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Screening of electrostatic interactions in room-temperature ionic liquids and concentrated
electrolytes has recently attracted much attention as surface force balance experiments
have suggested the emergence of unanticipated anomalously large screening lengths at
high ion concentrations. Termed underscreening, this effect was ascribed to the bulk
properties of concentrated ionic systems. However, underscreening under experimentally
relevant conditions is not predicted by classical theories and challenges our understanding
of electrostatic correlations. Despite the enormous effort in performing large-scale
simulations and new theoretical investigations, the origin of the anomalously long-range
screening length remains elusive. This contribution briefly summarises the experimental,
analytical and simulation results on ionic screening and the scaling behaviour of screening
lengths. We then present an atomistic simulation approach that accounts for the solvent
and ion exchange with a reservoir. We find that classical density functional theory (DFT) for
concentrated electrolytes under confinement reproduces ion adsorption at charged
interfaces surprisingly well. With DFT, we study confined electrolytes using implicit and
explicit solvent models and the dependence on the solvent's dielectric properties. Our
results demonstrate how the absence vs. presence of solvent particles and their discrete
nature affect the short and long-range screening in concentrated ionic systems.

1 Introduction

Electrolytes and ionic liquids (ILs) are virtually everywhere. In biological systems,
electrolytes and electrostatic interactions play a crucial role in nearly all processes,
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regulating the osmotic pressure and the body's water content,"” controlling enzy-
matic cascade reactions,** transmitting nerve signals,>® contracting muscles,”” etc.
The role of ILs in industrial applications is also hard to overestimate.'®"* Ions and
electrostatic interactions are essential in applications as diverse as capacitive
energy storage™™* and conversion,"* sensors,'® and catalysis."”*®

Despite this broad applicability and extreme importance in fundamental life-
sustaining processes, our understanding of ionic interactions, particularly ionic
screening, is still incomplete. Ionic interactions are exponentially screened; this
so-called Debye screening arises from a cloud of counter-ions surrounding each
ion. Formally, it can be obtained using the linearised Poisson-Boltzmann equa-
tion, also known as the Debye-Hiickel equation. The screening length resulting
from this theory is known as the Debye screening length. For monovalent ions, it
is given by eqn (1),

Jo = [T (), (1)
e’p
where p = p, + p_ is the total ion concentration (p, = p_ are the cation and anion
concentrations), ¢, is the vacuum and ¢, the relative permittivity, kg is the Boltz-
mann constant and 7 temperature, e the proton charge, and Az = ez/(4’n:808rkBT) is
the Bjerrum length.

This elegant and physically intuitive picture of an ionic screening cloud is,
however, only valid for dilute electrolytes and breaks down as the ion density
increases. The theory of screening in concentrated electrolytes was developed in
the mid-1990s.>*° While it does not provide a simple equation (like eqn (1)) for
the screening length £, it predicts that £ increases with ion density (p) above the
so-called Kirkwood crossover,** a crossover from the monotonic to oscillatory
decay of the charge-charge correlation function. Note that the Debye length
monotonically decreases with p.

Recent surface force balance (SFB) experiments®*?* have challenged our
understanding of ionic correlations by reporting unusually large screening
lengths, about an order of magnitude larger than predicted by classical theory.
Ascribed to the bulk properties of ionic systems, such screening was termed>>¢
‘underscreening’ to stress that the interactions are ‘under-screened’ compared to
what is expected from classical theories.’>*® More recent work**® named it
‘anomalous underscreening’ meaning that the screening predicted by classical
theories already ‘under-screens’ the interactions compared to Debye screening.
The experiments in ref. 22-24 have renewed research activities in the field of
concentrated electrolytes. Although the origin of anomalous underscreening still
needs to be revealed, a new wave of theoretical and simulation work has given us
new insight, while also demonstrating gaps in our understanding of the behav-
iour of concentrated electrolytes.

In the first part of this contribution, we provide a brief overview of experi-
mental studies on underscreening (Section 2.1), discuss classical theories of ionic
screening (Section 2.2.1), and review more recent theoretical (Section 2.2.2) and
simulation (Section 2.3) studies motivated by the underscreening
experiments.””>* As our overview shows, the main focus of the theoretical and
simulation studies has been on ILs and dense electrolytes in bulk, while screening
in confined systems and by ion-solvent mixtures received less attention. In
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Section 3, we use atomistic simulations and classical density functional (DFT)
theory and attempt to fill this gap by studying how solvent and confinement affect
the structure and screening in concentrated electrolytes.

2 Brief overview of previous results
2.1 Underscreening experiments

The first report on an unusually long screening length dates back to the last
decade. In 2013, Gebbie et al?* studied IL-mediated forces between crossed
cylinders using SFB and a [C;mim]'[NTf,]” ionic liquid, followed by studies of
several other ILs*® in 2015. From the long-range behaviour of the measured forces,
these authors extracted screening lengths, &, that were about one order of
magnitude larger than expected from classical theories."?*** They explained
these surprising results as ions forming neutral “ion pairs” leading to the Debye-
like screening determined by a small fraction of “free” ions, an approach criti-
cised by Perkin et al.*® and Lee et al.**

By systematically analysing screening lengths in different concentrated elec-
trolytes and room temperature ILs, Smith et al.>* found that “the electrostatic
screening length in concentrated electrolytes increases with concentration”.
While the increase is, in principle, in agreement with classical theories™** (cf.
Fig. 2), the repeatedly measured large values of £ were surprising and still remain
a mystery.*> In follow-up work, Lee et al.>>*° revealed that all experimental data
available at the time collapsed onto a single curve given by eqn (2),

g/AD ~ (Uion/AD)n (2)

with n = 3. Fig. 1a shows the data collapse and the cubic scaling. Lee et al.**
ascribed this behaviour of the force decay length to the bulk properties of
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Fig. 1 lonic screening lengths from experiments. (a) Screening length divided by the
Debye length Ap plotted as a function of the ion diameter ;o divided by Ap. The symbols
show experimental data for various ionic liquids and aqueous electrolytes collected from
ref. 24-26. According to ref. 25 and 26, all values collapse onto a single curve displaying
cubic scaling, egn (2) with n = 3, for aion/Ap = 1. (b) Screening lengths of six ionic liquids
from ref. 36. The inset shows the screening lengths as a function of oion3p/(sr7'), which
follows from eqn (2) with n = 3, demonstrating deviation from the cubic scaling. (c)
Screening lengths vs. ion concentration from ref. 28. The filled symbols show atomic force
microscopy (AFM) results for various electrolytes. The black dash line corresponds to the
expected Debye length and the crosses and pluses to the DFT results (see Section 2.2.2)
with hydrated and bare ion diameter, respectively.
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concentrated ionic systems. Thus, with a few exceptions,**** most theoretical and
simulation studies aimed at explaining underscreening, have focused on bulk
electrolytes (Sections 2.2 and 2.3).

The authors of ref. 26 explained underscreening as the emergence of charged
defects in an overall neutral, nearly crystalline IL. However, as noted by Adar
et al.,*® this physical picture is only applicable at concentrations above =5 M,
while the experiments show cubic scaling at much lower concentrations. To link
underscreening to the bulk properties of electrolytes, Lee et al.>>*° related the
large screening lengths to other experimentally measurable quantities, viz. excess
chemical potential, uey, and differential capacitance, Cq. However, Zeman et al.*®
criticised this relation by showing that ‘screening lengths’ extracted from the
experimental data on u. and Cq4 using the models proposed in ref. 25 and 26
disagree with the screening lengths measured experimentally in ref. 22-24.

The experiments of ref. 22-24 have motivated several studies on other ILs and
concentrated electrolytes using various experimental techniques. While most of
the published studies support underscreening,’”*® there are also studies reporting
either large £ but no cubic scaling®® or no anomalously large screening lengths at
all;*** examples are shown in Fig. 1b and c, respectively.

2.2 Theory

2.2.1 Classical theories. Screening in concentrated ionic systems was actively
investigated in the mid-1990s. Attard" studied charged hard spheres (restricted
primitive model, RPM) using the Ornstein-Zernike equation and the hypernetted
chain closure. By analysing the asymptotic behaviour of pair correlation func-
tions, he identified three regimes. At low ion concentrations, the (charge-charge)
correlation function decays monotonically exponentially, with the decay length
close to the Debye length Ap, but becoming progressively smaller than Ap as the
concentration increases. Above the concentration known as the Kirkwood cross-
over,* there are two dampened oscillatory regimes, electrostatics dominated at
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Fig. 2 lonic screening lengths from classical theories. In both plots, the screening lengths
are plotted as functions of the ion diameter divided by the Debye length Ap. The largest
screening length determines the asymptotic behaviour. The solid and dotted lines show
the screening lengths due to electrostatic and hard-core domination, respectively. (a)
Ornstein—Zernike equation and the hypernetted chain closure by Attard*® and (b) gener-
alised mean spherical approximation by de Carvalho and Evans.?°
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intermediate concentrations and hard-core dominated at high concentrations, as
determined by the largest decay length. The decay length £ as a function of ¢;on/Ap
is shown in Fig. 2a. We stress that above the Kirkwood cross-over, ¢ increases with
concentration. de Carvalho and Evans® used the generalised mean spherical
approximation (MSA) for the RPM and obtained similar results (Fig. 2b).

2.2.2 Recent theories. The underscreening experiments (Section 2.1) rekin-
dled interest in ionic screening, and several approaches have been developed in
an attempt to explain the unusually large screening lengths.?***%°** Rotenberg
et al.* considered primitive (RPM) and ‘semi-primitive’ (charged hard spheres
and hard-sphere solvent) models. They applied MSA to compute the charge-
charge correlation functions and found that, in line with previous work,**>*° the
screening length increased with concentration for concentrations above the
Kirkwood cross-over. Interestingly, the rate of increase, i.e., the scaling exponent
in eqn (2), depends on the model. The primitive model shows n = 3/2, while the
semi-primitive model yields n = 1 (Fig. 3a).

Adar et al.*® calculated the charge-charge correlation function on the Gaussian
level, but modified the Coulomb kernel to account for the excluded volume
interactions between neighbouring ions. These authors considered two ion
models: a homogeneously charged sphere and a homogeneously charged spher-
ical shell. They found that, above the Kirkwood point, the decay length of the
charge-charge correlation function increases with the concentration with the
scaling exponent n = 2 for both models (Fig. 3b).

Cats et al.** used DFT** with various MSA-like approximations for the elec-
trostatic interactions and fundamental measure theory (FMT)*~* for hard core
interactions to study charge and total density correlation functions of the RPM.
Above the Kirkwood point, they found an increasing decay length dominated by
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Fig. 3 Theoretical predictions for ionic screening lengths. In all plots, the screening
lengths are divided by the Debye length Ap and plotted as a function of the ion diameter
divided by Ap. (@) Mean spherical approximation for an ionic liquid (black solid line),
described by a restricted primitive (RPM) model, and an ionic liquid-solvent mixture (red
dashed line), modelled as charged and neutral hard spheres (semi-RPM). Note the different
scaling exponents n = 1 and n = 3/2. Data from ref. 40. (b) Extended mean field theory
modified to account for ion sizes* predicts a quadratic scaling ('sh’ and ‘sp’ denote
spherical shell and homogeneous sphere models for ions). (c) DFT results for the decay
length of the solvation force compared to the decay lengths of the total and charge
density profiles at a wall (£, and £.). Data from ref. 34. (d) Results of the Ciach—Patsahan
theory showing that exponent n changes continuously from n = 1.5 close to the Kirkwood
point to n = 3 for 2.5 < aion/2p < 4. Note that the x-axis has a different range than the
other panels. Data from ref. 41.
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electrostatics and the scaling exponent n = 1.5, which seems to be characteristic
of the MSA for the primitive model.** In line with Attard" and de Carvalho and
Evans,* they saw a cross-over to the hard-core dominated screening as the
concentration increased (Fig. 3c).

In contrast to previous work that reported scaling exponents n < 3, Ciach and
Patsahan**** arrived at an exponent n = 3 using a self-consistent Gaussian
approximation based on the Brazovskii approach.*>** Unlike previous theoretical
approaches, these authors took into account the local variance of the charge
density. However, similar to the phenomenology of ref. 25 and 26, their theory
appears to be valid only at unusually high concentrations (e.g., above =23 mol ™"
for aqueous sodium chloride and =5 mol 1" " for room temperature ILs taking
bare ion diameters, see ref. 33). We recall that experimentally the cubic scaling
was reported at much lower concentrations (=1 mol 17%).

In more recent work, Ciach and Patsahan** found that the exponent 7 is not
constant but varies with ¢,,/Ap from n = 1.5 close to the Kirkwood point ton =3
for 2.5 < oion/Ap < 4, increasing further for oion/Ap > 4 (Fig. 3d). These authors
also found two other exponents n = 1 and n = 5, but for the density-density decay
length.**

The cubic scaling in ref. 41-43 emerged in the dampened oscillatory decay of
the charge-charge correlation function. In experiments, however, the force
exhibiting large screening lengths with cubic scaling decayed monotonically
with distance between the surfaces. Kjellander®*** showed the possibility of
long-range monotonic decay at high densities using dressed ion theory.>*%
However, to our knowledge, this approach is yet to be applied to experimental or
simulation data of ionic systems with anomalously large screening lengths and
cubic scaling.

2.3 Simulations

Studying underscreening with molecular simulations is challenging because huge
boxes and long simulation runs must be considered to capture the possible
appearance of the experimentally measured large screening lengths. Coles et al.*”
studied aqueous LiCl and Nal, and lithium bis(trifluoromethane)sulfonimide [Li]
[TFSI] in water and an organic solvent mixture of dimethoxyethane and dioxolane.
By analysing the charge-charge correlation functions, they found that the decay
length increases with concentration, and reported a scaling exponent n = 1.3
(Fig. 4a). We note, however, that these authors studied simulation systems with
box lengths from about 9 nm to 11 nm. The monotonic underscreening decay was
reported for separations between 4 and 7 nm for ILs (screening lengths from 2 nm
to 10 nm) and up to 3 nm for aqueous NacCl (screening lengths from 1 nm to 3
nm).>*?* The simulated systems were, therefore, at the edge or even too small for
the underscreening regime.

Zeman et al.***® studied aqueous NaCl with all-atom simulations and 1-butyl-3-
methylimidazolium hexafluorophosphate ([C,C,Im] [PF¢]) with both all-atom and
coarse-grained simulations. They considered simulation box sizes from about
10 nm to 50 nm, depending on the system, to allow the evaluation of potentials of
mean-force (PMF) at experimentally relevant distances. They did not find any sign
of underscreening down to the accuracy of 10> kT in the PMF. Instead, they
revealed a crossover between the scaling with exponent n = 1 and n = 2 (Fig. 4b).
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Fig. 4 Screening lengths from molecular dynamics simulations. (a) Simulation results for
a few ionic liquids and aqueous electrolytes obtained by Coles et al.>” MSA results are
displayed for comparison. The MSA results are shown for the restricted primitive model
(RPM) and the RPM with non-polar solvent of the same size as the ions. The simulation
results show scaling given by egn (2) with n = 1.3. (b) Large-scale simulation results for 1-
butyl-3-methylimidazolium bis(trifluoromethanesulfonyl)-imide ([C4C,Im]INTf,], left plot)
and aqueous NaCl (right plot). Data from ref. 58.

Zeman et al.*® also studied confined [C,C;Im] [PF,] and found that the screening
lengths obtained from the density and electric field profiles are in good quanti-
tative agreement with the bulk simulations.

The semi-primitive electrolyte model was considered with MD simulations by
Coupette et al. Unlike classical theories (Fig. 2) and DFT calculations (Fig. 3c),
which predict a crossover from the electrostatics to hard-core dominated
screening regime (above the Kirkwood cross-over), they found a crossover in the
reverse order, i.e., from the hard-core to an electrostatics dominated regime upon
increasing ion concentration. In their most recent work, Hértel et al.>” studied the
primitive electrolyte model and reported anomalously large screening lengths.
However, these authors considered a strong coupling regime (large Bjerrum
lengths), leading to the formation of ionic clusters even at low densities and
Debye-like screening determined by ‘free’ ions. It remains to be seen if this
picture stays valid in an experimentally relevant weak coupling regime.

3 How surfaces, confinement and solvent
influence the ionic structure and screening

As we see from this brief overview, the main focus of theory and simulations has
been on bulk ILs and electrolytes, motivated by the claim that underscreening is
a bulk property of concentrated ionic systems. However, how and on which length
scale does the presence of surfaces and confinement modify ionic screening? In
simulations of confined fluids, one usually fixes the number of species (i.e., the
number of solvent and salt molecules in the case of electrolytes) to the corre-
sponding densities in bulk, which might differ considerably in confinement.
These issues have been addressed for all-atom simulations only in the case of salt-
free simulations (i.e., only counter-ions screening the surface charge and no salt)
using for example grand-canonical Monte Carlo (GCMC) simulations®® or
advanced free energy perturbation (FEP)* to extrapolate to the bulk chemical
potential,* depending on the desired accuracy. For example, water GCMC
simulations are known to converge slowly at an accuracy of +1 solvent
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molecules,® an issue which is even more complicated for complex ILs. In Section
3.1.1, we extend our previously established thermodynamic extrapolation
approach to control the water chemical potential®*™** to a simultaneous extrapo-
lation of the solvent and salt chemical potentials based on FEP and apply it to
a confined electrolyte.

Another question that previous studies have neglected is the effect of solvent.
While solvent was present in some atomistic simulations,***”*® a systematic
understanding of the role of solvent in electrostatic screening is still lacking. In
theoretical approaches and coarse-grained simulations,**® solvent molecules were
modelled as non-polar neutral hard spheres, while a constant relative dielectric
permittivity, independent of the local ion and solvent density, described the
dielectric properties of the solvent. But how does the structure of a polar solvent,
which directly screens the ion-ion interactions, affect ionic screening? In this
section, we first employ atomistic molecular simulations at a prescribed chemical
potential to study how surface and confinement effects can modify the composi-
tion of an aqueous electrolyte (NaCl) confined between accurately modelled mica
sheets (Fig. 5a). Density functional theory (DFT) calculations using an explicit
solvent model (Fig. 5b) reveal systematic surface depletion of the salt and solvent
density profiles that both agree remarkably well with MD simulations. We then use
an implicit solvent model (Fig. 5¢) to investigate the effect of spatially resolving
solvent molecules on the ionic screening and the structure of confined ILs.

3.1 Methods

3.1.1 Atomistic MD simulations. We employ atomistic molecular dynamics
simulations to obtain detailed microscopic insight into the solvent and
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Fig. 5 Modelling approaches ranging from atomistic simulations to implicit solvent DFT
calculations. (a) Snapshot of the atomistic simulation system. Water (small red and white
spheres show oxygen and hydrogen, respectively) together with the electrolyte ions (large
orange and blue spheres show sodium and chloride, respectively) are confined between
mica sheets separated by a distance D between the outermost mica atoms. Schematics of
two charged plates confining an electrolyte with explicit (b) and implicit (c) solvent models.
Cations and anions have the same diameter g, and solvent molecules consist of two
oppositely charged beads of the same diameter g,. The plate separation is D in both
models.
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electrolyte structures. In particular, we study an aqueous salt solution (NaCl)
confined between infinite, parallel mica surfaces. A dioctahedral muscovite T-
O-T double layer (KAL,[(OH), AlSi;O;,]) is taken from the InterfaceFF force field
package,®® which is expected to reproduce the experimental data exceptionally
well due to its parametrisation based on structural and interfacial energy
aspects. The studied mica double layer (Fig. 6a) has lateral dimensions of about
2.9 nm x 3 nm. One layer was then displaced to form a slit pore, where we
consider a fixed surface separation based on the outermost mica atoms of D =
2 nm. Water was modelled using the TIP4P/e parametrisation®” and ions based
on a thermodynamically consistent, transferable force field.®® See Section S1 in
the ESIt for simulation details.

As alluded, the natural choice of the ensemble for the simulation of
a confined system is the grand-canonical ensemble, since ions and water
molecules can be exchanged with a reservoir in the relevant experimental setups,
thus balancing the chemical potentials of the system under investigation with
an external reservoir. In practice, grand-canonical approaches for aqueous or IL
systems suffer from major convergence problems.®® We build upon the ther-
modynamic extrapolation method® to determine the correct composition of the
confined system, viz. the Ny and Nj,,, of solvent and salt species. The key idea is
to determine the chemical potential of each species for different system
compositions (Ng, Nion), see Section S1 in the ESIL.t Thus, the multidimensional
optimisation problem of the system composition corresponding to the chemical
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Fig.6 Extrapolation of the correct system composition. (a) The chemical potential of each
species is calculated in the centre of the slit for a range of different system compositions
(Ns, Nion). Since the numerical value of the chemical potential is highly dependent on the
force field used, we use the reference potentials from molecular dynamics simulations of
a bulk electrolyte at given salt concentrations as the baseline. (b) The multidimensional
optimisation problem of system composition (N, Nion) and chemical potential (us, wion) iS
broken down into independent minimisations in N and u for each species, as illustrated
here for 2 mol I 1. The ion species is largely unaffected by the number of solvent mole-
cules, yet the chemical potential of the solvent species is highly affected by the number of
ion pairs. To obtain a usable set of particle numbers, we choose them such that the
chemical potential of both species is closest to the reference values corresponding to the
desired concentration in the bulk.
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potentials (us, tion) is transformed into independent relations of N,(u,) at fixed
concentration of all other species (see Fig. 6b). In practice, the inverse problem
is solved, i.e., us(No)lpv,), determined at a fixed composition of all other species
(B) to extrapolate the particle numbers that correspond to the desired chemical
potential in bulk at a given salt concentration. The non-monotonic behaviour of
the chemical potential of water observed in Fig. 6b in general makes the
extrapolation difficult to apply. However, the chemical potential of the ion pairs
is largely independent of the number of solvent molecules, i.e. the water
chemical potential can be tuned once a suitable number of ion pairs has been
chosen.

A clear disadvantage of this approach is its computational cost, since the
uncertainty in the chemical potentials must be very small (in the order of 0.01 kgT)
to reliably predict the composition as shown in Fig. 6b. This requires simulation
times of >100 ns per FEP state (Section S1 in the ESIT), thus amounting to at least
5 ps for each data point shown in Fig. 6b. For this reason, we limit the application
of this approach to only determine the correct composition of a single system size
D = 2 nm, which then yields the desired chemical composition and thus allows
for meaningful comparison with the classical DFT calculations shown in Section
3.2.1. Note that (i) the extraction of density oscillation decay lengths requires
significantly larger simulation boxes®® and (ii) obtaining the pressure decay length
requires a significant number of different slit sizes D.

3.1.2 DFT. We consider ions as charged hard spheres of equal diameter
Oion = 0.5 nm and valence Z, = Z_ =1 and treat the solvent as a dielectric medium
with relative dielectric constant ¢, i.e., we describe the electrolyte with an RPM.
However, we also consider an explicit solvent model with solvent molecules
modelled as dimers consisting of two hard spheres of diameter o5, = 0, = 0.2 nm
and opposite charge gs = 0.1926 separated by a distance of 0.2 nm, resulting in
a dipole moment of 1.85 D. This model was previously introduced by Henderson
et al.®

The interaction potential between a pair of charged beads (either solvent or
ions), i and j, separated by a distance r, is given by eqn (3),

o, r<(oi+a)/2
ﬁuij(r){ziZjAB/r, r>%ai+03/2 3)

where § = 1/kgT, with kg being the Boltzmann constant and 7T the absolute
temperature (we used T = 293 K in all DFT calculations), Az = Be*/4meqe; is the
Bjerrum length, with ¢, being the vacuum and ¢, the relative dielectric constant. In
the explicit solvent model, following Henderson et al.,** we set the background
dielectric constant ¢, = 4.1, which enhances numerical convergence related to
strong electrostatic interactions and correspondingly steep density profiles. Note
that ¢, can be interpreted as scaling all charges by a factor =1/2 to reduce the
strength of the Coulomb energy. Physically, it describes the electronic and other
degrees of freedom of solvent molecules not taken into account explicitly by the
model. We used a capacitor setup (Section S2.1 in the ESIt) to estimate the
resulting effective dielectric permittivity, ¢, = 2.4 x ¢, = 9.8, in a reasonable
agreement with MD simulations of an explicit particle-based dumbbell model,
yielding ¢, = 4.4 X &, = 18 (Section S2.2 in the ESI¥).
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We consider the electrolyte confined between two positively charged walls with
surface charge density Q = 0.5e nm>. This slit pore with surface-to-surface
separation D interacts with species i through the hard-wall potential, as in eqn (4),

N _ )0 0¢/2=z=D-0;/2
BU(z) = { 00 otherwise ' (@)

Note that the electric field inside the slit is zero, making the wall interaction in
eqn (4) independent of the surface charge, which only enters via the charge
neutrality condition.

Within DFT, the equilibrium density profiles are determined by minimising
the grand potential, eqn (5),

62 = BFlps(R), {p,(1)}] + ijsm) ~ Buslos(R)AR
3 [ 80.6) ~ B o wyar 5)

with respect to the ion (p,, @« = £) and solvent (ps) densities. Here us is the solvent
chemical potential chosen such that the bulk solvent density is fixed to ps® =
55.6 mol I, and u, is chosen to yield a given bulk ion concentration. The second
term in eqn (5) is present only in the case of explicit solvent; in this second term, R
= (rs+, I's_) denotes the two coordinates specifying the position of the two beads of
the solvent dimer and Ug(R) = Ug,(rs:) + Us_(rs_).

The total intrinsic Helmholtz free energy F consists of the ideal part and the
excess contribution F,, i.e. eqn (6),

oF — [un ps(R) — 1]p(R)R + aj Vo(R)ps(R)dR

DY j[ln pu(®) — 1]y (0)dr + 6Fiy. (6)

The first and second terms are only present in the case of explicit solvent, and
Vp is the bonding potential of a (rigid) solvent molecule given by eqn (7)”°
_ O(fryy — 1| —051)

exp[ BV (R)] = = ————= )

4TCUS:EZ

The excess Helmholtz free energy F.x consists of different molecular interac-
tions and correlations given by eqn (8)

Fex:F2;+Fg(+F2!(+F‘e:¥a (8)

where the terms on the right hand side denote the free energy contributions
coming from hard sphere repulsion, direct coulombic interaction, electrostatic
correlations and chain connectivity, respectively. We used the modified funda-
mental measure theory (FMT) to model hard-core repulsion®” and treated
electrostatic correlations through the second-order density functional expansion
with the first and second order direct correlation function obtained within the
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mean spherical approximation.” To account for the chain connectivity, we used
the Wertheim's first order thermodynamic perturbation theory.”®”*

The Coulomb energy was directly obtained by integrating Poisson's equation,
V2Y(r) = pe(r)/eoer, Where p(r) is the local charge density and y(r) the local elec-
trostatic potential. For the one-dimensional slab system and using y(z = 0) =

¥(z = D) = o, we get eqn (9)

W) = o + = E J Y42 (D= o2 - JO A&7 (z =)o (2) (©)

€0&r 0

and the corresponding excess chemical potential is Bud, i(z) = eZiy/(z).

We solved the Euler-Lagrange equations following from the minimisation of
eqn (5) using the conventional Picard iteration method.” We used the bulk
concentrations as an initial guess for the density profiles to determine F., and y/(z)
and performed iterations until a relative accuracy of 10™° in densities at all
positions was achieved. Convergence was obtained for discretisation Az = (1—5)
x 10”2 g, depending on the salt concentration and plate separation. We ensured
a constant surface charge density Q through appropriate choice of ,. The
interaction pressure was then obtained by numerically differentiating eqn (5), i.e.,
P = —4(Q/A)0D, and the extrapolation of D — o gave us the corresponding bulk
pressures. We note that the bulk values differ for the implicit and explicit solvent
models and amount to 80;o,°P, = 2.4 and =23, respectively.

3.2 Results

3.2.1 Ion distribution and excess adsorption. Fig. 7 shows the normalised
solvent and ion density profiles pg,(z) = pa(z)/pa(b), obtained using our atomistic
MD simulations in a mica slit pore of width D = 2 nm. Note that the z-axis is
shifted with respect to the Gibbs dividing surface’ (GDS) of species j, zG/), which
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Fig.7 Normalised solvent and ion densities. (a) Solvent and (b, c) ion density profiles from
atomistic MD simulations (blue lines) and solvent-explicit DFT calculations (orange lines).
Data is shown for different salt concentrations, 0.5 mol I™* (top), 1.0 mol I (centre), and
2.0 mol ™! (bottom), in a slit of width D = 2 nm. All data are shifted with respect to the
solvent Gibbs dividing surface.
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follows from the surface excess of species i with respect to j, as described in eqn
(10)
0 oo
Iy =" 02 = ptadz + [ (02) = e, (10)

0

— brd

where p,(z.) = 0 and p,(z,) = p!”) are the corresponding fluid densities from both
sides of the interface, i.e. no particles inside the solid and bulk density in the fluid
mixture. In the context of ion adsorption, it is convenient to choose the solvent as
the reference, I'ss = 0, which upon partial integration and dropping the index for
the solvent species yields the GDS from eqn (11)

Zg = Zy + J:h Md; (11)

Za pS(Zb) - pS(Za)

with z, and z;, being reference positions inside the solid and the fluid phase.

In Fig. 7a, the solvent density profiles are shown for concentrations ranging
from 0.5 to 2 mol 17", revealing the well-known layering at solid substrates.”
Noteworthy, the atomistic MD data (blue lines) are hardly affected by increasing
the salt concentration, with only the third layer getting more pronounced at
2 mol 1" in line with the counter-ion layering in the bottom row of Fig. 7c. On the
contrary, the simple dumbbell model employed for the DFT calculations shows
increasing layering at the interface for the higher salt concentrations, but also in
this case an increase of the third solvent layer density similar to the atomistic data
is observed. Note that the atomistically resolved mica sheets have a rough surface
according to their chemical structure, thus water can penetrate into the Gibbs
surface, z — zg < 0. In contrast, the solvent dumbbells consist of hard spheres of
radius 1 A, in line with the position of the first density peak appearing in Fig. 7a.
Regarding the simplicity of this model, the general trends of the solvent structure
at the interface are reproduced remarkably well.

We now turn to the structural arrangement of the salt ions, shown in the
middle and right columns of Fig. 7. In the atomistic simulation system, sodium
counter-ions are employed, which adsorb strongly at the mica surface due to their
tendency to release their hydration shell.”® However, in the DFT calculations both
co- and counter-ions are treated as hard spheres with the same diameter o, =
0.5 nm. While this leads to a remarkably good agreement for the co-ion profiles
(chloride in the atomistic simulations), especially at high concentration (the
bottom row in Fig. 7c), the adsorption peak of the counter-ion is not well captured
in the DFT calculations. Also note that in the atomistic simulations, mica has
a surface charge density that is more than three times larger than in the DFT
calculations (Q = —1.8e nm™> for mica vs. 0.5e nm™>), which explains that the area
under the first counter-ion peak differs significantly between both approaches
(see insets in Fig. 7b).

Our atomistic simulations indicate that the strong adsorption of sodium
strongly screens the mica surface charge, reflected by nearly constant ion density
profiles behind the second co-ion density peaks in Fig. 7c. As noted by Graham,”
the first strong adsorption layer of the partially hydrated sodium is not captured
within the Stern layer of classical double layer theory; correspondingly, the two
maxima in the counter-ion density profiles define the inner and outer Helmholtz
planes,®* which are present also in the solvent-explicit DFT calculations, although
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differing significantly in their distance due to the different ion diameter. The co-
ion profiles at high concentration (the bottom row in Fig. 7c) agree well for the
first two layers and the distance between the two maxima of about 2 nm corre-
sponds to a solvent molecular size. Thus, we conclude that electrostatic and ion-
specific effects dominate the magnitude of adsorption, whereas steric effects
including the solvent molecules determine the structure close to the interface at
charged surfaces.

The specific effects due to adsorption can be further quantified in the context
of the Gibbs surface excess, ¢f. eqn (10). In the presence of a charged interface, the
counter-ions need to be accounted for explicitly to obtain a thermodynamic
consistent interface definition. Taking the solvent as reference for the Gibbs
surface allows us to define an effective slit width in a simulation box of length L,
normal to the interface, from eqn (12)

L./2

ps(2)

D¢ = J &4z (12)
~L:/2 Ps

Using the ion pair density p = p; + p_, the salt surface excess then directly
follows from eqn (10) to give eqn (13)

DG /2
r=[" ) - pV]dz 20/, (13)
~Dg /2
which we defined such that it equals zero when the ion density is constant and
equals to the bulk ion density. Fig. 8a shows the resulting ion pair surface excess
as a function of the effective slit width D obtained from solvent-explicit DFT
calculations. A dampened oscillatory behaviour is observed for I related to ion
layering and “quantised” expulsion of ionic layers with decreasing D.** Whereas
such layering effects are nearly absent for low concentrations, the oscillation
amplitude as well as the range of surface separations D at which such oscillations
can be observed increases with concentration (see also Fig. 8b). The negative
surface excess observed in the slit can be attributed to the Donnan effect:**

(2) (b)

0.54 0.0
N7 "
£ 059 ﬁ £ 0] ® H
o ‘ o D[nm] £
= —1.01 = 1.0 Y
—154-0 20 [ ]
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Fig. 8 Surface excess and effective concentration in solvent-explicit simulations. (a)
Surface excess of ionic species in the explicit DFT model as a function of slit width. The
excess is calculated with respect to the Gibbs dividing surface of the solvent species. (b)
Surface excess of ionic species in the explicit DFT model as a function of bulk concen-
tration. The three black points represent the results of the molecular dynamics simula-
tions. (c) Effective concentration of the ionic species inside the slit as a function of bulk
concentration.
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counter-ions and the presence of charged interfaces dominate the electrostatic
interactions, making it unfavourable for salt ions to enter the confined area.

The strong negative surface excess is qualitatively confirmed by our atomistic
MD simulations, shown in Fig. 8b as block circles for the three concentrations
considered. Whereas the DFT calculations only show a non-monotonic behaviour
of I vs. the bulk concentration, the surface excess is expected to reveal a more
complex behaviour for the atomistic system since ion-specific effects and
molecular degrees of freedom are not taken into account in our DFT calculations.

The importance of addressing the solvent composition in confinement is
highlighted in Fig. 8c, where we show the solvent composition in terms of the
effective concentration p = Nj,n/N; in the pore vs. the corresponding value in bulk
for different slit width D. The bisector corresponds to the trivial assumption of
equal amounts of salt inside the pore as in the bulk. The fact that for increasing
bulk concentration, p deviates more strongly from the bisector, can be explained
by the increasing surface excess as shown in Fig. 8a and b. The deviation between
the trivial assumption and the actual salt ion number is up to a factor of two for
D =1 nm. Thus, to compare atomistic simulations of confined complex liquids to
experimental data or theoretical models, the chemical potential of all species
needs to be controlled carefully. While the approach presented here is capable of
determining the right composition at high accuracy, its severe computational cost
renders it unfeasible for practical application such as the study of underscreening
in the pressure decay length. We found, however, that our solvent-explicit DFT
calculations reproduce remarkably well the qualitative behaviour of atomistic
simulations employing the extrapolation of chemical potentials for mixture
compositions. Thus, we use in the next section solvent-explicit and -implicit DFT
calculations to study the influence of an explicit solvent on ionic screening.

3.2.2 Screening lengths. We now discuss how the decay length £ of an
electrolyte-mediated force between confining walls depends on the properties of
a solvent. To this end, we performed DFT calculations with an explicit and
implicit solvent model characterised by the same relative dielectric permittivity
& = 9.8. For the implicit solvent we also consider various ¢,. To extract &, we fitted
the DFT data for the pressure (i.e. force per surface area) at large plate-plate
separation to eqn (14)

P(D) = Py + Ae "Ecos2mDIA + ¢), (14)

where A is the amplitude, and 4 and ¢ are the period of oscillations and the phase
shift, respectively. We treated &, /, A, and ¢ as the fitting parameters.

The results are shown in Fig. 9. Panel (a) of this figure demonstrates that,
perhaps surprisingly, the implicit and explicit solvent models lead to the same
values of the decay lengths £. The agreement is due to the fact that, in this regime,
the screening is determined by electrostatic interactions, which are the same in
both models. In line with earlier work, the screening length increases and shows
the scaling behaviour given by eqn (2) with exponent n = 1.5.>%%

Since both models lead to the same screening lengths, we consider only the
implicit solvent model in the following. Fig. 9b shows the screening lengths for
different values of ¢,. This figure demonstrates that ¢ is independent of ¢, for
intermediate concentrations, but there are systematic deviations as the concen-
tration increases.
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Fig.9 Screening lengths from DFT. Screening lengths are divided by the Debye length Ap
and plotted as a function of the ion diameter divided by Ap. (a) Screening lengths for an
explicit and implicit solvent model with the same relative dielectric permittivity ¢, = 9.8. (b)
Screening lengths for several values of ¢,. The black and red symbols and lines show the
decay lengths of the total and charge density profiles at a single wall for ¢, = 78. (c)
Screening lengths for concentration-dependent and constant dielectric permittivity. The
black and red symbols and lines show the decay lengths of the total and charge density
profiles at a single wall in the case of the concentration dependent permittivity.

To understand these deviations, in addition to ¢ extracted from the pressure,
Fig. 9b presents the decay lengths of the number and charge density profiles, £,
and £, at a single wall. At low concentrations, &. > £,, hence the charge density
determines the leading decay length and we found £ = £.. As the concentration
increases, there is a crossover to density-dominated screening, i.e., £, > £.. In this
regime, we obtained £ = £,,. The crossover shifts toward higher concentrations as
& decreases because the decreased ¢, enhances the electrostatic interactions.

So far, we assumed a constant dielectric permittivity ¢, while it is known that ¢,
depends on the salt concentration p.*** To study how this dependence affects
electrostatic screening, we considered two models with &, = 78 and &(p) =
—0.031p> + 1.322p> — 13.44p + 80.84, which describes the measured dielectric
permittivity as a function of the concentration of NaCl at T = 293 K (see ref. 87).
Fig. 9c shows that the concentration dependence of the relative permittivity does
not affect the screening lengths at intermediate concentrations, in line with the
MSA results of Rotenberg et al.*® However, the crossover to the density-dominated
regime is noticeably shifted towards higher concentrations. This shift is because
the presence of ions reduces ¢, thus enhancing the electrostatic interactions,
which extends the region of the electrostatics-dominated screening.

4 Conclusions

Screening in ionic fluids is essential for many fundamental processes and
industrial applications. Nevertheless, our understanding of screening in
concentrated electrolytes and ILs remains incomplete. Recent SFB experiments
have challenged our knowledge of screening in dense ionic systems by reporting
screening lengths about one order of magnitude larger than expected. This effect
was ascribed to the bulk properties of ionic systems and termed underscreening,
or recently even anomalous underscreening, to pinpoint that the system is
underscreened compared to what is expected based on classical theories or the
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Debye ionic cloud model, respectively. We have reviewed the experimental,
theoretical and simulation work attempting to resolve this apparent under-
screening paradox. This overview indicates that there is no solid evidence from
theory and simulations to support the (anomalous) underscreening as a bulk
property of concentrated ionic systems.

New theoretical and simulation work motivated by underscreening experi-
ments brought new insight and new questions into our understanding of ionic
screening. Experiments on underscreening suggested a cubic scaling of the
screening lengths with the Debye length (eqn (2) with n = 3). With a few excep-
tions,””*** which still need careful examination, such cubic scaling has yet to be
found in theory or simulations in the experimentally relevant parameter space.
Instead, a selection of other scaling exponents have been reported, viz., n = 1 (ref.
40,41 and 58), n =2 (ref. 35,41 and 58), n = 1.3 (ref. 57),n = 1.5 (ref. 34,40 and 41
and this work), and n = 5 (ref. 41), depending on the model and method used.
Future work will show whether there is universal scaling at all, and what its
physical significance is.

While reviewing the previous results on ionic screening, we noted the scarcity of
studies on how solvent, ion-surface interactions and confinements influence ionic
screening. We have attempted to fill this gap. We used molecular dynamics
simulations at controlled chemical potential of all components and classical
density functional theory to investigate how the solvent dielectric properties affect
the decay length of the force exerted on the confining walls. Comparison between
atomistic MD and solvent-explicit DFT simulations revealed that the solvent and
ion structure differs from the behaviour in bulk - as expected - only close to the
surface. Furthermore, it is — at least on a qualitative level - dominated by steric,
excluded volume effects and not by ion- or surface- specific interactions, thus
rendering the coarse-grained DFT calculations a viable approach to study under-
screening since the usual way to control chemical composition on an atomistic
resolution is computationally too demanding, and therefore infeasible. Using DFT,
we found that, somewhat surprisingly, in the electrostatics-dominated regime, the
screening length is virtually independent of (i) whether the solvent is modelled
implicitly or is spatially resolved, (ii) whether dielectric permittivity ¢, depends on
the ion concentration or not, and (iii) on the value of ¢.. However, our calculations
revealed that a crossover to the hard-core dominated regime, which occurs at higher
concentrations, depends sensitively on the details of the solvent (Fig. 9).

We hope this overview and our new results on the solvent effects will motivate
further experimental, theoretical, and simulation work on screening in concen-
trated ionic systems.
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