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convolutional network for
reliable prediction of molecular properties with
uncertainty quantification†

Seongok Ryu,a Yongchan Kwon b and Woo Youn Kim *ac

Deep neural networks have been increasingly used in various chemical fields. In the nature of a data-driven

approach, their performance strongly depends on data used in training. Therefore, models developed in

data-deficient situations can cause highly uncertain predictions, leading to vulnerable decision making.

Here, we show that Bayesian inference enables more reliable prediction with quantitative uncertainty

analysis. Decomposition of the predictive uncertainty into model- and data-driven uncertainties allows

us to elucidate the source of errors for further improvements. For molecular applications, we devised

a Bayesian graph convolutional network (GCN) and evaluated its performance for molecular property

predictions. Our study on the classification problem of bio-activity and toxicity shows that the

confidence of prediction can be quantified in terms of the predictive uncertainty, leading to more

accurate virtual screening of drug candidates than standard GCNs. The result of log P prediction

illustrates that data noise affects the data-driven uncertainty more significantly than the model-driven

one. Based on this finding, we could identify artefacts that arose from quantum mechanical calculations

in the Harvard Clean Energy Project dataset. Consequently, the Bayesian GCN is critical for molecular

applications under data-deficient conditions.
1 Introduction

The rise of deep learning has a huge impact on diverse elds,
such as computer vision and natural language understanding.
Chemistry is not an exception. State-of-the-art deep neural
networks (DNNs) have been applied to various problems in
chemistry including high-throughput screening for drug
discovery,1–4 de novo molecular design5–12 and planning chem-
ical reactions.13–15 They show comparable to or sometimes
better performance than principle-based approaches in pre-
dicting several molecular properties.16–20 Such a result can be
achieved only if a vast amount of well-qualied data is obtained,
because the performance of the data-driven approach strongly
depends on training data.

Unfortunately, however, many real world applications suffer
from a lack of qualied data. For example, Feinberg et al.
showed that more qualied data should be provided to improve
the prediction accuracy on drug–target interactions, which is
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a key step for drug discovery.21 The number of ligand–protein
complex samples in the PDBbind database22 is only about
15 000. The number of toxic samples in the Tox21 dataset is less
than 10 000.3 Expensive and time-consuming experiments are
inevitable to acquire more qualied data. Like the Harvard
Clean Energy Project dataset,23 synthetic data from computa-
tions can be used as an alternative but oen include uninten-
tional errors caused by the approximation methods employed.
In addition, data-inherent bias and noise hurt the quality of
data. Tox21 3 and DUD-E datasets24 are such examples. There
are far more negative samples than positive ones. Of various
toxic types, the lowest percentage of positive samples is 2.9%
and the highest is 15.5%. The DUD-E dataset is highly unbal-
anced in that the number of decoy samples is almost 50 times
larger than that of active samples.

In the nature of a data-driven approach, a lack of qualied
data can cause severe damage to the reliability of the prediction
results of DNNs. This reliability issue should be taken more
seriously when models are obtained by point estimation-based
methods such as maximum-a-posteriori (MAP) or maximum
likelihood (ML) estimation. It is because both estimation
methods result in a single deterministic model which can
produce unreliable outcomes for new data. In Fig. 1, we exem-
plify a drawback of using deterministic models for a classica-
tion problem with a small dataset. A small amount of data
inevitably leads to a number of decision boundaries, which
corresponds to a distribution of models, and the MAP (or ML)
This journal is © The Royal Society of Chemistry 2019
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Fig. 1 A simple linearly separable binary classification problem. Positive and negative training data samples are denoted with blue and red
markers, respectively. (a) A model estimated by MAP, ŵMAP, corresponds to the w value of the orange line, and (b) the decision boundary in the
two-dimensional space is denoted by the orange line. (c) Output probability values (eqn (3)) are colored in the background. The orange lines with
different transparency in (d) are models drawn from the posterior p(w|X, Y), and the lines in (e) are the corresponding decision boundaries. (f)
Predictive probabilities obtained with Bayesian inference (eqn (4)) are colored in the background. The yellow star in (c) and (f) is a new unlabeled
sample.
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estimation selects only one from the distribution as shown in
Fig. 1(a) and (b). In addition, the magnitude of output values is
oen erroneously interpreted as the condence of prediction,
and thus higher values are usually believed to be closer to the
true value. That being said, relying on predicted outputs to
make decisions can produce unreliable results for a new sample
located far away from the distribution of training data. We
illustrate an example of vulnerable decision making in Fig. 1(c).
On one hand, the sample denoted by the yellow star will be
predicted to belong to the red sample with nearly zero output
probability according to the decision boundary estimated by the
MAP. On the other hand, such a decision can be reversed by
another possible decision boundary with the same accuracy for
the given training data. As such, deterministic models can lead
to catastrophic decisions in real-life applications, such as
autonomous vehicle and medical elds, that put emphasis on
so-called AI-safety problems.25–27

Collecting large amounts of data is one denite way to
overcome the aforementioned problem but is usually expensive,
time-consuming and laborious. Instead, Bayesian inference of
model parameters and outputs enables more informative
decision making by considering all possible outcomes pre-
dicted from the distribution of decision boundaries. In
Fig. 1(d)–(f), we describe how to classify the yellow star
according to Bayesian inference. Since various model parame-
ters sampled from the posterior distribution will give different
answers, the nal outcome is obtained by averaging those
answers. In addition, uncertainty quantication of prediction
results is feasible thanks to the probabilistic nature of Bayesian
This journal is © The Royal Society of Chemistry 2019
inference. Kendall and Gal performed quantitative uncertainty
analysis on computer vision problems by using DNNs grounded
on a Bayesian framework.28 In particular, they have shown that
the uncertainty of predictions can be decomposed into model-
and data-driven uncertainties, which helps to identify the
sources of prediction errors and further to improve both data
and models.29 It has been known that results from Bayesian
inference become identical to those of MAP estimation in the
presence of a sufficiently large amount of data.30 However, as
long as the amount of data is not enough like in most real-life
applications, Bayesian inference would be more relevant.

In this work, we show that Bayesian inference is more
informative in making reliable predictions than the standard
ML estimation method. As a practical approach to obtain
a distribution of model parameters and the corresponding
outputs, we propose to exploit Bayesian neural networks. Since
graph representation of molecular structures has been widely
used, we chose molecular graphs as inputs for our model and
implemented a graph convolutional network (GCN)31–33 within
the Bayesian framework28,34 for the end-to-end learning of
representations and predicting molecular properties.

The resulting Bayesian GCN is applied to the following four
examples. In binary classication of bio-activity and toxicity, we
show that prediction with a lower uncertainty turned out to be
more accurate, which indicates that predictive uncertainty can
be regarded as the condence of prediction. Based on this
nding, we carried out a virtual screening of drug candidates
and found more known active molecules when using the
Bayesian GCN than when using the same GCN model but
Chem. Sci., 2019, 10, 8438–8446 | 8439
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estimating by the ML. The third example demonstrates that the
uncertainty quantication enables us to separately analyze data-
driven and model-driven uncertainties. Finally, we could iden-
tify artefacts in the synthetic power conversion efficiency values
of molecules in the Harvard Clean Energy Project dataset.23 We
veried that molecules with conspicuously large data-driven
uncertainties were incorrectly annotated because of inaccurate
approximations. Our results show that more reliable predic-
tions can be achieved using Bayesian neural networks followed
by uncertainty analysis.
2 Theoretical background

This section aims to explain the theoretical background of
Bayesian neural networks. We rst brief about Bayesian infer-
ence of model parameters and output to elaborate on our
motivation of this research. Then, we briey discuss variational
inference as a practical approximation for implementation of
Bayesian neural networks. Lastly, we explain a uncertainty
quantication method based on Bayesian inference.
2.1 Bayesian inference of model parameters and output

Training a DNN is a procedure to obtain model parameters that
best explain a given dataset. The Bayesian framework under-
lines that it is impossible to estimate a single deterministic
model parameter, and hence one needs to infer the distribution
of model parameters. For a given training set {X, Y}, let p(Y|X, w)
and p(w) be a model likelihood and a prior distribution for
a parameter w ˛ U, respectively. Following Bayes' theorem,
a posterior distribution, which corresponds to the conditional
distribution of model parameters given the training dataset, is
dened as

pðw|X;YÞ ¼ pðY|X;wÞpðwÞ
pðY|XÞ : (1)

By using eqn (1), two different approaches have been derived: (i)
MAP-estimation‡ nds the mode of the posterior and (ii)
Bayesian inference computes the posterior distribution itself.
The MAP estimated model ŵMAP is given by

ŵMAP ¼ argmax
w˛U

pðw|X;YÞ; (2)

which is illustrated by the orange line in Fig. 1(a). Then, the
expectation of output y* for a new input x* is given by

Êðy*|x*;X;YÞ ¼ f ŵMAPðx*Þ; (3)

where is f ŵMAP($) a function parameterized with ŵMAP. For
instance, the orange line in Fig. 1(b) denotes the decision
boundary, f ŵMAP($) ¼ 0.5, in a simple linearly separable binary
classication problem. The background color in Fig. 1(c)
represents the output probability that a queried sample has
a positive label (blue circle). Note that the right-hand-side term
in eqn (3) does not have any conditional dependence on the
training set {X, Y}.

In contrast to the MAP estimation, the Bayesian inference of
outputs is given by the predictive distribution as follows:
8440 | Chem. Sci., 2019, 10, 8438–8446
pðy*|x*;X;YÞ ¼
ð
U

pðy*|x*;wÞpðw|X;YÞdw: (4)

This formula allowsmore reliable predictions by the following
two factors. First, the nal outcome is inferred by integrating all
possible models and their outputs. Second, it is possible to
quantify the uncertainty of the predicted results. Fig. 1(d)–(f)
illustrate the posterior distribution, sampled decision bound-
aries, and the resultant output probabilities, respectively. The
new input denoted by the yellow star in Fig. 1(f) can be labeled
differently according to the sampledmodel. Since the input is far
away from the given training set, it is inherently difficult to assign
a correct label without further information. As a result, the
output probability is substantially low, and a large uncertainty of
the prediction arises, as indicated by the gray color which is in
contrast to the dark black color in Fig. 1(c). This conceptual
example demonstrates the importance of the Bayesian frame-
work especially in a limited data environment.
2.2 Variational inference in Bayesian neural networks

Direct incorporation of eqn (4) is intractable for DNN models
because of heavy computational costs in the integration over the
whole parameter space U. Diverse approximation methods have
been proposed to mitigate this problem.35 We adopted a varia-
tional inference method which approximates the posterior
distribution with a tractable distribution qq(w) parameterized by
a variational parameter q.36,37 Minimizing the Kullback–Leibler
divergence,

KLðqqðwÞkpðw|X;YÞÞ ¼
ð
U

qqðwÞlog qqðwÞ
pðw|X;YÞ dw; (5)

makes the two distributions similar to one another in principle.
We can replace the intractable posterior distribution in eqn (5)
with p(YrX, w)p(w) by following Bayes' theorem in eqn (1). Then,
our minimization objective, namely the negative evidence
lower-bound, becomes

L VIðqÞ ¼ �
ð
U

qqðwÞlog pðY|X;wÞdwþKLðqqðwÞkpðwÞÞ: (6)

For implementation, the variational distribution qq(w)
should be chosen carefully. Blundell et al. proposed to use
a product of Gaussian distributions for the variational distri-
bution qq(w). In addition, a multiplicative normalizing ow38

can be applied to increase the expressive power of variational
distribution. However, these two approaches require a large
number of weight parameters. The Monte-Carlo dropout (MC-
dropout) approximates the posterior distribution by a product
of the Bernoulli distribution,39 the so-called dropout40 varia-
tional distribution. The MC-dropout is practical in that it does
not need extra learnable parameters to model the variational
posterior distribution, and the integration over the whole
parameter space can be easily approximated with the summa-
tion of models sampled using a Monte-Carlo estimator.25,39

In practice, optimizing Bayesian neural networks with the
MC-dropout, the so-called MC-dropout networks, is technically
This journal is © The Royal Society of Chemistry 2019
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equivalent to that of standard neural networks with dropout as
regularization. Hence, the training time for the MC-dropout
networks is comparable to that for standard neural networks,
which enables us to develop Bayesian neural networks with high
scalability. In contrast to standard neural networks that predict
outputs by turning-off the dropout at the inference phase, the
MC-dropout networks keep turning on the dropout and predict
outputs by sampling and averaging them, which theoretically
corresponds to integrating the posterior distribution and like-
lihood.25 This technical simplicity provides an efficient way of
Bayesian inference with neural networks. On the other hand,
approximated posteriors implemented by the dropout varia-
tional inference oen show inaccurate results, and several
studies have reported the drawbacks of the MC-dropout
networks.38,41,42 In this work, we focus on the practical advan-
tages of the MC-dropout networks and introduce the Bayesian
inference of molecular properties with graph convolutional
networks.
2.3 Uncertainty quantication with a Bayesian neural
network

A variational inference with an approximated variational
distribution qq(w) provides the (variational) predictive distri-
bution of a new output y* given a new input x* as

q*qðy*|x*Þ ¼
ð
U

qqðwÞpðy*| f wðx*ÞÞdw; (7)

where fw(x*) is a model output with a given w. For regression
tasks, a predictive mean of this distribution with T times MC
sampling is estimated as

Ê½y*|x*� ¼ 1

T

XT
t¼1

f ŵtðx*Þ; (8)

and a predictive variance is estimated as

dVar½y*|x*� ¼ s2I þ 1

T

XT
t¼1

f ŵtðx*ÞT f ŵtðx*Þ � Ê½y*|x*�T Ê½y*|x*�

(9)

with ŵt drawn from qq(w) at the sampling step t and an
assumption p(y*rfw(x*)) ¼ N(y*; fw(x*), s2I). Here, the model
assumes homoscedasticity with a known quantity, meaning
that every data point gives a distribution with the same variance
s2. Further, obtaining the distributions with different variances
allows deduction of a heteroscedastic uncertainty. Assuming
the heteroscedasticity, the output given the t-th sample ŵt is�

ŷ*t ; bst

� ¼ f ŵtðx*Þ: (10)

Then, the heteroscedastic predictive uncertainty is given by
eqn (11), which can be partitioned into two different uncer-
tainties: aleatoric and epistemic uncertainties.

dVar½y*|x*� ¼ 1

T

XT
t¼1

�
ŷ*t

�2
�
 
1

T

XT
t¼1

ŷ*t

!2

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
epistemic

þ 1

T

XT
t¼1

bst
2

|fflfflfflfflfflffl{zfflfflfflfflfflffl}
aleatoric

: (11)
This journal is © The Royal Society of Chemistry 2019
The aleatoric uncertainty arises from data inherent noise,
while the epistemic uncertainty is related to the model incom-
pleteness.43 Note that the latter can be reduced by increasing the
amount of training data, because it comes from an insufficient
amount of data as well as the use of an inappropriate model.

In classication problems, Kwon et al. proposed a natural
way to quantify the aleatoric and epistemic uncertainties as
follows.

dVar½y*|x*� ¼ 1

T

XT
t¼1

�
ŷ*t � y

��
ŷ*t � y

�T
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

epistemic

þ 1

T

XT
t¼1

�
diag

�
ŷ*t

�
�
�
ŷ*t

��
ŷ*t

�T�
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

aleatoric

; (12)

where y ¼
XT
t¼1

ŷ*t =T and ŷ*t ¼ softmaxðfŵtðx*ÞÞ. While Kendall

and Gal's method requires extra parameters ŝt at the last
hidden layer and oen causes unstable parameter updates in
a training phase,28 the method proposed by Kwon et al. has
advantages in that models do not need the extra parameters.34

Eqn (12) also utilizes a functional relationship between the
mean and variance of multinomial random variables.
3 Methods

For predicting molecular properties, we adopt molecular graphs
as input and the GCN augmented with attention and the gated
mechanism suggested by Ryu et al.33 As illustrated in Fig. 2, the
Bayesian GCN used in this work consists of the following three
parts:

� Three augmented graph convolution layers update node
features. The number of self-attention heads is four. The
dimension of output from each layer is (75 � 32).

� A readout function produces a graph feature whose
dimension is 256.

� A feed-forward MLP, which is composed of two fully con-
nected layers, outputs a molecular property. The hidden
dimension of each fully connected layer is 256.

In order to approximate the posterior distribution with
a dropout variational distribution, we applied dropouts at every
hidden layer. We did not use the standard dropout with a hand-
tuned dropout rate but used Concrete dropout44 to develop as
accurate Bayesian models as possible. By using the Concrete
dropout, we can obtain the optimal dropout rate for individual
hidden layers by gradient descent optimization. We used
Gaussian priors N ð0; l2Þ with a length scale of l ¼ 10�4 for all
model parameters. In the training phase, we used the Adam
optimizer45 with an initial learning rate of 10�3, and the
learning rate decayed by half every 10 epochs. The number of
total training epochs is 100, and the batch size is 100. We
randomly split each dataset in the ratio of 0.72 : 0.08 : 0.2 for
training, validation and testing. For all experiments, we kept
turning on the dropout at the inference phases and sampled
outputs with T ¼ 20 (in eqn (8), (9) and (12)) and averaged them
in order to perform Bayesian inference. We used one GTX-1080
Chem. Sci., 2019, 10, 8438–8446 | 8441
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Fig. 2 The architecture of the Bayesian GCN used in this work. (a) The
entire model is composed of three augmented graph convolutional
layers, readout layers and two linear layers and takes inputs as
a molecular graph G(H(0), A), where H0 is a node feature and A is an
adjacency matrix. (b) Details of each graph convolution layer
augmented with attention and gate mechanisms. The l-th graph
convolutional layer updates node features and produces H(l+1).
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Ti processor for performing all experiments. We provide the
number of samples used for training/validation/testing,
training time, and accuracy curves for all experiments in the
ESI.† The code used for the experiments is available at https://
github.com/seongokryu/uq_molecule.
4 Results and discussion
4.1 Relationship between the uncertainty and output
probability: bio-activity and toxicity classication

In classication problems, the output probability itself tends to
be regarded as the condence of prediction. For example, in
a virtual screening of drug candidates, molecules predicted to
be active with high output probability are preferred. However,
as Gal and Ghahramani pointed out, such interpretation is
erroneous for deterministic models.39 Fig. 1(c) shows such an
example. Indeed, though the MAP-estimated model can give
a high output probability to a sample located far away from the
distribution of training data, it is difficult to determine its
correct label due to lack of information. In contrast, Bayesian
inference allows us to obtain predictive uncertainty as well as
output probabilities. In the case of the yellow star, the Bayesian
inference gives a low output probability with high predictive
uncertainty as expected. With two biological classication
problems having a limited amount of data, we here show that
the higher the output probability of the Bayesian GCN is, the
8442 | Chem. Sci., 2019, 10, 8438–8446
lower the predictive uncertainty and hence predictive uncer-
tainty can be regarded as the condence of prediction.

We trained the Bayesian GCN with 25 627 molecules which
are annotated with EGFR inhibitory activity in the DUD-E dataset.
Fig. 3 shows the relationship between predictive uncertainty and
output probability for 7118 molecules in the test set. The total
uncertainty as well as the aleatoric and epistemic uncertainties
are minimum at both highest and lowest output probabilities,
while they are maximum at the center. Therefore, one can make
a condent decision by taking the highest or lowest output
probabilities; however it should be emphasized again that this is
not the case for the MAP- or ML-estimated models.

Based on this nding, uncertainty calibrated decision making
can lead to high accuracy in classication problems. To verify
this, we trained the Bayesian GCNs with bio-activity labels for
various target proteins in the DUD-E dataset and toxicity labels in
the Tox21 dataset. Then, we sorted the molecules in increasing
order of uncertainty and divided them into ve groups as follows:
molecules in the i-th group have total uncertainties in the range
of [(i � 1) � 0.1, i � 0.1]. Fig. 4(a) and (b) show the accuracy of
each group for ve different bio-activities in the DUD-E dataset
and ve different toxicities in the Tox21 dataset, respectively. For
all cases, the rst group having the lowest uncertainty showed the
highest accuracy. This result manifests that the uncertainty
values can be used as a condence indicator.
4.2 Virtual screening of EGFR inhibitors in the ChEMBL
dataset

We have shown that condent predictions of molecular prop-
erties have become feasible thanks to the relationship between
the output probability and predictive uncertainty within the
Bayesian framework. Here, we examine whether such an
uncertainty-calibrated prediction can lead to higher accuracy in
real-life applications than a maximum likelihood (ML) and
a maximum-a-posteriori (MAP) estimation approach. To this
end, we applied the previous Bayesian GCN trained with the
DUD-E dataset to the virtual screening of EGFR inhibitors in the
ChEMBL dataset.46 We deliberately used two completely
different datasets for training and testing so as to evaluate the
generalization ability of the model.

Molecules in the ChEMBL dataset were annotated with an
experimental half maximal inhibitory concentration (IC50) value.
To utilize this dataset for a classication problem, we assigned
molecules with IC50 values above 6.0 as ground truth active,
while the others were assigned as ground truth inactive. We
compare three GCN models obtained by three different estima-
tion methods: (i) ML, (ii) MAP, and (iii) Bayesian. We turned off
the dropout masks and did not useMC-sampling at the inference
phase to obtain the MAP-estimated GCN. Also, we obtained the
ML-estimated GCN with the same training congurations except
the dropout and L2-regularization. Then, we applied the three
models to the virtual screening of the ChEMBL dataset.

Table 1 summarizes the screening results of the three
models in terms of accuracy, area under receiver operating
curve (AUROC), precision, recall and F1-score. The Bayesian
GCN outperformed the point-estimated GCNs for all evaluation
This journal is © The Royal Society of Chemistry 2019
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Fig. 3 (a) Aleatoric, (b) epistemic and (c) total uncertainty with respect to the output probability in the classification of EGFR inhibitory activity.

Fig. 4 Test accuracy for the classifications of (a) bio-activities against
the five target proteins in the DUD-E dataset and (b) the five toxic
effects in the Tox21 dataset.

Table 1 Performance of the GCN models obtained by different esti-
mation methods in predicting the EGFR-inhibitory activity of mole-
cules in the ChEMBL dataset

ML MAP Bayesian

Accuracy 0.728 0.739 0.752
AUROC 0.756 0.781 0.785
Precision 0.714 0.68 0.746
Recall 0.886 0.939 0.868
F1-score 0.791 0.789 0.803
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metrics except the recall. Since Bayesian inference assumes
a model prior which corresponds to the regularization term in
the training procedure, the Bayesian GCN showed better
generalization ability and performance than the ML-estimated
GCN as it was applied to the unseen dataset.36 In contrast to the
MAP-estimated GCN, whose model parameter (or decision
Fig. 5 Distributions of output probability obtained by (a) the ML, (b) the M
positive (blue), false positive (orange), true negative (green) and false neg

This journal is © The Royal Society of Chemistry 2019
boundary) is point-estimated, the Bayesian GCN infers predic-
tive probability by MC-sampling of outputs with different
dropout masks. This inference procedure allows the model to
predict outputs by considering a multiple number of decision
boundaries and shows better performance in the virtual
screening experiment.

In Fig. 5, we visualize the distribution of output probability
by dividing it into true positive, false positive, true negative and
false negative groups. The output probability values of the ML-
estimated GCN is close to 0.0 or 1.0 for most molecules, which is
commonly referred to as over-condent prediction. Because of
the regularization effect, the MAP-estimated GCN shows less
over-condent results than the ML-estimated GCN. On the
other hand, the outputs of the Bayesian GCN are distributed
continuously from 0.0 to 1.0. This result is consistent with the
previous conclusion that the Bayesian GCN predicts a value
between 0.0 and 1.0 according to the extent of the predictive
uncertainty for a given sample.

As demonstrated in the previous section, with Bayesian
inference, an output probability value closer to one is expected
more likely to be a true active label. This allows output proba-
bility to be used as a criterion for screening of desirable mole-
cules. Table 2 shows the number of actives existing in each list
of the top 100, 200, 300 and 500 molecules in terms of output
probability. The Bayesian GCN mined remarkably more active
molecules than the ML-estimated GCN did. In particular, it
performed better in the top 100 and 200, which is critical for
efficient virtual screening purposes with a small amount of
qualied data. Also, it performed slightly better than the MAP-
estimated GCN for all trials.
AP and (c) the Bayesian GCNs. The total distribution is divided into true
ative (red) groups. Note that the y-axis is represented with a log scale.
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Table 2 The number of actives existing in the topNmolecules that are
sorted in increasing order of output probability

Top N ML MAP Bayesian

100 29 57 69
200 67 130 140
300 139 202 214
500 277 346 368

Fig. 7 (a) Aleatoric, (b) epistemic, and (c) total uncertainties and (d)
predicted PCE value against the PCE value in the dataset. The samples
colored in red show a total uncertainty greater than two.
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4.3 Implication of data quality on aleatoric and epistemic
uncertainties

In this experiment, we investigated how data quality affects
predictive uncertainty. In particular, we analyzed the aleatoric
and epistemic uncertainties separately in molecular property
predictions using the Bayesian GCN. We chose log P prediction
as an example because we can obtain a sufficient amount of
logP values by using a deterministic formulation in the RDKit.47

We assumed that these log P values do not include noise (sto-
chasticity) and let them be ground truth labels. In order to
control the data quality, we adjusted the extent of noise by
adding a randomGaussian noise e � N ð0; s2Þ. Then, we trained
the model with 97 287 samples and analyzed uncertainties of
each predicted log P for 27 023 samples.

Fig. 6 shows the distribution of the three uncertainties with
respect to the amount of additive noise s2. As the noise level
increases, the aleatoric and total uncertainties increase, but the
epistemic uncertainty is slightly changed. This result veries
that the aleatoric uncertainty arises from data inherent noises,
while the epistemic uncertainty does not depend on data quality.
Theoretically, the epistemic uncertainty should not be increased
by the changes in the amount of data noise. Presumably, sto-
chasticity in the numerical optimization of model parameters
induced the slight change of the epistemic uncertainty.
4.4 Evaluating the quality of synthetic data based on
uncertainty analysis

Based on the analysis of the previous experiment, we attempted
to see whether uncertainty quantication can be used to eval-
uate the quality of existing chemical data.

Synthetic PCE values in the CEP dataset23 were obtained
from the Scharber model with statistical approximations.48 In
this procedure, unintentional errors can be included in the
resulting synthetic data. Therefore, this example would be
Fig. 6 Histograms of (a) aleatoric, (b) epistemic and (c) total uncertainti

8444 | Chem. Sci., 2019, 10, 8438–8446
a good exercise problem to evaluate the quality of data through
the analysis of aleatoric uncertainty. We used the same dataset
of Duvenaud et al.§ for training and testing.

Fig. 7 shows the scatter plot of three uncertainties in the CEP
predictions for 5995 molecules in the test set. Samples with
a total uncertainty greater than two are highlighted with red
color. Some samples with large PCE values above eight had
relatively large total uncertainties. Their PCE values deviated
considerably from the black line in Fig. 7(d). Notably most
molecules with a zero PCE value had large total uncertainties as
well. These large uncertainties came from the aleatoric uncer-
tainty as depicted in Fig. 7(a), indicating that the data quality of
these particular samples is relatively poor. Hence, we speculated
that data inherent noises might cause large prediction errors.

To elaborate the origin of such errors, we investigated the
procedure of obtaining the PCE values. The Harvard Organic
Photovoltaic Dataset49 contains both experimental and
synthetic PCE values of 350 organic photovoltaic materials. The
synthetic PCE values were computed according to eqn (13),
which is the result of the Scharber model.48

PCE f VOC � FF � JSC, (13)

where VOC is the open circuit potential, FF is the ll factor, and
JSC is the short circuit current density. FF was set to 65%. VOC
es as the amount of additive noise s2 increases.

This journal is © The Royal Society of Chemistry 2019
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and JSC were obtained from electronic structure calculations of
molecules.23 We found that the JSC of some molecules were zero
or nearly zero, which might be from the artefact of quantum
mechanical calculations. In particular, in contrast to their non-
zero experimental PCE values, JSC and PCE values computed by
using the M06-2X functional50 were almost zero consistently.
Pyzer-Knapp et al. pointed out this problem and proposed
a statistical calibration method that can successfully correct the
biased results.51

To summarize, we suspect that quantum mechanical artefacts
caused a signicant drop of data quality, resulting in the large
aleatoric uncertainties as highlighted in Fig. 7. Consequently, we
can identify data inherent noise by analyzing aleatoric uncertainty.
5 Conclusion

Deep neural networks (DNNs) have shown promising success in
the prediction of molecular properties as long as a large amount
of data is available. However, a lack of qualied data in many
chemical problems discourages employing them directly due to
the nature of a data-driven approach. In particular, determin-
istic models, which can be derived from maximum likelihood
(ML) or maximum-a-posteriori (MAP) estimation methods, may
cause vulnerable decision making in real-life applications
where reliable predictions are very important.

Here, we have studied the possibility of reliable predictions
and decision making in such cases with the Bayesian GCN. Our
results show that output probability from the Bayesian GCN can
be regarded as the condence of prediction in classication
problems, which is not the case for the ML- or MAP-estimated
models. Moreover, we demonstrated that such a condent
prediction can lead to notably higher accuracy for a virtual
screening of drug candidates than a standard approach based
on the ML-estimation. In addition, we showed that uncertainty
analysis enabled by Bayesian inference can be used to evaluate
data quality in a quantitative manner and thus helps to nd
possible sources of errors. As an example, we could identify
unexpected errors included in the Harvard Clean Energy Project
dataset and their possible origin using the uncertainty analysis.
Most chemical applications of deep learning have adopted DNN
models estimated by either MAP or ML. Our study clearly shows
that Bayesian inference is essential in limited data environ-
ments where AI-safety problems are critical.

Beyond reliable prediction of molecular properties along
with uncertainty quantication, we expect that DNNs with the
Bayesian perspective may be extended to data-efficient algo-
rithms for molecular applications. One of the possible inter-
esting future applications is to use Bayesian GCNs for high-
throughput screening of chemical space with Bayesian optimi-
zation.52 For this purpose, Bayesian optimization has been
utilized as a promising tool to search for the most desirable
candidates based on predictive uncertainty.6,53–55 In chemistry,
Hernández-Lobato et al. proposed a computationally efficient
Bayesian optimization framework that was built on a Gaussian
process withMorgan ngerprints as inputs for the estimation of
predictive uncertainty.55 Thus, we believe that our proposed
This journal is © The Royal Society of Chemistry 2019
method has potential for designing efficient high-throughput
screening tools for drug or materials discovery.

Another important possible application of Bayesian GCNs is
extension for active learning. Since acquiring big data from
experiments is expensive and laborious, data-efficient learning
algorithms are attracting attention as a viable solution in various
real-life applications by enabling neural networks to be trained
with a small amount of data.56 Active learning, is one of such
algorithms, employs an acquisition function suggesting new data
points that should be added for further improvement of model
accuracy. Incorporation of the Bayesian framework in the active
learning helps to select new data points by providing fruitful
information with predictive uncertainty.29 In this regard, we
believe that the present work offers insights into the development
of a deep learning approach in a data-efficient way for various
chemical problems, which hopefully promotes synergistic coop-
eration of deep learning with experiments.
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mation becomes equivalent to the maximum likelihood estimation which
maximizes the likelihood term only when we assume a uniform prior distribution.
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