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Morphological evolution of individual microrods
to self-assembled 3D hierarchical flower
architectures of CuBixIn1�xSe2 for photo
response applications†
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Monalisa Pradhan,b Devarajan Alagarasanc and Ramakanta Naik *a

CuInSe2 and CuInGaSe2 are extremely promising materials for solar cell applications, wherein bandgap

shrinkage is highly desirable for manufacturing transparent/semitransparent layers. In this work, this

shrinkage was achieved by replacing In with Bi, and the change in current–voltage responses for photo-

detector applications was further studied. CuBixIn1�xSe2 microrod (MR) flowers (x = 0, 0.2, 0.4, 0.6, and

0.8) were synthesized via microwave synthesis using different Bi/In concentrations. The variation in the

composition of Bi/In caused alteration in structural, morphological, and optical behaviors. CuInSe2

showed a polycrystalline nature, while Bi incorporation led to the appearance of a Bi2Se3 phase. Raman

peaks corresponding to different vibrational bonds shifted with change in Bi/In content, indicating that

the composition variation induced structural transformation inside the matrix. Morphological analysis

showed a transition from MRs to MR-based flowers with the introduction of bismuth. Optical absorption

was enhanced with an increase in Bi content due to a change in the MR size, forming a flower-like

architecture. This reduced the optical bandgap by increasing defects and disorders in the forbidden gap.

At 532 nm excitation, broad photoluminescence band emission was observed for all samples. Each

spectrum showed three deconvoluted peaks, which were attributed to a transition among localized

states over the forbidden gap region. The MRs demonstrated good photo response towards white light.

Their photocurrent reduced from the mA to the nA range with varying compositions. The observed opti-

cal and electrical properties of the MRs are most suitable for various optoelectronic device applications.

1. Introduction

As a I–III–VI2 material, CuInSe2 (CIS) has been used as a com-
mercial product for solar cell applications and is well known as
an effective light absorber. High-potential solar energy conver-
sion by this semiconductor is attributed to its desirable band
gap (1.04 eV), positioning at the red edge of the solar spectrum,
large Bohr exciton radius (10.6 nm), high absorption coefficient
(4104 cm�1), higher radiation stability (compared to CdTe),
defect tolerance, and other properties.1,2 To further improve
their efficiency for other multifunctional applications, CIS
semiconductors have been extensively studied owing to their

size-tunable properties and stoichiometric variation, which is
used for shifting absorption properties and optical band energy
between visible and IR spectral ranges. For example, Zn alloy-
ing in CIS redshifts direct optical band energy, enhancing
absorbance and enabling broad orange-red emission over the
infrared (IR) range.3 Similarly, core/shell quantum dots CIS/
Zn(S,Se) and corresponding inverts exhibited efficiencies sui-
table for photovoltaic (PV) applications due to local excitation
and charge transfer excitation.4 Composition variation is one of
the promising approaches for achieving controllable properties,
greater efficiencies, and stability. In this regard, CuInxGa1�xSe2

(CIGS), CuIn1�xFexSe2 (CIFS), and CuIn1�xAlxSe2 (CIAS) are well-
known alternative semiconductors containing Ga, Fe, and Al,
respectively, in place of In to enhance PV efficiency and different
property tuning.5–7 Various studies related to composition varia-
tion have been conducted. For example, a gradient structure was
designed to enhance the performance of a device featuring a heavy
metal–based heterostructure composed of CuInSe2/(CuInSexS1�x)5/
CuInS2 core/shell quantum dots (QDs). This elaborate heterostruc-
ture serves as a sensitizer for TiO2 photoanodes. The resulting
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gradient alloyed multi core/shell-based photoanode demonstrated
remarkable improvements, increasing photocurrent by over
200% and 73%, compared to simple core and single core/shell
QDs respectively.8 Similarly, Cu-doped Zn–In–Se colloidal QDs
uniformly anchored onto a TiO2 mesoporous photoanode
demonstrated the highest photocurrent density of 11.23 mA cm�2

at 0.8 V for 5% doped Cu. The efficacy of power conversion
efficiency was highly dependent on doping composition.
It demonstrated the possibilities for use as efficient light
harvesters in photoelectrochemical devices to produce high-
efficiency, low-cost, and environmentally friendly solar-powered
chemical fuels.9 Cu2ZnSnSxSe4�x (CZTSSe) nanosheets as efficient
counter electrodes (CEs) for dye-sensitized solar cells. These
nanosheet CEs demonstrated excellent electrocatalytic activity
and stability for triiodide/iodide electrolyte reduction, with a
higher reproducibility and efficiency of 5.73% (FTO and Pt-
based CEs) and 4.60% (FTO and Pt-free CE).10 Considering this
compositional dependence approach, Bi as a trivalent cation is
chosen as a replacement for In, which is known for improving the
absorbance performance and physiochemical properties. Doping
of such type of heavy ion elements with a bigger radius results in
lattice mismatch and increases structural disorders.11,12 Bi-doped
CuGaS2 nanomaterial synthesized by a solvothermal method
resulted in improved optical absorbance and lower bandgap
energy. This characteristic makes it a promising candidate for
application as an absorber layer in solar cells13 and also exhibits
good photocatalytic activity over visible light, expanding their
potential use as photocatalysts.14 In a similar way, the incorpora-
tion of Bi into PbS nanomaterials led to improvements in
dielectric parameters and AC conductivity, showcasing variations
with changes in frequency and temperature. This enhancement
broadens the potential applications of the synthesized materials
in optoelectronics.15 Bi doping in SnO2 nanomaterials modified
the morphology and reduced the optical bandgap, greatly aiding
oxygen absorption in gas sensor applications.16 The introduction
of Bi dopants into ZnTe nanosheets demonstrated effectiveness
for biological applications via displaying efficient antibacterial
activity against pathogenic bacteria including Staphylococcus aur-
eus and Pseudomonas aeruginosa.17 Another notable outcome was
observed with Bi alloying in a Se–Te nanocomposite, leading to
enhanced thermal conductivity and a reduction in the Seebeck
coefficient. The doped sample is a superior thermoelectric mate-
rial to the undoped counterpart.18 Furthermore, Bi2Se3 has always
been known as a topological insulator for its improved absorption
capabilities.11 Thus, the current study focuses the impact on
various characteristics of the Bi alloyed CuBixIn1�xSe2 (CBIS)
semiconducting material.

Apart from variation in stoichiometry composition and
introduction of impurities, the optical, morphology, and elec-
tronic characteristics of the semiconductors are greatly influ-
enced by the method of preparation and condition of the same.
Various chemical synthesis approaches such as the solvothermal
method,19 hydrothermal method,20 colloidal synthesis,21 hot injec-
tion method,3 and microwave synthesis22 have been deployed for
the preparation of CIS. Among these, the microwave-assisted
synthesis is a simple technique that offers fast and effective

material processing with greater reproducibility. The ability of
microwaves to react with the molecules directly and generate
thermal energy in a quick time span is beneficial for the
synthesis. This approach also includes rapid and uniform
heating, higher yield and shorter preparation time, and lower
processing cost. Thus, the application of microwave heating in
synthesis chemistry is still a growing research area due to its
greater reaction rate and lower reaction time than those of
other conventional heating methods.23,24 Furthermore, micro-
wave heating reduces the thermal stress and temperature
gradient more efficiently in heated materials than other heating
processes, encouraging the current study. Several microwave
synthesis approaches of CIS have been studied using liquid
polyol (tri-ethylene glycol and tetra ethylene glycol) and other
absorbing chemicals (tri-n-octylphosphine and oleic acid) as a
solvent.25,26 However, water as a solvent in the CIS microwave
synthesis approach has yet to be investigated. Thus, here the
CBIS semiconducting material was synthesized by using water
as a solvent by the microwave-assisted synthesis method.
Furthermore, due to their distinct physiochemical properties,
different dimensional semiconductor microstructures in the
form of wires, rods, belts, tubes, and so on have gained
considerable interest. These photoactive semiconductors with
microstructures provide high surface area, dense packing, and
effective light scattering to improve energy generation.12,27

Thus, the current study focuses on the structural, optical, and
photodetector response and morphological alteration due to Bi
alloyed CBIS 3D hierarchical microrod (MR)-based flower (MF)
architecture synthesized by a water-dispersed microwave-
assisted synthesis method. CIS and CIGS exhibit high efficiency
and long-term stability as primary applicants for PV and
photodetector (PD) applications. Various studies on the current
voltage response of CIS, CIGS, and CIAS have been
investigated.28,29 Therefore, to know the applicability of CBIS
in PD and PV applications, we also included an investigation
into the current–voltage response of CBIS MFs.

The present work demonstrates the microwave-assisted
synthesis of CBIS MF structures with different Bi concentra-
tions (x = 0, 0.2, 0.4, 0.6, and 0.8) in place of indium. Along with
various property change discussions, this work explored the
photocurrent response of CBIS by taking glass as a substrate,
i.e., a glass/CBIS heterojunction under both light and dark
conditions. Additionally, the observation of high absorbance
and low optical band gap of CIS with composition variational
nature between Bi and In affects the crystal arrangement. The
as-prepared CBIS MRs and MFs showed polycrystalline nature
confirmed by X-ray diffraction (XRD) with the appearance of a
ternary CIS phase and binary CuSe, InSe, and Bi2Se3 phases.
The compositional variation clearly transits the MRs to self-
assembled 3D hierarchical MR-based flower architectures,
which were observed from the surface morphological study
conducted using a field emission scanning electron microscope
(FESEM) and the corresponding bonding rearrangements
observed from the Raman and X-ray photoelectron spectro-
scopy (XPS) study. With the increase in the Bi concentration,
the optical absorption of the CBIS sample enhanced, causing a
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gradual reduction in the material band gap. This behavior also
satisfies the photoluminescence (PL) response by red-shifting
the peak position. The PL measurements were carried out for
CBIS samples at 532 nm excitation, showing broad emission
peaks consisting of three component peaks corresponding to
the transition among localized states, forming band tail states
associated with defects and disorders. Furthermore, both
endothermic and exothermic peaks in the sample’s thermal
studies indicated an association with different bond dissocia-
tions within the system.

2. Experimental details
2.1. Chemicals

The synthesis of CBIS MFs is accomplished by using indium
acetate (In(OAc)3; Sigma-Aldrich, 99.99%), bismuth nitrate pent-
ahydrate (Bi (NO3)3�5H2O; Sigma-Aldrich, 499.9%), cupric acet-
ate monohydrate (Cu (OAc)2�H2O; Loba Scientific, 499.5%), and
sodium selenite (NaSeO3; Loba Scientific, 99%) as precursors.
Hydrazine hydrate (N2H4�H2O) (SRL, 480%) and deionized water
were used for the preparation of the precursor solution. The
chemicals were used without further purification, and deionized
water was used throughout the experimental process.

2.2. CIS MR synthesis

The synthesis of the CIS MRs was carries out by a microwave-
assisted technique. The detailed experimental procedure is as

follows. First, a precursor was prepared by taking an appropriate
amount of In(OAc)3, and Cu (OAc)2 in a beaker filled with 50 ml
deionized water to attain a molar ratio of Cu2+ to In3+ as 1. Then,
hydrazine hydrate was added, which acts as a reducing agent to
reduce the elements into their ionized form and carryout the
growth process. A brownish solution color solution was obtained
after stirring at room temperature for 30 min. The second Se2�

precursor was prepared in another beaker by taking the required
sodium selenite dissolved in a beaker with distilled water and
hydrazine hydrate. The molar ratio of Se2� and Cu2+/In3+ was
maintained as 2/1 and stirred at room temperature for 30 min to
obtain a transparent solution. Afterward, both solutions were
mixed immediately and turned dark brown in color, which was
further subjected to steady stirring for another 20 mins in order to
achieve a homogeneous solution. Then, the solution was trans-
ferred to a microwave oven for 10 minutes at 540 W power and
then allowed to cool at room temperature. A black powdery
precipitate was obtained after washing several times with deio-
nized water and ethanol. Then, the powder was dried in an oven at
60 1C overnight and ground with the help of a mortar and pestle.

2.3. Synthesis of CBIS MFs

The CBIS MFs were synthesized by taking the same Cu and Se
contents, only adding up (Bi(NO3)3�5H2O) and changing the
In(OAc)3 content in molar ratios of 0/1, 0.2/0.8, 0.4/0.6, 0.6/0.4,
and 0.8/0.2. The synthesis process and growth process of
CBIS are presented in Scheme 1. Here, CBIS-0, CBIS-1, CBIS-2,

Scheme 1 (a) Synthesis procedure and (b) possible growth process of microwave-assisted preparation of CBIS MFs.
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CBIS-3, and CBIS-4 correspond to CIS, CuBi0.2In0.8Se2, CuBi0.4-
In0.6Se2, CuBi0.6In0.4Se2, and CuBi0.8In0.2Se2, respectively. The
reproducibility is a key factor used to test the properties and
performance versatility of materials. To investigate the reprodu-
cibility of the synthesized materials, another set of five samples
were prepared under the above-mentioned conditions.

2.4. Characterizations

An XRD (Bruker D8 Advance diffractometer) was utilized for
structural analysis using Cu Ka (l = 1.54 Å) as an incident ray
operating at 30 kV and 40 mA over the angular range 101–701.
For surface morphological analysis, FESEM (JEOL, JSM-
7601FPLUS) and transmission electron microscopy (TEM) (JEOL,
TEM-7601FPLUS) instruments were used. The confirmation of
elemental constituents and its mapping were carried out using
an energy-dispersive X-ray spectroscopy (EDX) unit attached to
the FESEM system. The Raman measurement was carried out
using a Renishaw inVia Raman microscope (Model RE 04).
Room-temperature PL measurements were carried out using a
fluorometer attached to a Raman spectrometer at 532 nm excita-
tion. An XPS (Axis Ultra Kratos Analytical, UK) instrument was
used to analyze the change related to chemical structure–related
modifications. The core-level XPS spectra were recorded with Al
Ka X-rays (1486.6 eV) using a vacuum of 2 � 10�9 torr. Quanti-
tative analysis of elements present in the sample was performed
using an inductively coupled plasma mass spectrometer (ICP-MS)
(Model-PerkinElmer optima 21000V). The optical study of the
sample was measured from the absorbance data acquired using a
UV-Vis-NIR spectrophotometer (Model – JASCO-660) at a wave-
length in the range of 400–900 nm. The thermal behaviour of the
sample was studied by differential scanning calorimetry (DSC)
measurement (Model – DSC7020 (HITACHI)). The accuracy of
heat flow is � 0.01 mW and the heating rate is 10 1C min�1.

2.5. Photo response measurement

The photo response study of the CBIS samples was done by a drop
casting technique using CBIS powder dispersed in 3 ml ethanol on
a glass substrate on an area of 5 � 5 mm2. The cross-section SEM
of the prepared film is presented in Fig. S1 (ESI†). The thickness of
the film was found to be B54 mm. The deposited sample was
mounted on a sample holder at room temperature. For conducting
contact, a slight amount of silver paste was used in the two parallel
edges of the deposited film presented in Scheme 2. The photo
response measurement of the sample under dark and light
conditions was taken under a 9 W white bulb over the sample.

The current values over different voltages were measured using a
Keithley 2450 Source Measure Unit in the voltage range of�10 V to
10 V with a step size of 0.03. For each sample, different measure-
ments were carried out several times to confirm the reproducibility
of the devices. Moreover, three different sets of drop-casted films
were prepared and I–V measurement was repeated for each of the
five cases.

3. Results and discussion
3.1. MR/MF formation

CIS MRs and CBIS MFs were synthesized by a microwave-
assisted synthesis method. This synthesis approach provides
the advantages of shortening reaction time, improvement in
product purity, and better control over size. Here, the transition
from MRs to 3D MR-based flower architecture for different
samples is observed in Scheme 1. The main reason includes
microwave irradiation, concentration change, and usage of
reducing agents during the process, which act as critical factors
for the transformation. Microwave irradiation enables extre-
mely rapid heating of dipoles and ions, compared to other
conventional thermal techniques of heat transfer. During the
process, microwave irradiation modulates functionality behav-
iors and dynamic reactions in the desired direction for nano/
micro particle synthesis.30 Thus, this might be a possible
reason for transformation. Various studies on size and mor-
phology variation have been conducted by microwave-assisted
synthesis methods.31,32

In the current study, first using hydrazine hydrate as a
reducing agent, Cu, Se, and In were converted into their ionic
forms such as Cu2+, Se2�, and In3+ (in Scheme 1), and then the
microwave-assisted heating reaction of Cu, In, and Se led to the
formation of MRs. Further, providing the same heating condi-
tion through microwave, replacing Bi with Cu, In, and Se using
the same reducing agent and varying the composition led to the
formation of self-assembled MR-based flower architectures.
Here, the formed MRs might act as nucleation centers for the
formation of such 3D MFs. Furthermore, with the increase in Bi
concentration, the synthesized product varies from CIS to CBIS,
and its morphology varies from MRs to MFs. The greater atomic
radius of Bi than that of others might be responsible for the
increase in the size by forming these 3D hierarchical MFs. In
another way, such transition in morphology primarily relies on
the reducing agent used throughout the synthesis process.
These reducing agents control the growth and bring many
alterations in the material’s morphological structure. In the
current study, the conversion of MRs into 3D MFs might
depend on the reaction during the synthesis process. The
reactions among Cu, In, and Bi–hydrazine hydrate complexes,
and the Se ions with the same are the prime reasons for the
modification. Hydrazine hydrate as a reducing agent not only
reduces the elements to their ionic forms but also integrates
within the lattice to form a composite structure. This led to
both single-structural evolution and multi-structure assembly
and concurrent structural evolution.33,34 Thus, with hydrazine

Scheme 2 Schematic of the device configuration for photo response
measurement.

Paper Journal of Materials Chemistry C

Pu
bl

is
he

d 
on

 1
5 

Io
na

w
r 

20
24

. D
ow

nl
oa

de
d 

on
 0

1/
06

/2
02

5 
13

:2
7:

28
. 

View Article Online

https://doi.org/10.1039/d3tc03250g


This journal is © The Royal Society of Chemistry 2024 J. Mater. Chem. C, 2024, 12, 2879–2893 |  2883

reduction, the microstructures significantly reconstruct them-
selves to form a flower structure by preserving the dimensional
footprint while adding a fraction of volume.

3.2. Characterizations

The structural change resulting from the compositional varia-
tion in CBIS MFs was analyzed from the XRD study. Fig. 1(a)
depicts the XRD pattern for the respective samples, which
revealed the polycrystalline nature with four distinct phases.
The XRD pattern matching the respective ICSD data pattern is
presented in Fig. S2 (ESI†). The peaks appearing at 26.501
(1 1 2), 41.671 (1 0 5), 41.871 (2 1 3), 44.101 (2 0 4), 47.691
(3 0 1), 48.781 (3 1 0), and 52.341 (3 1 2) present the CIS
tetragonal phase (ICSD: 01-087-2265), which slightly loses its
intensity with the increase in the Bi content. Similarly, the peak
appeared at 21.231 (4 0 0) and 45.271 (0 0 2), corresponding to
the InSe phase (ICSD: 00-012-0118) with a hexagonal crystal
system. The InSe peak disappeared with both the increase in
the Bi content and the decrease in In content. Additionally, the
orthorhombic CuSe crystal structured pattern (ICSD: 00-027-
0184) was observed at 27.861 (1 1 2), 29.801 (0 2 3), 30.971 (0 0 6),
45.181 (1 1 7), 49.671 (0 2 8), 49.851 (1 1 8), 55.901 (1 3 6), and
56.341 (2 0 6) respectively. The variation in Bi/In composition
reduces the peak intensity of CuSe and InSe phases while
increasing the broad hump intensity. With the increase in the
Bi content, the appearance of a small peak at 29.281 (0 1 5)
corresponding to the rhombohedral Bi2Se3 phase (ICSD: 00-
033-0214) was observed, respectively. Incorporating bismuth
with a larger atomic radius instead of indium causes a lattice
mismatch within the matrix. This causes more defects and
disorder within the system, as evidenced from the XRD spectral
analysis, which led to a reduction in the optical band energy of
the system. Additionally, the XRD pattern of reproduced sam-
ples is presented in Fig. S3(a) (ESI†), which showed a consistent
pattern for all samples.

The Raman spectra of the investigated samples are shown in
Fig. 1(b). The spectra revealed four distinct peaks with different
intensities at 124 cm�1, 252 cm�1, 280 cm�1, 330 cm�1, and

550 cm�1. The peak at 124 cm�1 could be attributed to the CIS
system’s single phase.35 The 252 cm�1 vibrational peak might
be due to the CuSe longitudinal optic (LO) phonon mode due to
Cu–Se vibrations.36 The 280 cm�1 vibrational peak corresponds
to Cu2Se, respectively.37 The 330 cm�1 is assigned to the
vibration of the BiO6 unit.38 The peak at 550 cm�1 corresponds
to the Se chain that appeared due to second-order Raman
scattering.39 The change in ternary phase intensity could be
attributed to chemical bonding rearrangements caused by the
change in composition, which alters the material’s optical
behaviour. The peak intensity variation as a function of Bi/In
concentration indicates structural rearrangement within the
matrix. Furthermore, it can be observed that with the increase
in Bi content replacing In led to the formation of weaker and
homopolar bonds, which satisfies the XRD study as it indicated
the increment defects inside the system. These defects related
to weaker bonds created localized states over the band gap
region resulting in bandgap shrinkage.

The FESEM images of the as-prepared samples are shown in
Fig. 2 and Fig. S4 (in ESI†). Fig. 2 shows the FESEM images of
the CBIS-0 and CBIS-2 samples, which confirm the presence of
MRs in the former and the formation of self-assembled 3D
hierarchical MFs in the latter over three different magnification
ranges. The clean proper MRs formed for the CBIS-0 sample
with a diameter of 1.15 mm are shown in Fig. 2(a)–(c), whereas
the 3D MFs formed by self-assembling MRs for the CBIS-2
sample are observed in Fig. 2(d)–(f). The small dot-like particles
over the rods are precursors. The FESEM pictures of CBIS-1.
CBIS-3 and CBIS-4 samples with different magnification ranges
are presented in Fig. S4 (ESI†), which showed the formation of
MFs with different magnifications. This dimension of MFs
remains consistent with the Bi/In content change.

Fig. 3 shows the mapping images and EDX spectra of the
CBIS-2 sample. The EDX spectrum in Fig. 3(a) demonstrates the
compositional analysis of the respective sample, confirming
the presence of Cu, In, Se, and Bi elements in the material. The
EDX spectra were recorded over various regions and confirmed
uniformity over elemental composition. Fig. 3(b)–(f) show the

Fig. 1 (a) XRD pattern and (b) Raman spectra of CBIS with different concentrations of Bi/In.
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elemental mapping images of the CBIS-2 sample, which includes
Cu, In, Se, Bi, and elements, and the combined mapping image is
shown in Fig. 3(f). The mapping images demonstrated the uni-
form distribution of elements throughout the prepared sample.
For a better study of the elemental distribution, elemental
mapping and EDX were performed in a specific region of the
rods. The EDX spectra of other samples are shown in Fig. S5
(in ESI†), confirming the respective element’s appearance. The
elemental composition percentage is presented in Table S1
(ESI†), which showed B3% error in composition.

To get a clear picture of the morphology and crystalline
property, the CBIS-2 sample was subjected to TEM imaging,
and the results are presented in Fig. 4. Fig. 4(a) confirms the
formation of a MR, whereas the appearance of a single rod with
no flower structure is due to the dissociation of the rod flower
during sonication. The high-resolution image (HRTEM) in
Fig. 4(b) confirms the polycrystalline nature. The diffraction
fringes observed having lattice spacings are B3.23 Å, 2.26 Å, are
1.69 Å, corresponding to the (1 1 2), (2 0 4), and (3 1 2) planes of
the CIS phase, and B2.10 Å presents the InSe (0 0 2) plane
respectively. In Fig. 4(c), the selected area electron diffraction
(SAED) showed the existence of different fringes that represent
different planes of CIS, InSe, and CuSe. The observed fringes
corresponding to [1 1 2]. [2 0 4], and [3 1 2] represent the CIS
tetragonal phase. Furthermore, the [0 0 2] and [1 1 7] planes
correspond to the hexagonal phase of InSe and the orthorhom-
bic crystal structure of CuSe. The observed diffraction fringes
are also confirmed by the XRD and Raman study.

XPS measurement was carried out for the elemental compo-
sition analysis and determining the elemental binding states of
MFs. The XPS study was carried out for CBIS samples and the
corresponding spectra are presented in Fig. 5. The XPS survey
spectrum in Fig. 5(a) of samples confirms the presence of Cu,
In, Se, and Bi elements by peaks representing Cu 2p, In 3d,
Se 3d, and Bi 4f. Copper showed valence state +1 by forming
the CIS phase in Fig. 5(b) and exhibited two high-resolution
peaks corresponding to Cu 2p1/2 and Cu 2p3/2 at 932.32 and

950.89 eV, respectively.3,40 No significant peak shifting and
satellite peaks were observed in the Cu peak position.
Fig. 5(b) presents the high-resolution spectra of In 3d with a
peak positioned at 451. 62 eV and 443.87 eV corresponding
to 3d5/2 and 3d3/2 core shells. It confirms the exhibition of
In valence state +3, and no significant shifting was
observed.41,42 However, both high-resolution spectra of In
showed reduced intensity in CBIS-4 compared to CBIS-0, which
might be due to the significant change in the stoichiometry that
occurred, which led to bonding rearrangements. Similarly, the
Se 3d spectrum in Fig. 5(d) showed a broad peak at 54.34 eV,
confirming the valence state �2.43 it can be observed that with
Bi addition, slight shifting is observed towards a lower binding
energy (B0.2 eV), which might be due to the bonding arrange-
ment with Bi addition. Fig. 5(e) presents the spin–orbit splitt-
ing of 4f Bi into 4f7/2 and 4f5/2, positioned at 157.43 eV and
163.60 eV. The absence of Bi peaks in the primary sample CBIS-
0 and the presence of the same in the CBIS-4 sample confirm
the Bi content variation.44 Doping led to significant defect
redistribution. Thus, it can be observed that with Bi addition,
the peak intensity is reduced, possibly due to the creation of
defects and disorder inside the system. In other words, since
the XPS signal is extremely surface sensitive and decays expo-
nentially with depth, the reduction in intensity suggests that
the doping causes vacancies and interstitials due to lattice
mismatch, which reduced intensity.45,46 Furthermore, the
XPS elemental composition of CBIS-0 and CBIS-4 samples is
depicted in Table S1 (ESI†), confirming the presence of the
respective elements. To provide additional clarity on the
chemical composition of CBIS, quantitative elemental analysis
of one sample (CBIS-4) was conducted using ICP-MS, and the
results are presented in Table S1 (ESI†). The elemental con-
centrations obtained from EDX, XPS, and ICP-MS were found to
be closely aligned with each other. However, in CBIS-4, the ICP-
MS data for Se concentration showed a slight reduction com-
pared to other two, attributed to the H2Se loss during sample
preparation.

Fig. 2 FESEM images of (a)–(c) CBIS-0 and (d)–(f) CBIS-2 samples under three different magnifications.
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The DSC experiments were performed for three samples,
CBIS-0, CBIS-2, and CBIS-4, presented in Fig. 5(f) to analyse the
change in thermal response. The samples were performed DSC
study in scanning rates of 10 1C min�1, which yielded endother-
mic and exothermic peaks for the samples. The experiments
were done in the temperature range of 30–550 1C. Table 1
summarizes the peaks and the change in the amount of heat
flows. The sample CBIS-0 comprised three endothermic peaks
at 309 1C, and 378 1C presenting the decomposition of Cu11In9

and CuSe.47 The primary peak at 309 1C is associated with the

peritectic decomposition of Cu11In9,48 whereas the peak at
378 1C corresponds to CuSe partial decomposition (2CuSe -

bCu2�xSe + Seliq).47,48 An endothermic peak near 493 1C cannot
be accounted for with any phase transitions in the system.
According to the In–Se binary system, a possible reaction due to
In3Se4 occurs near 500 1C, and the XRD analysis fails to support
this hypothesis.47,49 The 276 1C exothermic peak might be
associated with the formation of In4Se3 and InSe. Assigning
them to one reaction is difficult since various reactions occur
simultaneously.48 The above-mentioned peaks with pronounced

Fig. 3 (a) EDX spectra and elemental mapping corresponding to (b) Cu, (c) In, (d) Se, and (e) Bi, and (f) merged mapping of the CBIS-2 MFs (Fig. 2(d)).
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intensity also appeared in the CBIS-2 and CBIS-4 samples.
However, in the case of CBIS-4, the 309 1C peak merged with
an additional endothermic peak at 332 1C, corresponding to the
decomposition of CuSe2 (CuSe2 - CuSe + Seliq).47,48 Peak at
220 1C appeared in the CBIS-4 sample and is absent in other
samples most probably due to the melting of elemental selenium
trapped within CIS. The absence of a selenium melting peak
might be due to easier partial consumption due to the formation
of CuSe. Therefore, the more easily accessible the Se element, the
easier it is to form CuSe.47

3.3. Optical properties

The absorbance behaviour of CBIS MFs with different Bi/In
contents is shown in Fig. 6(a). The absorbance increases as the
Bi content increases in place of In. This behaviour is due to the
greater atomic radius of Bi, which led to densification inside
the matrix, thereby increasing the absorbance. The absorbance
of the second set CBIS samples is presented in Fig. S3(b) (ESI†),
showing a consistent nature for all samples. The CBIS MFs have
a high absorbance over the visible region, indicating their
potential for photovoltaic applications.34 The optical bandgap
of the studied samples was estimated by taking the absorption

coefficient, presented as, a ¼ 1

d
ln

1

T
, where ‘d’ presents the

sample’s thickness (d = 1 cm cuvette thickness), and ‘T’

Fig. 4 (a) TEM image, (b) HRTEM image, and (c) SAED pattern of the
CBIS-2 sample.

Fig. 5 XPS spectra of CBIS-0 and CBIS-4 samples: (a) survey spectra; (b)–(e) high-resolution XPS spectra of Cu 2p, In 3d, Se 3d, and Bi 4f; and (f) DSC
patterns of CBIS-0, CBIS-2, and CBIS-4 in the 30–550 1C temperature range.

Table 1 Endothermal and exothermal temperature transition peaks of the
powder samples using DSC in the range 30–550 1C

Sample

Endothermic Exothermic

Temperature
(1C)

Enthalpy
(J g�1)

Temperature
(1C)

Enthalpy
(J g�1)

CBIS-0 309 15.88 276 �12.95
378
493

CBIS-2 310 20.96 — —
378
490

CBIS-4 309 27.68 — —
332
378
492
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presents the sample’s transmittance observed over varying wave-
length ranges. The material’s optical bandgap (Eg) of a semicon-
ductor is an important optical parameter that explains the
photon energy required to excite an electron from the valence
band to the conduction band. It is a fundamental characteristic
that deliberates the material’s electronic structure with the
corresponding potential device applications in different fields
such as optoelectronics and solar cells. In particular, the small
bandgap is desired for enhancing the PV solar cell efficiency.
However, the PV absorption capacity directly correlates with the
electronic structure of materials and is considered the major
aspect of calculating the optical Eg.50 In the high absorption
regime (a Z 104 cm�1) of the amorphous materials, the absorp-
tion edge follows the Tauc relation:51

ahn = B(hn � Eg)1/2 (1)

where B presents a constant known as the Tauc parameter.
It depends on the transition probability and deliberates the
degree of disorder in the system, h is the Planck constant, n is
the incident photon’s frequency, ‘Eg’ is the optical bandgap,
and ‘p’ represents the kind of electronic transition that takes
place during the absorption between the valence and conduc-
tion bands and is numerically equal to 1/2, 3/2, 2 or 3 for direct

allowed, direct forbidden, indirect allowed or indirect forbid-
den transitions respectively. In the current case, the bandgap
was calculated using p = 1/2, corresponding to the direct
allowed transition. The optical bandgap was calculated using
the slope and intercept of the (ahn)2 vs. hn plot’s linear fitting
presented in Fig. 6(b). Here, the range of wavelength is con-
sidered as 450 nm to 850 nm for the calculation of Eg due
to visible to red solar radiations, which is responsible for the
maximum electric current generation. Additionally, the
observed Eg is over the IR region with the orange-red emission
range, which will be beneficial for IR optics-related applica-
tions.17,33 The estimated ‘Eg’ value tabulated in Table 2 shows a
decreasing pattern from 1.38 eV to 1.29 eV as the Bi content
increases, as shown in Fig. 6(b). The slightly higher bandgap of
CBIS-0 than that of bulk CIS (Eg B 1.05 eV) could be attributed
to the size effect since the structural and morphological ana-
lyses have shown strong evidence that the rods are composed of
nanoparticles.52 The variation in ‘Eg’ with respect to the Bi/In
concentration ratio (0, 0.25, 0.66, 1.5, and 4) is shown in
Fig. 6(c). The presented red line serves as a guide for the eye
to visualize the Eg change. The decrease in ‘Eg’ is caused by the
absorption edge’s red-shifting and increased absorbance.53,54

Generally, there are several strategies to reduce Eg of CBIS

Fig. 6 (a) Absorbance, (b) (ahn)2 vs. hn variation, (c) variation in Eg with the Bi/In concentration ratio, and (d) refractive indices using different models of
different CBIS MFs.
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samples, such as microstructure deformation chemical bonding.50

Primarily, external trivalent or pentavalent cation doping in the
selenium lattice modifies the concentration of Se vacancies while
also improving their materialistic properties. According to theore-
tical studies, partial substitution of chalcogen by such cations in
chalcogenides will introduce acceptor levels due to p-orbitals,
resulting in free holes in the crystal lattice. These free carriers in
the localized orbitals could oversee tuning the absorption edge,
optical bandgap, and other related properties. The relatively
localized cationic p-orbital will cause p–p coupling. As a result,
the cationic and chalcogenide site’s free holes and p–p orbital
coupling will tend to create lattice defects, tuning the material’s
properties.11 According to the band theory, with Bi incorporation,
the impurity levels might produce over forbidden gap region,
which shifted the acceptor band level below the conduction band
or shifted the donor level above the valence band, causing a
reduction in Eg.55 In other words, substituting Bi3+ into the CIS
lattice results in the formation of bismuth interstitial (BiInt) or
bismuth at the indium lattice site (BiIn) with indium interstitial
(InInt). These defects create acceptor energy levels over the for-
bidden gap, which results in Eg reduction. Furthermore, morpho-
logical evolution from MRs to MFs might also be a reason of
optical changes. The transition from MRs to MFs reduced the
surface-to-volume ratio, reducing the material’s optical bandgap.56

Additionally, bandgap shrinkage to a lesser value with broad
absorbance is desired for solar cells, which makes these materials
more appealing for photovoltaic applications.50

The refractive index, ‘n’, is the most significant parameter
that plays an important role in optical Investigation. This
parameter can be estimated and correlated using various
well-known models using the material’s energy gap. The ‘n’ of
all synthesized samples was determined using the Eg values
from the ‘Dimitrov and Sakka empirical formula’:57

n0
2 � 1

n02 þ 2
¼ 1�

ffiffiffiffiffiffiffiffiffiffiffiffiffi
Eg

20

� �s
(2)

The estimated values of static linear refractive index for the
films considering bandgap values are shown in Table 1. The
estimated values showed an enhancement with the increase in
the Bi content.

Furthermore, according to Ravindra et al.,58 ‘n’ was also
calculated using the following relation:

n = 4.084 � 0.62 Eg (3)

where Eg is the bandgap energy; this model is consistent across
the range over 1.50 eV o Eg o 3.50 eV.

According to Herve and Vandamme,59 ‘n’ is related to Eg by
following the formula which is consistent over 2.00 eV o Eg o
4.00 eV, given as follows:

n ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ A

Eg þ B

� �2
s

(4)

where A = 13.6 eV and B = 3.47 eV, respectively. According to a
theoretical study done by Moss et al.,60 the band gap energy of
electrons in solids gets reduced by (1/n4) presented by n4� Eg = K,
having a value of 95 eV.

Table 2 shows the calculated refractive indices using the
four above-mentioned models. In this case, the calculated
energy bandgap values range from 1.39 to 1.29 eV, indicating
that the estimated refractive index values based on these
models are valid. It should be noted that ‘n’ for all models
exhibits the same pattern of refractive index with Eg. ‘n’ clearly
increases as the Bi content increases. This behavior predicts an
increase in absorption capability, which increases electronic
polarizability. Fig. 6(d) shows the variation in refractive index
using various models for all samples. These four model’s
estimated refractive indices show the same pattern and are
close to each other.

The PL emission (lex = 532 nm) spectra for all synthesized
CBIS MFs with different Bi contents are presented in Fig. 7.
A broad PL spectrum in the 550–950 nm range is observed for
each case, with the main peak centered at 650–750 nm. It was
clearly demonstrated that as the Bi content increased, the
emission band shifted towards a higher wavelength region.
This might be due to the enhancement of MR size and thick-
ness by forming a flower cluster. This behavior also satisfies the
decrease in bandgap and the increase in absorbance with the Bi
content. The emission FWHM became narrower with the Bi
content, which was also reflected in the other optical character-
istics. However, the intensity of CBIS-4 decreased significantly,
showcasing an abrupt pattern as the wavelength shifted. It is
possibly due to the high Bi content, which increases the density
of localized states over the bandgap region by creating more
defects and disorder inside the matrix.61 Elaborately, the addi-
tion of Bi into CIS creates additional donor/acceptor levels over
the forbidden gap region depending on the substitution of ‘Bi’
at the ‘In’ lattice site or interstitial sites. This led to multiple
allowed transitions, as observed from PL analysis.

In Fig. 7(b)–(f), each spectrum’s deconvolution showed a
contribution from three Gaussian peaks. These three deconvo-
luted spectra at 610, 725, and 800 nm represent different
emissive states. On the basis of stoichiometry, the relevant

Table 2 Various optical parameters of CBIS MFs

Optical constants CBIS-0 CBIS-1 CBIS-2 CBIS-3 CBIS-4

Optical bandgap (eV) 1.38 1.36 1.35 1.33 1.29
linear refractive index (n) D–S model 3.069 3.082 3.089 3.103 3.132

Ravindra model 3.228 3.240 3.247 3.259 3.284
H–V model 2.977 2.988 2.993 3.004 3.027
Moss model 2.880 2.890 2.896 2.907 2.929
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transitions corresponding to these deconvoluted peaks could
be due to band-to-band and donor–acceptor-pair transitions.
The visible emission was primarily caused by surface defects
associated with Cu, In, and Se interstitial and vacancy sites.61,62

Surface states primarily determine the intensity of visible
emission. The intense visible peak in the PL spectrum at room
temperature indicates that the matrix has a large surface area
and a large number of surface states.63

3.4. Photo response

The current–voltage measurement of all CBIS samples were
done by illuminating a 9 W white LED bulb and varying the dc
voltage at room temperature. The I–V characteristics of devices
based on all CBIS samples were obtained under both dark and
illumination conditions, and the same is shown in Fig. 8.
Measurements were carried out multiple times and, there is
no significant difference in the observed data. Hence, one set of
the data is provided in Fig. 8. It shows the qualitative features of
the room-temperature dark current (ID) and light current (IL) of
all CBIS samples (in Fig. 8(b)–(f)) with different Bi/In contents.
In this figure, the current increased with the increase in voltage
confirming ohmic nature.64,65 It is quite obvious from the
observation that the photocurrent of the device based on the
synthesized CBIS materials is significantly improved under
illumination conditions from dark conditions.29,66,67 The maxi-
mum photocurrent under dark and light conditions for all
samples is presented in Table 3, respectively. It is clearly
observed from the table that the photocurrent gradually
reduced with the increase in Bi content, replacing In content

simultaneously. Such behaviour might be due to the increase in
the defect’s concentration and densification inside the material
with Bi addition, which inhibited the electron flow and thereby
reduced the photocurrent. The observed photocurrent in
CBIS-0 (CuInSe2) case is BmA range, which satisfies other
studies.68,69 It clearly illustrated the photocurrent for the
CBIS-0 sample showed in the mA range, whereas the change
in the Bi/In concentration led to a reduction in the photo-
current value to nA range (very less). Such behavior might be
contributed from the increment in structural defects such as
point defects (interstitial and vacancy). These structural defects
might produce trap centers, which greatly affect the recombi-
nation of carriers. In other words, substituting Bi3+ into the CIS
lattice results in the formation of acceptor energy levels over the
forbidden gap. The free electrons available and generated due to
illumination might get trapped at BiIn sites or recombine with
holes available in the valence band, resulting in reduced carrier
concentration, thereby reducing the photocurrent value.70,71

Thus, with the increase in Bi doping content, the photocurrent
reduced from mA to nA range. This behavior is also correlated
with the increase in resistance due to doping. Additionally, the
morphological transition from MRs to 3D micro rod flower-like
architects, causing a lower surface area-to-volume ratio, reduces
the surface effects. Thus, it led to a reduction in the photocurrent
response of the material with doping.56 There is no significant
change observed in the I–V data of the second set of CBIS samples
(Fig. S6(a)–(e), ESI†). This shows high reproducibility of the CBIS
materials under both light and dark conditions, emphasizing the
suitability for device applications.

Fig. 7 (a) Normalized PL spectra and (b)–(f) deconvoluted PL spectra of all CBIS MFs at 532 nm excitation.
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Fig. 9 displays the current–time characteristics of three
synthesized samples (CBIS-0, CBIS-2, and CBIS-4). A constant
voltage of 7.5 V was applied across all cases to observe signi-
ficant changes between light and dark conditions, each lasting
for a 300-second interval. As shown in the figure, when the light
was turned on, the photocurrent sharply increased due to the
increase in carrier drift velocity. Fig. 9(a) and (b) illustrate the
I–T response of CBIS-0 under white light in both light and dark

conditions, showing an increase in photocurrent during illu-
mination and a decrease in the darkness. The corresponding
Ion and Ioff values are presented in Table S2 (ESI†). The Ion value
under light conditions reaches 5.77 mA, while in the absence of
light, If reduced to 5.03 mA (rise time) and 5.18 mA (fall time).
The inconsistency in the peak photocurrent values for these
materials is attributed to a higher concentration of defects and
disorders. Nevertheless, a consistent bending at the transition
is observed in each case, indicating the suitability of the devices
for dynamic applications. Similar patterns are observed for
CBIS-2 (Fig. 9(c) and (d)) and CBIS-4 (Fig. 9(e) and (f)). The
results affirm a decrease in photocurrent from mA to nA with
the increase in Bi concentration. Under the light condition,
Ion reaches 1.57 nA (CBIS-2) and 0.99 nA (CBIS-4), while in the
absence of light, Ioff decreases to 0.51 nA (CBIS-2) and 0.59 nA
(CBIS-4) (rise time), and 0.59 nA (CBIS-2) and 0.92 nA (CBIS-4)
(fall time). The I–T results for all three devices exhibit a sharp
increase with light, attributed to continuous carrier generation

Fig. 8 (a) and (b) Cumulative current–voltage curve of CBIS MFs under lamp illumination; I–V variation of (c) CBIS-0, (d) CBIS-1, (e) CBIS-2, (f) CBIS-3,
and (g) CBIS-4 samples under light and dark conditions.

Table 3 Maximum photocurrent values for all CBIS samples

Sample

Maximum photocurrent (Imax) in amp. at +10 V

Resistance (O)Light Dark

CBIS-0 5.823 � 10�6 4.741 � 10�6 0.328 � 107

CBIS-1 3.953 � 10�7 3.186 � 10�7 0.231 � 108

CBIS-2 1.803 � 10�9 1.211 � 10�9 0.572 � 1010

CBIS-3 2.814 � 10�9 1.271 � 10�9 0.352 � 1010

CBIS-4 1.060 � 10�9 6.368 � 10�10 0.764 � 1010
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under irradiation. Upon turning off the light, a slight abrupt
decay in photocurrent is observed, attributed to recombination
between trap carriers and injected free carriers. Additionally,
distinct transient photocurrent characteristics are linked to
non-radiative pathways and variations in carrier transport
ability.72

In the absence of illumination, the current is reduced to
attain the initial value of current showing persistent nature.
The rise response time, denoted by tr, represents the duration
for the photocurrent to reach its peak (0–80%), while the fall
time, denoted by tf, signifies the time taken for the reduction
from the peak (100–20%).73 Specifically, tr reflects the time
taken by the device to detect and respond to incident light, and
tf indicates how quickly the device returns to its original state
after the light source is turned off. The variations in both tr and
tf are presented in Table S2 (ESI†) and illustrated in Fig. S7(a)
(ESI†). For CBIS-0, the rise and decay times are 55 s and 58 s,
respectively. In the case of CBIS-2, these times are 47 s and 63 s,
and for CBIS-4, they are 45 s and 65 s. The longer response
times may be attributed to increased defects and disorder
within the system, probably a result of thermal effects. The
carrier concentration is temperature dependent, and as the
temperature rises, the current slightly varies with higher values
due to increased carrier concentrations.74 The observed pattern
illustrates a rapid rise and slow fall in current with each light
cycle. The abrupt increase from the dark current level and
subsequent gradual rise with illumination indicate the genera-
tion of free carriers from absorbed light energy. Notably, it is
evident that tr decreases and tf increases with the increase in Bi
concentration. Such behavior might be due to the defects and
impurities inside the channel, which induced an extra energy

level, affecting the relaxation behavior. Additionally, for better
understanding, the Ion/Ioff ratio at rise and decay time is plotted
in Fig. S7(b) (ESI†). The Ion/Ioff ratio variation during the rise
time is more pronounced than during the fall time for all
samples, with CBIS-2 exhibiting the highest variation, indicat-
ing superior responsivity to detector applications.75

Additionally, to demonstrate their stability over time, the
time-dependent response of all three sample-based PDs was
measured under white light at a bias voltage of 7.5 V. Fig. S8
(ESI†) presents the photocurrent stability under both light and
dark conditions over 3000 seconds. The results confirmed that
the response of these materials remains constant with tiny
fluctuations. Nonetheless, these materials exhibited excellent
stability at room temperature under light and dark conditions.

Furthermore, the resistance of all samples was calculated by
using the inverse slope of the I–V curve,76,77 which is presented
in Fig. S9 (ESI†). The resistance of the film is strongly depen-
dent on the Bi/In composition variation. The calculated values
of resistance enhanced with the Bi concentration in the CBIS
matrix. The calculated values of resistance form the inverse
slope of I–V plot are presented in Table 3. With the increase in
Bi content, the resistance enhanced from 0.3264 � 107 O to
0.7646 � 1010 O. Such increment in resistance might be due to
impurities, which cause trap states, increase recombination
and reduce mobility.78

4. Conclusion

BixCuIn1�xSe2 MFs have been prepared by a microwave-assisted
synthesis method with non-toxic precursor chemicals. The

Fig. 9 Current vs. time response and transient switching photo response curve of (a) and (b) CBIS-0, (c) and (d) CBIS-2, and (e) and (f) CBIS-4 samples.
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polycrystalline nature was confirmed by an XRD study. XPS and
the Raman study observed the structural alteration induced by
compositional variation among Bi/In. The morphological study
showed the transition from microrods to self-assembled 3D
hierarchical MR-based flower architectures with uniformity
over the shape and size of the structure formed. Moreover,
the change in Bi/In composition in the host lattice results in the
formation of the more localised states, which is represented by
the defects and disorder with a lower band energy within the
forbidden gap. The incorporation of bismuth led to enhance-
ment in absorption capability over the visible range. The PL
reflected the same response by shifting towards a higher
wavelength over the visible range. Each broad spectrum is
contributed from three deconvoluted peaks corresponding to
the transition among localized states. The compositional change
led to endothermic and exothermic processes inside the system.
The current–voltage response showed a reduction in photocurrent
from the mA range to the nA range with composition variation.
Additionally, the photocurrent response with time showed good
stability, which facilitates their application in photodetection.
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