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ects on ligand-field excited-state
dynamics: solvent dependence of high-spin to low-
spin conversion in [Fe(bpy)3]

2+†

Jennifer N. Miller and James K. McCusker *

In condensed phase chemistry, the solvent can have a significant impact on everything from yield to

product distribution to mechanism. With regard to photo-induced processes, solvent effects have been

well-documented for charge-transfer states wherein the redistribution of charge subsequent to light

absorption couples intramolecular dynamics to the local environment of the chromophore. Ligand-field

excited states are expected to be largely insensitive to such perturbations given that their electronic

rearrangements are localized on the metal center and are therefore insulated from so-called outer-

sphere effects by the ligands themselves. In contrast to this expectation, we document herein a nearly

two-fold variation in the time constant associated with the 5T2 / 1A1 high-spin to low-spin relaxation

process of tris(2,20-bipyridine)iron(II) ([Fe(bpy)3]
2+) across a range of different solvents. Likely origins for

this solvent dependence, including relevant solvent properties, ion pairing, and changes in solvation

energy, were considered and assessed by studying [Fe(bpy)3]
2+ and related derivatives via ultrafast time-

resolved absorption spectroscopy and computational analyses. It was concluded that the effect is most

likely associated with the volume change of the chromophore arising from the interconfigurational

nature of the 5T2 / 1A1 relaxation process, resulting in changes to the solvent–solvent and/or solvent–

solute interactions of the primary solvation shell sufficient to alter the overall reorganization energy of

the system and influencing the kinetics of ground-state recovery.
Introduction

When running a reaction in solution – be it thermal or photo-
chemical – one must consider how the solvent itself may
inuence the chemistry of the system. Even under static or
steady-state conditions, the solvent medium can impact
a molecule's physical properties.1 For example, interactions
between the solute and the solvent can shi the potential energy
surfaces of reactants and products relative to the gas phase, the
effects of which can be seen in changes to absorption and
uorescence spectra.2 Similarly, the position, shape, and
intensity of absorption features can vary across solvents due to
solvatochromism,3 effects that can be particularly pronounced
for transitions associated with a rearrangement of charge.
Additional intermolecular effects of solvation can manifest
through structural modications,4 electrostatic interactions,5

polarization effects,6 or even aggregation of the solute mole-
cules.7 The dipole moment of a molecule can also change,8 an
indication that the solvent environment can modify intra-
molecular charge distribution.
University, 578 South Shaw Lane, East
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tion (ESI) available. See DOI:

f Chemistry 2020
Despite the wealth of knowledge available on the impact of
solvation, there is still much to be learned when it comes to
understanding the effect of solvent under non-equilibrium
conditions. For example, the microscopic details by which
solvent responses couple to and/or inuence reactions is an
area of continued interest both experimentally and theoreti-
cally,9,10 particularly in the case of charge-transfer events where
the process in question involves a signicant spatial redistri-
bution of charge. If, for example, the solute molecule is
promoted to a metal-to-ligand charge transfer (MLCT) state
following irradiation, an electron will be shied from an orbital
localized primarily on the metal center to a new location within
the solute molecule (in this case, the ligand). Since this charge
transfer is instantaneous relative to any solvent response, the
solvent molecules will still be oriented as they were prior to the
excitation of the chromophore. The solvent environment must
then reorganize in response to photoexcitation of the solute in
order to stabilize the new charge distribution. Previous work
from our group demonstrated how ultrafast solvent dynamics –
particularly those associated with inertial solvent response11 –
can modulate the nature of the excited state to the extent of
driving charge localization within the chromophore.12 Solvent
dynamics (or a lack thereof) can also have a signicant impact
on the thermodynamics of photoinduced electron transfer as
evidenced by the shi in free energy that occurs upon
Chem. Sci., 2020, 11, 5191–5204 | 5191
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decreasing the temperature of a charge transfer system below
the freezing point of the solution.10 These are just a few of many
examples in which solvation dynamics can inuence the pho-
tophysics and photochemistry of chemical systems.

While charge-transfer excited states are known to be
particularly responsive to solvent properties, ligand-eld
excited states, which correspond to electronic structure rear-
rangements that are largely localized on the metal center, are
generally viewed as being insensitive to these perturbations.
For example, the 2E / 4A2 ground-state recovery dynamics of
Cr(acac)3 (where acac ¼ acetylacetonate) that follows 4A2 /
4T2 ligand-eld excitation are similar (though not identical) in
both acetonitrile and dichloromethane, two solvents that
differ substantially in their dipole moments, longitudinal
relaxation times, and viscosities.13 Although examples
certainly exist of ways in which ligand-eld state dynamics can
be modulated as a result of solvent–solute interactions – the
lifetime of the 2E excited state of Cr(III)-amine complexes can
be signicantly altered upon deuteration of the amine ligands
due to changes in non-radiative coupling to the solvent, for
example14 – the relative insensitivity of ligand eld-state
dynamics to changes in the solvent can be attributed to the
fact that metal-centered excited states are largely shielded
from the solvent by the ligands. The primary driver of
dynamics associated with this class of excited states is there-
fore usually inner-sphere in nature, with the solvent having
little inuence on a compound's photophysics. It is for this
reason that, upon changing the solvent from water to aceto-
nitrile, the observation of a �50% increase in the lifetime of
the 5T2 ligand-eld excited state of [Fe(bpy)3]

2+ (where bpy ¼
2,20-bipyridine) was surprising. Given the recent attention that
has been paid to the photophysics of this and related
compounds,15–17 the fact that little information is available as
to the possible origin of this effect compelled us to take
a closer look at the solvent dependence of the photophysics of
this class of prototypical Fe(II) chromophores (Chart 1). By
examining a range of solvents with varying physical properties
– and aer accounting for factors including ion pairing, and
the accessibility of the metal center by the solvent – we
Chart 1 Molecular structures of the chromophores examined in this
study: (a) [Fe(bpy)3]

2+, (b) [Fe(dmb)3]
2+, (c) [Fe(5,50-dmb)3]

2+ and (d)
[Fe(dtbbpy)3]

2+. See text for further details.

5192 | Chem. Sci., 2020, 11, 5191–5204
demonstrate that variations in the lowest-energy excited-state
lifetime are most likely linked to outer-sphere reorganization
energy effects in which the solvent is responding to metal-
localized intramolecular dynamics to an extent sufficient for
it to manifest in the time-dependent photophysics of the
chromophore.

Experimental details
Materials

Reagents were all commercially available and purchased from
Alfa Aesar, Jade Scientic, Oakwood Chemical, Sigma-Aldrich,
Spectrum Chemical, and Strem Chemicals. Solvents for spec-
troscopic measurements were used as received: 1-butanol (Jade
Scientic, JS-B6000), 1,3-propanediol (Alfa Aesar, A10829), 1,4-
butanediol (Sigma-Aldrich, 493732), 1,5-pentanediol (Fluka
Analytical, 76892), 2-propanol (Sigma-Aldrich, 278475), aceto-
nitrile (Sigma-Aldrich, 34851), butyronitrile (Alfa Aesar,
L02999), dichloromethane (Jade Scientic, JS-D2735), diethyl
ether (Sigma-Aldrich, 673811), dimethyl sulfoxide (EMD,
MX1458-3), ethanol (KOPTEC, V1016), ethylene glycol (CCI,
2165CM), hexanenitrile (Aldrich, 166650), methanol (Jade
Scientic, JS-M3650), propionitrile (Alfa Aesar, A13203),
propylene carbonate (Sigma-Aldrich, 310328), tetrahydrofuran
(Fisher Chemical, T427), and water (Sigma-Aldrich, 270733).

Syntheses and characterization

[Fe(bpy)3]
2+, tris-(4,40-dimethyl-2,20-bipyridine)iron(II)

([Fe(dmb)3]
2+), tris-(5,50-dimethyl-2,20-bipyridine)iron(II) ([Fe(5,50-

dmb)3]
2+), and tris-(4,40-di-tert-butyl-2,20-bipyridine)-iron(II)

([Fe(dtbbpy)3]
2+) were prepared based on routes reported in the

literature.18,19 All of the compounds were isolated as the bromide
(Br�) salt, with the exception of [Fe(bpy)3]

2+, which was also iso-
lated with chloride (Cl�), iodide (I�), hexauorophosphate
(PF6

�), tetraphenylborate (BPh4
�), and tetrakis(3,5-

bis(triuoromethyl)phenyl)borate (BArF4
�) as counterions. Reac-

tions were performed under an inert atmosphere with deoxy-
genated solvents either in a nitrogen-lled glovebox or by
standard Schlenk techniques. The composition and purity of all
molecules were assessed bymass spectrometry, nuclearmagnetic
resonance (NMR) spectroscopy, and elemental analysis. 1H NMR
spectroscopic data were collected with Agilent DD2 500 MHz
NMR spectrometers at theMSUMax T. Rogers NMR facility. Mass
spectra were acquired at the MSU Mass Spectrometry and
Metabolomics Core facility with a Waters Xevo G2-XS QTof
instrument. Elemental analyses were run by facilities in the MSU
chemistry department with a PerkinElmer 2400 Series II CHNS/O
Elemental Analyzer. Additional details can be found in the ESI.†

Electronic absorption spectra

Ground state electronic absorption spectra of samples for time-
resolved absorption measurements were measured on a Varian
Cary 50 UV-visible spectrophotometer. Molar absorptivities
were determined in matched 1 cm path length quartz cells on
a PerkinElmer Lambda 1050 spectrophotometer from serial
dilutions of the original solution (see Fig. S1–S9 in the ESI†).
This journal is © The Royal Society of Chemistry 2020
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Time-resolved spectroscopic measurements

Femtosecond pump-probe measurements were collected on
a laser system with approximately 130 fs resolution that has
been described previously,13 modied with a 1035 mm stage
(Aerotech, LMAC Series linear motor actuator with a Soloist CP
controller) using a double-pass conguration on the pump
beam line (Fig. S10†), that allows for data collection with delays
of up to �13 ns.20 Samples were excited on the low energy
shoulder of the MLCT band, corresponding to 530 nm for
[Fe(5,50-dmb)3]Br2 and 550 nm for [Fe(bpy)3]

2+, [Fe(dmb)3]Br2,
and [Fe(dtbbpy)3]Br2. A white light continuum was generated by
focusing 805 nm light into a calcium uoride window, which
was continuously translated transverse to the direction of the
laser beam. Probe wavelengths were selected from the white
light continuum with 10 nm bandpass lters positioned aer
the sampling a spectral window 20–40 nm bluer than the pump
wavelength in order to minimize pump scatter at the Si photo-
diode. Polarizations for the pump and probe beams were set at
magic angle (54.7�) relative to one another. A neutral density
(ND) lter slide was used to give pump energies of 5 mJ at the
sample position, and all sample signals were checked to verify
a linear response with respect to the pump power.

Samples were prepared in air in a series of solvents at
concentrations which yielded ground state absorbances in the
range of 0.4–0.5 at the excitation wavelength in a 1 mm path
length cell (with the exception of the concentration-dependent
studies, where samples having absorbances of 0.1, 0.7, and
1.0 were also employed). All measurements were carried out at
room temperature (ca. 20 �C). Time constants reported herein
are the average of at least four data sets, where each of these
data sets represents a signal average of at least sixteen scans.
Each 16-scan signal-averaged data set was t to a single expo-
nential kinetic model using Igor Pro soware (Version 6.37)
with weighting to incorporate the standard deviation associated
with each data point. The error associated with each reported
lifetime was derived from propagating the error associated with
the exponential ts from each of the complete data sets. Igor
Pro soware was also used to analyze the relationship between
selected solvent properties and excited state lifetimes with
linear regression, where the strength of the correlation is re-
ected by the coefficient of determination (R2).
Computational methods

Calculations were carried out using the Gaussian 09 soware
package21 on servers available through the High Performance
Computing Center (HPCC) of the Institute for Cyber-Enabled
Research (ICER) at Michigan State University. The singlet and
quintet state geometries of each Fe(II) complex were optimized
with UFF atomic radii under tight convergence criteria and an
ultrane integration grid at the spin-unrestricted B3LYP22–24

level, using the SDD effective core potential and associated basis
set25 for the Fe atom, the 6-31G(d) basis set26,27 for C and N
atoms, and the 6-31G(d,p) basis set26,27 for H atoms. No
symmetry restrictions were imposed. The initial geometries of
the molecules came from their crystal structures, downloaded
from the Cambridge Structural Database28 under the refcodes:
This journal is © The Royal Society of Chemistry 2020
ADEJOK ([Fe(dtbbpy)3]
2+), ECAKUP ([Fe(5,50-dmb)3]

2+), MEM-
SON ([Fe(dmb)3]

2+), and NUZKOI ([Fe(bpy)3]
2+). Optimized

structures were assessed by vibrational frequency analysis, the
results of which were ultimately used to determine Gibbs free
energies for all compounds at 293.15 K and standard pressure
under vacuum and in solution.

The purpose of these calculations is to estimate how the gas-
to-solution phase Gibbs free energy of solvation (DGsolv)
changes between the quintet and singlet states. The conductor-
like polarizable continuum model (CPCM)29,30 was used to
compute solvation energy, with all solvents applied under the
generic setting and distinguished by the following input
parameters (DFT keywords): stoichiometry, static dielectric
constant (eps), optical dielectric constant (epsinf), solvent
radius (rsolv), molar volume (molarvolume), and temperature
(TAbs). All CPCM calculations also included the keywords cav,
dis, and rep (for cavitation, dispersion, and repulsion, respec-
tively) to incorporate non-electrostatic contributions. To
compute the DGsolv of an electronic state in a particular solvent,
the difference was taken between the thermally-corrected Gibbs
free energy in solvent versus under vacuum.31 From there, the
differential solvation energy, or DDGsolv, was calculated as the
difference between the DGsolv values for the singlet and quintet
states.

Results and discussion
Effect of solvent on the excited-state dynamics of [Fe(bpy)3]

2+:
empirical observations

Recent research on the photophysics of Fe(II) polypyridyl
complexes has focused primarily on the ultrafast relaxation
dynamics that take place immediately following excitation from
the 1A1 ground state to the 1MLCT state, with an eye toward their
use in photovoltaic applications,32–35 molecular electronics,36 or
as a platform for addressing fundamental questions about the
photophysics of transition metal-based chromophores.37–42 In
the case of [Fe(bpy)3]

2+, a variety of experimental and theoretical
studies carried out by a number of research groups around the
world have succeeded in painting a reasonably detailed picture
of the evolution of the electronic and geometric structure of this
compound subsequent to charge transfer excitation. These
studies have established that, aer the initial formation of the
1MLCT Franck–Condon state, the molecule undergoes inter-
system crossing (ISC) to populate the 3MLCT state in <50 fs,
whereby it transiently samples the S ¼ 1 ligand eld manifold
(specically, the 3T1 and/or 3T2 states) as it relaxes to the 5T2

state.40,42 The net DS ¼ 2 conversion just described is complete
in <200 fs, a fact that underscores the remarkably fast rate at
which transition metal complexes can undergo formally spin-
forbidden processes within their non-thermalized excited
state manifolds. Following vibrational cooling in the 5T2 state
(�5–10 ps) – which corresponds to the lowest energy excited
state of [Fe(bpy)3]

2+ – the compound undergoes non-radiative
decay back to the ground state on a �1 ns timescale.

As stated in the Introduction, while it is not uncommon for
the solvent to inuence the dynamics of charge transfer states,
ligand eld states tend to be regarded as relatively insulated
Chem. Sci., 2020, 11, 5191–5204 | 5193
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from outer-sphere effects. However, the data presented in Fig. 1,
which plots the kinetics for the 5T2 /

1A1 ground state recovery
process in [Fe(bpy)3]

2+ following 1A1 / 1MLCT excitation,
clearly challenges this paradigm. The time constant for ground
state recovery varies by nearly a factor of two across solvents that
were selected to span a wide range of physical properties such as
dielectric constant, viscosity, size, and dipole moment
(Table S1†). It should be noted that this phenomenon does not
appear to be restricted to [Fe(bpy)3]

2+: work from our lab20,43 and
others44 reveals variations in the time constant for the 5T2/

1A1

conversion in [Fe(terpy)2]
2+ (where terpy ¼ 2,2':60,200-terpyr-

idine), ranging from�3 ns in water to�5 ns in both acetonitrile
and dichloromethane. An effect was also noted by Tribollet
et al.,45 where a ground state recovery time of 1.1 � 0.1 ns for
[Fe(phen)3]

2+ (where phen ¼ 1,10-phenanthroline) in acetoni-
trile solution differs from that published previously in aqueous
solution (685 � 30 ps).38,46 Most recently, X-ray transient
absorption (TA) spectroscopy was used to study the photo-
physics of [Fe(dmb)3]

2+ in water and acetonitrile. The data
revealed not only a difference in the lifetime of the 5T2 state (830
� 10 ps versus 1240 � 12 ps in water and acetonitrile, respec-
tively), but surprisingly also indicated a signicant inner-sphere
effect in the form of a difference in the magnitude of structural
distortion along the Fe–N coordinate (DRHS–LS¼ 0.181� 0.003 Å
in water as compared to 0.199 � 0.003 Å in acetonitrile).47 This
nding will be discussed in greater detail in the last section of
the paper.

In an effort to identify possible trends linked to this solvent
dependence, the observed ground state recovery lifetime was
plotted against various macroscopic properties of the solvents
(Fig. S11†). The strongest correlation across all of the solvent
properties was found to exist between the measured time
constant for the 5T2 / 1A1 relaxation process and the static
dielectric constant (Fig. 2a). This correlation becomes more
striking when one further subdivides the data according to
Fig. 1 Time constants for ground-state recovery of [Fe(bpy)3]
2+ in

different solvents following 1A1 /
1MLCT excitation at 550 nm. The

lifetimes are color-coded based on the counterion used for
[Fe(bpy)3]

2+ in a given solvent (Br� (green) and BArF4
� (blue)).

5194 | Chem. Sci., 2020, 11, 5191–5204
solvent type, e.g., alcohols, nitriles, diols, etc. (Fig. 2b). Similar,
though not as strong degrees of correlation become apparent
with other solvent properties once the data are grouped in an
analogous manner (Fig. S12†), suggesting that the correlation is
not necessarily linked specically to the static dielectric
constant but rather to properties of the solvent that manifest
themselves in certain of their macroscopic properties. It should
be stressed that we are not ascribing a particular physical
signicance to the linear nature of the correlation, but it seems
clear that the trends in ground state recovery dynamics are
being inuenced not just by the solvent, but by the nature of the
solvent (Fig. S13†). The issue now is in identifying the under-
lying physical origin of this effect and what that tells us about
the interplay between the intramolecular nature of the ligand
eld-state relaxation dynamics in this system and its
surrounding environment.
Factors inuencing 5T2 /
1A1 relaxation dynamics

Without a clear indication of what drives the observed solvent
dependence of ground state recovery dynamics from solvent
properties alone, it is important to understand the factors
which contribute to the ground state recovery dynamics of these
sorts of systems in general. For a six-coordinate, d6 metal
complex, the 1A1 and

5T2 states are the lowest-energy term states
arising from the ðt2gÞ6ðe*gÞ

0
and ðt2gÞ4ðe*gÞ

2
congurations, i.e.,

the low-spin (LS) and high-spin (HS) states, respectively; for
compounds like [Fe(bpy)3]

2+, the 1A1 state corresponds to the
ground state. It is well-established that the HS-to-LS conversion
in this class of compounds can be modeled using non-radiative
decay theory.48,49 In the semi-classical limit (i.e., treating the
electronic coupling quantum mechanically, but the nuclear
term classically), we can employ a Marcus-type expression (eqn
(1)),

knr ¼ 2p

ħ
|Hab|

2 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4plkBT

p exp

 
�ðDG0 þ lÞ2

4lkBT

!
(1)

where Hab is a matrix element quantifying the magnitude of
electronic coupling between the two electronic states, l is the
reorganization energy (i.e., the amount of energy needed to
geometrically transform the HS state into the LS conguration
absent the corresponding change in electronic state), andDG0 is
the free energy of the reaction (i.e., the zero-point energy
difference between the HS and LS states). In the present case,
where the states differ in spin by two units of angular
momentum, Hab represents a higher-order interaction, whereby
coupling between the S¼ 0 and S¼ 2 states occurs via electronic
mixing with a (thermally inaccessible) excited S ¼ 1 state. The
net coupling between the LS and HS states is generally very weak
(i.e., Hab � kBT, vide infra), resulting in a system that is best
described as nonadiabatic.50 Since the reorganization energy
reects the difference in equilibrium geometry between the LS
and HS states, in the case of an Fe(II) complex the inner-sphere
contribution to this can be substantial owing to the large
changes in geometry that accompany this conversion. Fig. 3
illustrates how these various parameters map onto a simplied
potential energy diagram for this type of system.
This journal is © The Royal Society of Chemistry 2020
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Fig. 2 (a) Time constants for ground state recovery of [Fe(bpy)3]
2+ following 1A1 /

1MLCT excitation at 550 nm as a function of the static
dielectric constant of the solvent. (b) A subset of the data from (a) grouped according to solvent type, specifically alcohols (red circles), diols
(green diamonds), and nitriles (blue squares). The black triangle corresponds to data acquired in aqueous solution (a typical solvent choice in the
literature for this complex), but is not included in any of the fits for reasons to be discussed later.
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As can be seen from eqn (1), these three variables – Hab, DG
0,

and l – are the primary factors that dene the rate constant for
ground state recovery. Since [Fe(bpy)3]

2+ is not emissive nor
does it represent a true spin-crossover complex where changes
in temperature or pressure can modulate the equilibrium
between the LS and HS states, we are le with three unknowns
that present challenges in terms of experimentally determining
their values. Our group recently published a report20 which
described results from variable-temperature time-resolved
ultrafast measurements on a series of Fe(II) polypyridyl
Fig. 3 Generalized potential energy surface diagram for a low-spin d6

complex of O symmetry whose kinetics can be described by eqn (1).
Electronic coupling between the S¼ 0 and S¼ 2 states is facilitated via
mixing with a (thermally inaccessible) excited S¼ 1 state, resulting in an
avoided crossing on the lower potential surface. The reorganization
energy indicated corresponds to that associated with the 5T2 / 1A1

conversion.

This journal is © The Royal Society of Chemistry 2020
complexes that indicated a value for Hab on the order of 4.5 �
0.5 cm�1. Assuming that the second-order electronic coupling
between the 1A1 and

5T2 states is not signicantly inuenced by
the solvent environment, we can posit that the origin of the
solvent-dependent kinetics observed for ground state recovery
in [Fe(bpy)3]

2+ is most likely associated withmodulations of DG0

and/or l as a result of changes in the nature of the solvent.
1. Effect of ion pairing on DG0. In 1989, Hendrickson and

co-workers published variable-temperature time-resolved
absorption data on a series of [Fe(tren(6-Me-py)x(py)(3�x))]

2+

complexes (where tren(py)3 and tren(6-Me-py)3 are tris((2-pyr-
idylmethyl)iminoethyl)amine and its 6-methyl analog, respec-
tively, and x ¼ 0–3).51 This series is interesting, because the
introduction of the methyl groups ortho to the ligating nitrogen
atoms of the pyridyl rings serve to systematically destabilize the
LS state, ultimately yielding the high-spin form as the ground
state for [Fe(tren(6-Me-py)3)]

2+. Over the course of their work,
they discovered that the lifetime of the transiently-formed 5T2

state of the LS analog – [Fe(tren(py)3)]
2+ – was concentration-

dependent despite the dynamics being unimolecular in
nature. Conductivity measurements revealed the existence of
ion pairing between the Fe(II) cation and the perchlorate anions
in acetone solution: based on these ndings and the theoretical
models used to t the relaxation data, they concluded that ion
pairing affected the zero-point energy difference between the
5T2 and 1A1 states, i.e., a modulation of DG0 with increasing
solute concentration. We sought to see if the data in Fig. 1 could
be explained in a similar manner.

The electrostatic force of attraction between two charged
ions, whose strength is dependent on the charge and size of the
ions as well as the surrounding solvent, can be described by
Coulomb's law according to eqn (2),52
Chem. Sci., 2020, 11, 5191–5204 | 5195
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Table 2 Relaxation times for [Fe(bpy)3]
2+ in acetonitrile for various

counterions at different concentrations following 1A1 /
1MLCT exci-

tation at 550 nm

Ground state recovery (ps)

Abs ¼ 0.1 Abs ¼ 0.4 Abs ¼ 0.7 Abs ¼ 1.0

[Fe(bpy)3]Cl2 1015 � 40 1020 � 15 1005 � 45 1010 � 115
[Fe(bpy)3]Br2 1020 � 30 1015 � 15 1015 � 25 970 � 90
[Fe(bpy)3]I2 1040 � 30 1015 � 15 1010 � 30 1045 � 110
[Fe(bpy)3](PF6)2 1025 � 25 1020 � 20 1005 � 40 1020 � 105
[Fe(bpy)3](BPh4)2 1030 � 40 1025 � 15 1005 � 30 1025 � 110
[Fe(bpy)3](BAr

F
4)2 1045 � 45 1020 � 20 1030 � 30 1035 � 120
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F ¼ z1z2e
2

4p303rd2
(2)

where z represents the charge of the ion, e refers to the
elementary electric charge (in C), 30 is the vacuum permittivity
(in F m�1), 3r is the relative permittivity of the solvent medium,
and d is the distance between the two ion centers (in m). The
phenomenon is not limited to two ions, but can also exist as
triplets or larger aggregates as the electrolyte concentration
increases.53 In addition, several types of ion pairs can exist,
differentiated by their level of solvation, e.g., solvent-separated
(solvation remains around each ion), solvent-shared (one level
of solvent separation), and contact ion pairs (no solvent
between ions) to name a few. Nevertheless, ion pairing can,
under the right circumstances, lead to a measurable change in
the physical (and photophysical) properties of a system, so the
possibility of this effect giving rise to the solvent dependence
reected in the data presented in Fig. 1 must be considered.

The ground state recovery kinetics of [Fe(bpy)3]Br2 were
investigated at multiple concentrations in multiple solvents,
with the expectation that any change in response to concen-
tration in a given solvent would be suggestive of an ion pairing
inuence on DG0 and/or l. One would also expect that, based on
eqn (2), the inuence and liklihood of ion pairing should
increase both as the concentration of [Fe(bpy)3]

2+ increases and
as the static dielectric constant of the solvent decreases. For this
study, the concentration of [Fe(bpy)3]Br2 was varied by an order
of magnitude, from ca. 2.5 � 10�4 to 2.5 � 10�3 M, in solvents
ranging in static dielectric constant from 80.1 (water) to 17.84
(1-butanol); across this range of dielectric constants, the force of
attraction for ion pairing should vary by a factor of
Table 1 Comparison of relaxation times for [Fe(bpy)3]Br2 in various
solvents at different concentrations following 1A1 /

1MLCT excitation
at 550 nm

Ground state recovery (ps)

Abs ¼ 0.1 Abs ¼ 0.4 Abs ¼ 0.7 Abs ¼ 1.0

Water 690 � 10 675 � 10 680 � 25 690 � 50
Dimethyl sulfoxide 805 � 30 800 � 10 790 � 10 800 � 30
Methanol 995 � 20 985 � 20 980 � 25 975 � 115
Acetonitrile 1020 � 30 1015 � 15 1015 � 25 970 � 90
1-Butanol 1055 � 25 1060 � 20 1075 � 20 1075 � 60

Fig. 4 Size comparison of the various anions used as counterions for [Fe
here corresponds to the size of the low-spin form of the compound.

5196 | Chem. Sci., 2020, 11, 5191–5204
approximately 4.5. The results shown in Table 1 (and Fig. S14†)
reveal that the excited state lifetimes for [Fe(bpy)3]Br2 are within
error of one another for each concentration in all of the solvents
tested, in stark contrast to the aforementioned observations of
Hendrickson and co-workers, where a dependence of ground-
state recovery on solute concentration was clearly observed.

The nature of the counterion – specically its charge density –
should also have an impact on the strength of any ion pairs
formed in solution. Therefore, a series of salts were prepared,
comprising a mixture of halides and polyatomic anions that
spanned in size from chloride to the BArF4

� ion (Fig. 4). Time-
resolved spectroscopic measurements were carried out in
acetonitrile, since it corresponded to the solvent having the
lowest dielectric constant in which all of the [Fe(bpy)3]

2+ salts
were soluble across the same solute concentration range as
described in the previous paragraph. The halide ions should be
most susceptible to ion pairing, especially at higher solute
concentrations, whereas the larger BArF4

� ion should represent
the opposite extreme due to its (relatively) low negative charge
density and polarizability. As can be seen in Table 2 (and
Fig. S15†), however, exchanging the counterions does not have
any measurable inuence on the ground state recovery lifetime.

The insensitivity of the 5T2 /
1A1 conversion to changes in

either solute concentration or the nature of the counterion does
not provide denitive evidence as to the presence or absence of
ion pairing in these solutions. Indeed, we consider it likely that
some degree of ion pairing does exist (particularly in solvents
with lower static dielectric constants), in part based on the
conductivity data presented by Hendrickson and co-workers.51

What can be inferred, however, is that differences in the extent
(bpy)3]
2+ to yield the data listed in Table 2. The iron complex depicted

This journal is © The Royal Society of Chemistry 2020
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of ion pairing cannot be the underlying reason behind the
solvent-dependent changes in the ground state recovery lifetime
of [Fe(bpy)3]

2+ illustrated in Fig. 1. In other words, if ion pairing
is modulating the zero-point energy difference between the 5T2

and 1A1 states of [Fe(bpy)3]
2+ under these various conditions,

that modulation is too small to measurably impact the kinetics.
We suspect that the effect was detected in the case of the
[Fe(tren(py)3)]

2+ system studied by Conti et al. because the zero-
point energy difference in that system is substantially smaller
than the estimated value of DG0 for [Fe(bpy)3]

2+ (e.g., a 100 cm�1

perturbation to a 500 cm�1 zero-point energy difference will be
far more impactful than that same perturbation imposed on
a 5000 cm�1 energy gap).

2. Outer-sphere reorganization Energy Effects: solvent
response to the HS-to-LS conversion. The preceding discussion
focused primarily on indirect effects of solvent manifested
through ion pair-induced perturbations to the free energy
difference between the HS and LS states (i.e., DG0 in eqn (1)).
The absence of any discernible dependence of the kinetics of
ground state recovery on such variables suggests that the
origin(s) of the solvent dependence documented in Fig. 1 is
most likely linked to the reorganization energy (l) associated
with the HS-to-LS conversion. Marcus dened this term as the
amount of energy required to change the geometry of the system
from the equilibrium conguration appropriate for the reac-
tants to that of the products without actually carrying out the
reaction in question;54 in the context of the present system
(Fig. 3), this amounts to moving along the potential energy
surface of the 5T2 state from its minimum to the position on
that same surface that lies directly above the minimum of the
1A1 state. The total reorganization energy, ltot, can be broken
down into so-called inner-sphere (lin) and outer-sphere (lout)
contributions, reecting geometric changes associated with the
molecule(s) involved in the reaction and their surrounding
environment, respectively.

It has already been mentioned that the conversion from a HS
state to a LS state of an Fe(II) complex is accompanied by large
geometric changes in the complex itself as a result of depopu-
lating antibonding orbitals in the HS state; reductions in the
metal–ligand bond length on the order of 0.2 Å55–58 and an
overall volume contraction (DV) of 20–25 cm3 mol�1 are not
uncommon.59–63 The energetics associated with these sorts of
changes comprise the inner-sphere contributions to ltot. Typi-
cally, the outer-sphere effects are expected to be decoupled from
the inner-sphere changes in the sense that, while the
surrounding environment will respond to changes occurring as
a result of the reaction in question, the specic structural
changes that dene lin are independent of this response.64

A relatively rare exception to this paradigm is actually asso-
ciated with the Fe(II)-tris-polypyridyl platform we are consid-
ering herein. A study by Liu et al. detailing time-resolved X-ray
spectroscopic measurements on [Fe(dmb)3]

2+ in acetonitrile
and water was previously mentioned.47 The application of high-
resolution time-resolved X-ray spectroscopy allowed for an
examination of the evolution of the spin, electronic, and nuclear
degrees of freedom of this complex subsequent to photoexci-
tation, making it possible to detect structural changes within
This journal is © The Royal Society of Chemistry 2020
the iron complex due to solvent–solute interactions. The data
revealed a difference in the structural change associated with
the primary coordination sphere of the Fe(II) center upon
conversion from the HS state to the LS state between the two
solvents that was outside of experimental error. Specically, the
change in the Fe–N bond length,DRHS–LS, was 0.018 Å smaller in
water as compared to acetonitrile. Since the Fe–N bond lengths
for the compound in the two solvents were experimentally
indistinguishable from one another in the ground state, this
means that the Fe–N bond for the HS form was longer in the
acetonitrile solution than that measured in water. Considering
how this goes against conventional thinking regarding the
inuence of solvent on inner-sphere effects, we will need to
revisit this topic later in the discussion.

This specic example notwithstanding, as a rst approxi-
mation, we can still view the solvent response as passive with
respect to the inner-sphere changes accompanying the 5T2 /
1A1 conversion. Solvation, which encompasses interactions
between the solute and solvent that stabilize the solvated
species, is largely electrostatic in nature and can include
interactions such as hydrogen bonding, van der Waals forces,
etc. The Gibbs free energy of solvation (DGsolv) can be estimated
with the Born equation (eqn (3)),65

DGsolv ¼ �z2e2NA

8p30r

�
1� 1

3r

�
(3)

where z, e, 30, and 3r are as described previously, r is the radius of
the solute (in m), and NA refers to the Avogadro constant (in
mol�1). In this expression, solvation represents the work done
to transfer a spherical solute with uniform charge distribution
from the gas phase to a solvent continuum. Applying this model
to our system, eqn (3) suggests that the LS state should have
a more negative free energy of solvation since it has a smaller
radius (thus a higher positive charge density relative to the HS
form); solvents possessing higher static dielectric constants will
likewise give rise to more favorable (i.e., more negative) values
of DGsolv. While this equation works well when calculating the
solvation energy of monoatomic ions, for example, its veracity is
not as obvious when dealing with the decidedly non-spherical
nature of transition metal complexes where the charge may
not be distributed evenly across the entire molecule. To assess
the role of solvation in the 5T2 / 1A1 ground state relaxation
process, we therefore employed density functional theory (DFT)
coupled with a polarizable continuummodel (PCM) to calculate
DGsolv of the singlet and quintet states of [Fe(bpy)3]

2+ in
different solvents. The differential solvation energy (DDGsolv)
can then be expressed as in eqn (4),

DDGsolv ¼ DGproduct
solv � DGreactant

solv (4)

which, for our system, represents the difference in the free
energy of solvation between the LS (product) and HS (reactant)
forms of the molecule.

Although the solvation model based on density (SMD)66,67

represents a generally accepted option for computing solvation
energy, no correlation between the ground state recovery life-
time and DDGsolv was observed (Fig. S17†). As a second option,
Chem. Sci., 2020, 11, 5191–5204 | 5197
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Fig. 5 Correlating the estimated change in DGsolv (DDGsolv, eqn (4)) between the HS and LS states of [Fe(bpy)3]
2+ with (a) the static dielectric

constant and (b) the time constants for ground state recovery in alcohol-based (red circles), nitrile-based (blue squares), and diol-based (green
diamonds) solutions. The result for water (black triangle) is listed in both, but is not included in any of the linear fits.
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we employed the conductor-like polarizable continuum model
(CPCM)29,30 with solvent properties (from Table S1†) added to
the input le for each solvent individually. As predicted by eqn
(3), the estimated solvation energies are indeed more negative
for the LS state than the HS state (Table S4†); no signicant
correlation with DDGsolv is immediately obvious between the
estimated differential solvation energy and the time constant
for ground state recovery, that is, until the data are again
separated into solvent families in a manner suggested by Fig. 2b
(see Fig. S19b†). The similarity is especially striking in Fig. 5,
where the calculated values for DDGsolv are plotted with respect
to the static dielectric constant of the solvent (Fig. 5a) and the
experimentally measured time constants for 5T2 / 1A1

conversion (Fig. 5b). The data clearly reveal a correlation
between DDGsolv and the kinetics of ground state recovery
(Fig. 5b): as DDGsolv becomes more negative, the rate constant
for the 5T2 /

1A1 relaxation process (i.e., sobs
�1) increases.

Given the correlations highlighted in Fig. 5, we posited that
the change in molecular volume concomitant with the HS-to-LS
conversion (DV) could be manifesting as an outer-sphere
Table 3 Comparison of relaxation times for [Fe(R-bpy)3]Br2 as a functio

Ground state recovery (ps)

[Fe(bpy)3]Br2 [Fe(dmb)3]Br

Water 675 � 10 860 � 10
Methanol 985 � 20 1210 � 10
Acetonitrile 1015 � 15 1285 � 10
Ethanol 1015 � 10 1210 � 10
2-Propanol 1045 � 15 1225 � 10
1-Butanol 1060 � 20 1285 � 10

a [Fe(dtbbpy)3]Br2 is soluble, but not stable in water.

5198 | Chem. Sci., 2020, 11, 5191–5204
contribution to the overall reorganization energy due to
changes in the energetics of solvent–solute and/or solvent–
solvent interactions as the system relaxes back to the ground
state. One way to probe this would be to examine the dynamics
of ground state recovery across a homologous series of
compounds in which this volume change is varied. If the
observations we have documented originate from a given
solvent's response to DV between the HS and LS states, then
studying Fe(II) complexes with differing molecular volume
changes should result in different slopes for DDGsolv when
compared to static dielectric constant. Therefore, we
prepared three additional complexes to test this hypothesis:
[Fe(dmb)3]Br2, [Fe(5,50-dmb)3]Br2, and [Fe(dtbbpy)3]Br2 (Chart
1). The molecular volumes of the ground states of these
complexes (as calculated68 from their crystal structures28) rank
as follows: [Fe(bpy)3]

2+ (404.90 Å3) < [Fe(5,50-dmb)3]
2+ (489.54 Å3)

� [Fe(dmb)3]
2+ (489.61 Å3) < [Fe(dtbbpy)3]

2+ (748.06 Å3). The
change in the Fe–N bond length between the HS and LS states is
expected to be roughly the same for all four of these complexes,
so an increase in the molecular volume of the ground state will
n of solvent

2 [Fe(5,50-dmb)3]Br2 [Fe(dtbbpy)3]Br2

635 � 10 N/Aa

1010 � 10 1035 � 10
1040 � 10 1055 � 10
1045 � 10 1125 � 10
1065 � 10 1235 � 10
1130 � 10 1300 � 10

This journal is © The Royal Society of Chemistry 2020
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Fig. 7 Visualization of the extent of ligand coverage of the coordi-
nation sphere of [Fe(bpy)3]

2+ in its low-spin (left) and high-spin (right)
configurations.
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translate into a larger value for DV associated with ground state
recovery.

Time-resolved absorption data for ground state recovery
were acquired for all four of these compounds; given that the
data presented in Fig. 2 clearly show strong correlations within
particular families of solvents, for this study we chose to focus
on the alcohol series based on the larger number of solvents
available and the (relatively) broad range in static dielectric
constants that can be accessed. The measured time constants
are listed in Table 3. Upon inspection, we note that there is
a signicant difference in the lifetime of the 5T2 state for
[Fe(dmb)3]

2+ relative to [Fe(bpy)3]
2+ in all of the solvents

studied. The difference is more or less uniform across the
solvent series, suggesting that this is an intrinsic feature of the
compound rather than a solvent effect. Previous work from our
group has shown that there is, in fact, a small shi in the zero-
point energy difference between the LS and HS states upon the
introduction of methyl groups at the para positions of the
pyridyl rings.20 Specically, those variable-temperature time-
resolved absorption studies revealed that the dmb ligand
presents a slightly smaller ligand eld to Fe(II) than bpy,
leading to a reduction in the 5T2/

1A1 energy gap and a longer
excited state lifetime, in accordance with the model depicted
in Fig. 3. The weaker ligand eld is due to increased p dona-
tion from the more electron-rich dmb ligand, an effect that is
largely absent for [Fe(5,50-dmb)3]

2+ due to the nodes in the p

system of bipyridine at the meta positions of the rings (hence,
the similarity in lifetimes between [Fe(bpy)3]

2+ and [Fe(5,50-
dmb)3]

2+).69 Spectroscopic studies of Co(III) analogs of these
compounds have since conrmed these conclusions,70 again
reinforcing the notion that these small effects are ligand eld
in nature as opposed to solvent-driven.
Fig. 6 Time constants for ground state recovery (i.e., 5T2 / 1A1

conversion) for [Fe(bpy)3]Br2 (red diamonds), [Fe(dmb)3]Br2 (yellow
triangles), [Fe(5,50-dmb)3]Br2 (green squares) and [Fe(dtbbpy)3]Br2
(blue circles) in alcohol-based solutions, normalized to each com-
plex's ground state recovery lifetime in methanol. The solid line
between each data point is not a fit but is merely present to guide the
eye. The inset shows the raw data listed in Table 3. See text for further
details.

This journal is © The Royal Society of Chemistry 2020
Given this small electronic perturbation, the effect of solvent
on the ground state recovery dynamics of this system can bemore
clearly illustrated by normalizing the time constants for all of the
Fe(II) compounds to a single value in one of the solvents, thereby
allowing trends arising from changes in the solvent to become
more evident: this is depicted in Fig. 6 (with the original data
fromTable 3 provided in the inset).While small differences in the
effective slope can be seen across [Fe(bpy)3]

2+ and the methylated
analogs, a much more dramatic effect is visible for
[Fe(dtbbpy)3]

2+, which is, of course, the compound possessing
a discontinuously larger change in molecular volume relative to
the other three compounds in the series.

While the data plotted in Fig. 6 are wholly consistent with
our hypothesis linking changes in molecular volume to outer-
sphere contributions of the reorganization energy, there exists
the possibility that the difference in the change in molecular
volume may alter the extent of solvent access to the primary
coordination sphere. If this were indeed the case, then the
solvent effect would be more properly considered to contribute
to inner-sphere as opposed to being purely outer-sphere in
nature. Although we have not acquired time-resolved X-ray data
on these complexes (which would allow us to probe this ques-
tion in a manner similar to Liu et al. for solutions of
[Fe(bpy)3]

2+),47 we can use a computational approach to gain
a better sense of the degree to which exposure of the Fe(II) metal
Table 4 Calculated average metal–ligand bond distances (Å), angles
(�), and G values (%) for [Fe(bpy)3]

2+ in its LS and HS states in alcohol
solutionsa

Fe–N (Å) N–Fe–N (�) G value (%)

LS state in methanol 2.00 144.33 96.16
HS state in methanol 2.20 130.43 85.34

LS state in ethanol 2.00 144.10 95.95
HS state in ethanol 2.20 130.29 85.29

LS state in 2-propanol 2.01 143.92 95.96
HS state in 2-propanol 2.20 130.11 85.17

LS state in 1-butanol 2.01 143.83 95.91
HS state in 1-butanol 2.21 130.02 85.14

a Using optimized structures from DFT calculations with CPCM to
represent the solvent.

Chem. Sci., 2020, 11, 5191–5204 | 5199
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Table 5 Calculated average metal–ligand bond distances (Å), angles
(�), and G values (%) for the series of Fe(II) polypyridyl complexes
depicted in Chart 1a

Fe–N (Å) N–Fe–N (�) G value (%)

[Fe(bpy)3]
2+ (LS) 2.03 142.29 95.01

[Fe(bpy)3]
2+ (HS) 2.23 128.57 84.16

[Fe(dmb)3]
2+ (LS) 2.02 142.25 95.09

[Fe(dmb)3]
2+ (HS) 2.23 128.56 84.16

[Fe(5,50-dmb)3]
2+ (LS) 2.03 142.39 94.98

[Fe(5,50-dmb)3]
2+ (HS) 2.23 128.61 84.20

[Fe(dtbbpy)3]
2+ (LS) 2.02 142.41 95.20

[Fe(dtbbpy)3]
2+ (HS) 2.23 128.55 84.16

a Using optimized structures from DFT calculations in vacuum, i.e., no
solvent continuum applied.
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center changes between the HS and LS forms of these
compounds. This should allow us to assess whether differences
in direct access to the metal by the solvent may be inuencing
our observations.

Fig. 7 presents a visualization of the volume occupied by the
coordinated bipyridine ligands for the DFT-optimized struc-
tures of [Fe(bpy)3]

2+ in its LS and HS forms using the Solid-G
approach described by Guzei and Wendt.71 This method
essentially allows one to assess the degree of total coverage
imposed by the ligands, which, in turn, gives an indication of
the extent of metal-ion accessibility. It can be seen by inspection
of Fig. 7 that there is indeed a difference in this accessibility
between the LS and HS forms of [Fe(bpy)3]

2+. If we look at the
actual magnitude of the so-called “G” value – which is a more
quantitative measure of the shielding of the metal center
provided by the ligands – in methanol, for example, there is
a decrease from �96% in the 1A1 state to �85% in the 5T2 state
(Table 4). In other words, there is an 11% difference in the
degree of exposed metal between the two spin states.

What is more striking – and more relevant to the present
discussion – is the fact that this change in metal accessibility is
essentially invariant not only for [Fe(bpy)3]

2+ across the range of
solvents we examined (Table 4), but also for all of the molecules
examined in this study (Table 5). This appears to be due in large
part to the fact that the substituents merely extend the ligand
structure outward rather than blocking cavities that could
provide direct access to the metal center (hence the similarity in
G values in all the alkyl-substituted complexes as compared to
[Fe(bpy)3]

2+). Since there is no signicant change in the
percentage of the metal center le unshielded across these
complexes, any direct interactions between solvent molecules
and themetal center, if they exist, are unlikely to be the origin of
the trends illustrated in Fig. 6.

Based on all of the results we have presented, we believe that
the most likely origin of the solvent effect reected in the data
shown in Fig. 1 is an outer-sphere contribution to the reorga-
nization energy associated with the 5T2 / 1A1 conversion.
5200 | Chem. Sci., 2020, 11, 5191–5204
Specically, we suggest that the large change in molecular
volume that accompanies ground-state recovery in this class of
chromophores is forcing a change in the energetics of solvent-
solvent and/or solvent-solute interactions sufficient to modulate
the kinetics associated with this (largely intramolecular)
process.
Revisiting the dynamics of [Fe(bpy)3]
2+ in aqueous solution

As a nal point, we return briey to a discussion of the ground
state recovery dynamics of [Fe(bpy)3]

2+ in water. The results we
have described paint a consistent picture wherein changes in
outer-sphere reorganization energy contributions from the
solvent can explain the variation in the time constant for
ground state recovery in [Fe(bpy)3]

2+ depicted in Fig. 1 with one
glaring exception: water. We are not the rst to identify that
water appears to interact with and/or inuence the dynamics of
this system in a manner distinct from all other solvents. In
2010, Lawson Daku and Hauser published an ab initio molec-
ular dynamics study of [Fe(bpy)3]

2+ in aqueous solution with the
goal of exploring the inuence of solvent on its excited state
dynamics.72 An analysis of the radial distribution functions
(g(r)) associated with the oxygen and hydrogen atoms of water in
relation to their distance from the metal center suggested that
water molecules intercalate between the bpy ligands. The
depiction of the HS state in Fig. 7 clearly shows that, although
the metal center is signicantly shielded from its environment
by the bipyridyl ligands, one can easily imagine a small mole-
cule such as water wedging itself into and/or out of the
compound's primary coordination sphere via the small chan-
nels evident in this representation.

The calculations of Lawson Daku and Hauser actually
suggest that water molecules are expelled upon conversion from
the LS state to the HS state, a somewhat counterintuitive result
given the increasedmetal accessibility evident in the right panel
of Fig. 7. Computational work by Das et al. came to the same
conclusion as Lawson Daku and Hauser, although they suggest
that the effect is electronic in origin as opposed to structural.73

The time-resolved X-ray absorption, emission, and diffuse
scattering studies previously alluded to have since supported
the idea of water molecules being expelled, as data could only be
t when incorporating an increase in the solvent density of the
bulk solvent.74–76 A more recent study by Lawson Daku with
improved resolution now suggests that more solvent molecules
can be found in the HS state than the LS state,77 which would be
qualitatively more consistent with chemical intuition based on
inspection of Fig. 7. While the details surrounding this issue
still appear to be a somewhat open question, there is a broad
consensus that there are specic solvent–solute interactions
between water and [Fe(bpy)3]

2+ that are perturbing the primary
coordination sphere of the complex, which, in turn, would be
expected to inuence the excited state dynamics of the
compound in a manner quite distinct from that of other solvent
systems.

In order to explore this notion of water as something of an
outlier in the context of our study, we carried out a series of
dilution studies involving mixtures of water and acetonitrile to
This journal is © The Royal Society of Chemistry 2020
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Fig. 8 (a) Time-resolved absorption data for ground-state recovery of [Fe(bpy)3]Br2 in binary solvent mixtures of water (H2O) and acetonitrile
(MeCN) following 1A1 /

1MLCT excitation at 550 nm. (b) Fit of the time constants obtained from the data in part (a), showing a linear correlation
between the kinetics of ground state recovery and the mass percentage of acetonitrile in the solvent mixture. The data point for pure water (i.e.,
0% acetonitrile) was not included in the fit.

Fig. 9 Ground state electronic absorption spectra for [Fe(bpy)3]Br2 in
water (red), methanol (yellow), ethanol (green), and 2-propanol (blue).
The spectra have been normalized at 505 nm to highlight changes to
the MLCT band structure across the solvents.
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see what effect various (relative) concentrations of water would
have on the ground state recovery dynamics of [Fe(bpy)3]

2+. The
results of this study are shown in Fig. 8. Starting with pure
acetonitrile, successive addition of water to the solvent mixture
results in a monotonic decrease in the ground state recovery
lifetime i.e., an increase in the rate constant for 5T2 / 1A1

conversion. These additions of water systematically increase the
overall static dielectric constant of the solvent (Table S6†),78 so
this correlation is wholly consistent with the data and analyses
that we have presented herein. An obvious discontinuity in this
behavior occurs when we move to a purely aqueous environ-
ment, a strong indication that water has a unique effect on the
photophysics of this system. This notion is further supported
This journal is © The Royal Society of Chemistry 2020
when one examines the ground state absorption spectrum of
[Fe(bpy)3]

2+ across the alcohol solvent series (Fig. 9). There are
small variations in the band position and band shape of the 1A1

/ 1MLCT absorption envelope for these solvents, which is to be
expected given that charge transfer features are well-known to
be sensitive to changes in the static dielectric constant of the
solvent. What is striking, however, is the difference in the
absorption proles between the aqueous solution and the other
solvents represented in Fig. 9. Specically, the spectrum of
[Fe(bpy)3]

2+ in aqueous solution is characterized by
a pronounced enhancement of what was a mild shoulder at
490 nm in the alcohol-based solutions, while at the same time
exhibiting a somewhat larger shi of the main absorption
feature to lower energy. We suggest that this change in the
vibronic structure is an indication of a solvent-specic interac-
tion between water and [Fe(bpy)3]

2+, wherein the water mole-
cules are interacting directly with the metal center and/or
primary ligand environment of the complex in a manner wholly
distinct from other solvents. In this regard, we believe that the
inuence of water on the excited state dynamics of [Fe(bpy)3]

2+

is correspondingly unique, manifesting itself in both inner- and
outer-sphere contributions to the system as opposed to the
purely outer-sphere effects that we believe give rise to the effects
we have documented herein for other solvent systems.
Concluding comments

Generally speaking, the dynamics of interconversion among
ligand eld excited states are expected to be largely insensitive
to changes in the solvent environment due to the fact that, for
a coordinatively saturated metal complex, the ligands largely
insulate the metal ion from the surrounding environment. It
was for this reason that the observation of a nearly 2-fold
change in the dynamics for ground state recovery in
[Fe(bpy)3]

2+, while modest in an absolute sense, was
Chem. Sci., 2020, 11, 5191–5204 | 5201
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nevertheless unexpected. An empirical correlation was found
between the measured time constant for 5T2 / 1A1 relaxation
and the static dielectric constant, a correlation that became
signicantly more pronounced once the solvents were grouped
according to their type, e.g., alcohols versus diols versus nitriles,
etc. Various origins for this observation were examined,
including ion pairing perturbations to the zero-point energy
difference between the two electronic states as well as direct
solvent interaction with the metal center. Ultimately, it was
concluded that the rate for this process was likely being inu-
enced by changes to outer-sphere contributions from the
solvent to the overall reorganization energy of the relaxation
process in response to the large geometric change that charac-
terizes the transition from a HS Fe(II) compound to its LS form.
In effect, the perturbations in these interactions induced by the
intramolecular dynamics of the chromophore were sufficient to
manifest as a change in the kinetics of ground state recovery.

Although our data and analysis yield a self-consistent
picture, the conclusions we have presented are necessarily
qualitative in nature owing to the fact that we have represented
the solvent throughout as a dielectric continuum. We believe
that the correlation between excited state dynamics and solvent
dielectric constant that has been documented is simply
reecting much more complex changes associated with the
solvent concomitant with the intramolecular dynamics of the
chromophore. A proper assessment of these changes – which
would provide tremendous insight into the details of how
solvent couples to this sort of process – would require a molec-
ular-level description of the solvent interacting with these
complexes. Such an analysis is beyond the scope of the present
study. That said, we believe that the driver for these outer-
sphere effects is the intercongurational nature of the HS-to-
LS conversion. Although the structural changes that dene
a HS-to-LS transition in an octahedral d6 complex are among
the largest one will come across in the transition block, the
effect should still be manifest in a fairly wide range of chemical
systems for which excited state processes involve a redistribu-
tion of electrons among s- and p-based bonding/antibonding
orbitals. The potential generality of this phenomenon
suggests that a more detailed examination of these processes is
certainly worth pursuing.
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S. Mukherjee, C. Liu, T. K. Kim, R. W. Schoenlein,
S. H. Southworth, L. Young, E. Jakubikova, N. Huse,
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