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Photoelectron spectroscopy and computational investigations of 
the electronic structures and noncovalent interactions of 
cyclodextrin-closo-dodecaborate anion complexes -CD·B12X12

2− ( 
= α, β, γ; X = H, F) 
Zhipeng Li,a,b,§,‡ Yanrong Jiang,a,‡ Qinqin Yuan,b,§ Jonas Warneke,c Zhubin Hu,a Yan Yang,a Haitao 
Sun,*a,d Zhenrong Sun*a,d and Xue-Bin Wang*b

We report a joint negative ion photoelectron spectroscopy (NIPES) and computational study on the electronic structures 
and noncovalent interactions of a series of cyclodextrin-closo-dodecaborate dianion complexes, -CD·B12X12

2− ( = α, β, γ; X 
= H, F). The measured vertical / adiabatic detachment energies (VDEs / ADEs) are 1.15/0.93, 3.55/3.20, 3.90/3.60, and 
3.85/3.60 eV for B12H12

2− and its α-, β-, γ-CD complexes, respectively; while the corresponding values are 1.90/1.70, 
4.00/3.60, 4.33/3.95, and 4.30/3.85 eV for the X = F case. These results show that the inclusion of B12X12

2− into the CD cavities 
greatly increase the electronic stability of the dianions. The effect of electronic stabilization for β-CD is roughly the same as 
for γ-CD, both being considerably stronger than that for α-CD. Density functional theory (DFT) based geometry optimization 
reveals that B12X12

2− are inserted into CDs increasingly deeper from α-CD to γ-CD. The calculated VDEs and ADEs agree with 
the experiments well, particularly, reproducing the electron binding energy (EBE) trends. The molecular orbital analyses 
indicate that the most loosely bound photodetached electrons origin from the guest B12X12

2− moieties. In addition to a shift 
of all signals to larger EBE, significant changes in the signal patterns are observed. At low EBE, this is due to the splitting of 
highly degenerate B12X12

2− orbitals, while at high EBE, photodetachment from CD oxygens contributes to the new bands. The 
guest B12X12

2− and host CD nocovalent, size-specific interaction based on the independent gradient model (IGM) and energy 
decomposition analysis (EDA), is dominated by electrostatic interactions. The analysis further unravels unambiguously the 
existence of dihydrogen bonding and how it affects the total energy that stabilizes the host-guest complexes of CDs·B12H12

2− 
compared to the general hydrogen bonding interaction in CDs·B12F12

2−. This work clearly exhibits strong influences on the 
electronic structures of dodecaborates upon clustering with CDs, with both size (α-, β-, γ-) and molecular (X = H or F) 
specificities, thus providing critical molecular-level information on the cyclodextrin-closo-dodecaborate interactions of 
interest to medical applications, e.g. Boron neutron capture therapy. 

1. Introduction
The closo-dodecaborate dianions possess icosahedral 

molecular symmetry with highly delocalized charge 
distribution,  exceptional electronic, and thermodynamic 
stability.1-8 Owing to these unique molecular properties, they 
have been widely tested, for examples, as electrolytes in lithium 
batteries9, 10, and building blocks of non-linear optics 
materials,11, 12 with numerous applications, for examples, in 

chemical synthesis,  catalysis,6, 13-16 and boron neutron capture 
therapy (BNCT)17-19. The electronic structures and electron loss 
process of a series of homogeneous closo-dodecaborate 
dianions B12X12

2− (X = H, F, Cl, Br, I, At) have been recently 
studied, confirming their electronic stability in the gas phase 
and further unravelling the critical role and tunability of 
substituent shell X12 in determining their molecular 
properties.20, 21 For the potential application of the B12X12

2− 
dianions in BNCT clinical treatments,  the factors such as high 
stability, high boron content and low toxicity are important.2, 22 
Biological tests revealed that naked dodecaborate anions are 
difficult to penetrate through cell membranes, which 
significantly lowers the boron content within the targeted 
cancer cells.19, 22 

One possible approach for effective delivery of 
dodecaborate dianions into cells is to bind them within the 
cavities of host molecules (to form host-guest inclusion 
complexes) which can mask their chemical signature and 
facilitate passing them through the cell walls. Cyclodextrins 
(CDs) (see Fig. S1 in ESI†) with lipophilic  inner cavities and 
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hydrophilic outer surfaces are well-known as remarkable drug 
delivery agents,23-25 and preliminary tests indicate that they are 
suitable to promote the transport of B12X12

2− into the cells.22 The 
α-CD, β-CD, and γ-CD are a class of macrocyclic oligosaccharides 
consisting of 6, 7, and 8 chair-like D-glucopyranoside units, 
respectively. There are three free hydroxyls in each 
glucopyranoside unit, of which one primary and two secondary 
hydroxyls are located on the small and wide openings of the 
cavities, respectively. The CDs are also demonstrated to be 
remarkable hydrophobic binding pocket for different sized 
anions, preferentially the chaotropic anions of the original 
Hofmeister series26, I3

−27 and the classical Keggin POM ion 
(PMo12O40

3−)28. The strong affinity of dodecaborate clusters 
with the CDs in aqueous solution29, 30 was attributed to the 
chaotropic effect22, 30, 31. The chaotropic effect is the result of 
the significant recovery of the H-bonded water networks upon 
the relocation of the chaotropic dodecaborate dianions from 
the aqueous bulk into the nonpolar binding pocket. However, 
the chaotropic effect cannot play a role in the gas phase where 
the isolated species don’t interact with the surroundings. 
Therefore, it is significant to study the intrinsic properties of the 
binding effect between dodecaborate dianions and the CDs in 
the gas phase complementary to the studies in the condensed 
phase.

Fig. 1 The optimized geometries of CDs·B12X12
2− (X = H and F) 

with the top view (upper panel) and side view (lower panel). The 
B12X12

2− dianions are shown with Stuart model (H in white and F 
in green) and CDs are displayed with ball-stick models with H, 
O, and C atoms in white, red, and turquoise, respectively. 

In this work, a series of gas-phase -CD·B12X12
2− ( = α-, β-, 

γ; X = H, F) dianion complexes (see Fig. 1) were transferred into 
the gas phase via electrospray ionization, and their electronic 
structures were experimentally determined using negative ion 
photoelectron spectroscopy (NIPES). Experimentally-
determined vertical detachment energies (VDEs) and adiabatic 
detachment energies (ADEs) are directly derived from the NIPE 

spectra. Quantum chemical calculations were carried out to 
explore different low-lying isomeric geometries, to calculate 
electron binding energies (EBEs), host-guest binding energies 
(BEs), and to analyze molecular orbitals, and the nature of 
noncovalent interactions of the -CD·B12X12

2− complexes. The 
obtained knowledge about electronic stability, size-, and 
molecular specific noncovalent interactions are valuable 
molecular level information, which may contribute to the 
design of new boron compound delivery agents for applications 
in BNCT. 

2. Experimental methodology and computational 
details
Negative ion photoelectron spectroscopy (NIPES) 
experiments. The experiments were carried out using the PNNL 
size-selected NIPES apparatus that consists of an electrospray 
ionization source, a cryogenic ion trap, and a magnetic bottle 
time-of-flight photoelectron spectrometer32. The spraying 
solutions were prepared by mixing the potassium salts solutions 
of B12H12

2− and B12F12
2− (0.1 mM using 1/3 H2O/CH3OH solvent 

mixture) with the CD solutions (0.1 mM using CH3OH solvent) at 
the ratio of 1:3 and 1:10, respectively. The CD·B12X12

2− 

complexes produced were guided by two RF-only quadruples 
and directed into the cryogenic Paul trap set at 20 K, where they 
were accumulated and thermalized for 20-100 ms by collisions 
with a cold buffer gas (20% H2 balanced in helium) to eliminate 
the hot bands and improve the spectral energy resolution. 
Then, the cryogenically cooled anions were pulsed out into the 
extraction zone of a TOF mass spectrometer for the mass-to-
charge separation and analysis. The desired -CD·B12X12

2− 

complexes were mass-selected and maximally decelerated 
before being photodetached with the 157 nm (7.866 eV) 
photons from an F2 excimer laser. The detached photoelectrons 
were collected with almost 100% efficiency by the magnetic 
bottle and analyzed in a 5.2 m long electron flight tube. The 
laser was operated at 20 Hz with the ion beam off at alternating 
laser shots, affording shot-to-shot background subtraction.  
Those obtained TOF spectra were converted to the electron 
kinetic energy spectra, calibrated with the known spectra of I− 
and Au(CN)2

−. The electron binding energy (EBE) spectra were 
obtained by subtracting the kinetic energies from the 
detachment photon energy. The energy resolution was 
approximately 20 meV (full width at half maximum) for 
electrons with 1 eV kinetic energy.
Computational details. Hundreds of molecular configurations 
were initially generated using the Molclus33 code, followed by 
preliminarily semi-empirical optimization at the PM6-DH+34 
level using MOPAC program.35 About 40 low-lying isomers of 
CDs·B12X12

2− (X = H, F) complexes were selected and optimized 
at the B3LYP36, 37-D3(BJ)38/6-31G(d)39, 40 level and these isomers 
are sorted again by energy at the present optimization level. 
And at least 10 low-lying isomers were selected to re-optimize 
at the M062X41-D342/6-311G(d,p)43-45 level to ensure the 
lowest-lying geometries shown in Fig. 1 being identified. 
Optimization using the mixed basis set (anionic B12X12

2− (X= H, 
F) with 6-311+G(d,p) and neutral α-CD with 6-311G(d,p)) were 
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performed, showing negligible effect by adding diffuse 
functions (see details in the ESI†). The self-consistent-filed (SCF) 
energies of the optimized B12X12

2−, CDs·B12X12
2− and their 

corresponding monoanions were obtained at the M062X-D3/6-
311+G(d,p)44-47 level. The theoretical vertical detachment 
energies (VDEs) were determined as the energy differences 
between the corresponding monoanions and dianions both at 
the dianions’ optimized geometries, and the theoretical 
adiabatic detachment energies (ADEs) were obtained as the 
energy difference between the corresponding monoanions and 
dianions based on their respective optimized geometries with 
zero-point energy (ZPE) corrections. For comparison, the 
geometry optimization and single point energy calculation were 
also carried out using the PBE048 functional with the D3(BJ) 
dispersion correction as shown in Tab. S2 in the ESI†. The 
intermolecular interaction energies, i.e., binding energies (BEs) 
between B12X12

2− and CDs, were calculated as the energy 
differences between the energies of the CDs·B12X12

2− complexes 
and the sum of the energies of B12X12

2− and CDs with the basis 
set superposition error (BSSE) corrections using the 
counterpoise method of Boys and Bernardi49. To give an 
intuitive understanding of the noncovalent interactions in the 
CDs·B12X12

2− complexes, an independent Gradient Model 
(IGM)50, 51 analysis based on the electron density gradient 
employing pro-molecular density was performed using the 
Multiwfn code52. This model can provide a visual expression on 
the noncovalent interactions in molecular systems. The energy 
decomposition analysis was further performed by the 
symmetry adapted perturbation theory (SAPT) at the 
SAPT0/jun-cc-pVDZ level53-55 using PSI4 code56 and based on 
AMBER force field57 (B atom based on UFF force field58), 
respectively. All the DFT calculations were carried out with the 
Gaussian 16 software59.

3. Photoelectron spectra of B12X12
2− and 

CDs·B12X12
2− (X = H, F)

The 20 K 157 nm NIPE spectra of B12H12
2− and its α-, β-, γ-

CD complexes are shown in Fig. 2 (a-d), and the corresponding 
B12F12

2− spectra are presented in Fig. 2 (e-h), respectively. 
Compared to bare B12X12

2−, all complex spectra exhibit 
significant blue shifts in EBE, broader and less resolved spectral 
bands with new intense bands emerged starting at ~1.5 eV 
above the first spectral features. The experimental VDEs were 
measured from the maximum of the first spectral band in each 
spectrum, while the experimental ADEs were estimated from 
the spectral onset threshold plus the instrumental resolution as 
indicated by the gray dashed and dotted lines, respectively. As 
shown in Fig. 2 and listed in Tab. 1, the binding interactions 
between the CD cavities and B12X12

2− greatly stabilize the 
B12X12

2− dianions electronically. Compared to the free B12H12
2− 

dianion, the VDE increases by 2.40, 2.75, and 2.70 eV for α-, β-, 
and γ-CD·B12H12

2−, respectively; while the corresponding VDE 
increases for the B12F12

2− case are 2.10, 2.43, and 2.40 eV, 
respectively. Similar ADE increases upon clustering B12X12

2− with 
CDs are observed, i.e., 2.27, 2.67, 2.67 eV for α-, β-, and γ-

CD·B12H12
2−, and 1.90, 2.25, and 2.15 eV for α-, β-, and γ-

CD·B12F12
2−, respectively. It can be seen that each CD stabilizes 

B12H12
2− ca. 0.3 eV more than B12F12

2−, and β-CD and γ-CD exhibit 
similar stabilization. Both are ~ 0.3 eV larger than that of α-CD.  
The absolute VDEs and ADEs of all CDs·B12F12

2− complexes are 
larger than those of the corresponding CDs·B12H12

2− by ~ 0.5 eV. 
Therefore, it is evident that the intermolecular interactions 
between CD and B12X12

2− strongly depend on the host size (α, β, 
γ) and guest identity (X = H or F).  

Fig. 2 The measured NIPE spectra of (a) B12H12
2−, (b) α-

CD·B12H12
2−, (c) β-CD·B12H12

2−, (d) γ-CD·B12H12
2−, (e) B12F12

2−, (f) 
α-CD·B12F12

2−, (g) β-CD·B12F12
2−, (h) γ-CD·B12F12

2− taken with 157 
nm (7.866 eV) photons. The gray dashed and dotted lines 
designate the spectral EBE positions from which the VDEs and 
ADEs are determined, respectively. The short color-coded bars 
below the spectra of bare B12X12

2− denote the highly degenerate 
Hartree-Fock (HF) occupied molecular orbitals (MOs). The color-
coded short vertical bars below each -CD·B12X12

2− spectrum 
denote the pseudo-degenerated HF MOs density of states (DOS) 
spectra. The green, blue, and red solid bars represent the MOs 
dominated by boron-centered orbitals, boron and 
hydrogen/fluorine mixed orbitals, and oxygen orbitals in CDs, 
respectively. The DOS plots were obtained by shifting orbital 
energies to lower EBE so that the HOMO energy fits the the 
experimental VDEs60.
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Tab. 1 The experimental and calculated VDEs and ADEs (in eV) of B12X12
2− and CDs·B12X12

2− (X = H, F) at the M062X-D3/6-311+G(d,p) 
level. The experimental ΔVDEs and the calculated BEs (in eV) between the B12X12

2− dianions and CDs are also listed for comparison. 
The mean absolute deviations (MADs) of calculated VDEs and ADEs for CDs·B12X12

2− are shown with respect to the corresponding 
experimental values.

VDE ADE

Expt. Calc. Expt. Calc.
ΔVDE (Expt.) BE (Calc.)

B12H12
2− 1.15 ± 0.05 1.44 0.93 ± 0.05  1.04 - -

B12F12
2− 1.90 ± 0.05 2.43 1.70 ± 0.05 1.70 - -

α-CD·B12H12
2− 3.55 ± 0.10 3.17 3.20 ± 0.10  2.55 2.40 3.65

β-CD·B12H12
2− 3.90 ± 0.10 3.96 3.60 ± 0.10  3.27 2.75 5.28

γ-CD·B12H12
2− 3.85 ± 0.10 4.16 3.60 ± 0.10  3.24 2.70 5.57

α-CD·B12F12
2− 4.00 ± 0.10 4.06 3.60 ± 0.10  3.31 2.10 3.10

β-CD·B12F12
2− 4.33 ± 0.10 4.76 3.95 ± 0.10  3.79 2.43 4.64

γ-CD·B12F12
2− 4.30 ± 0.10 4.67 3.85 ± 0.10  3.90 2.40 4.50

MAD 0.27 0.31

4. Theoretical results and discussion
4.1 Geometric structures of CDs·B12X12

2− (X = H and F)

The geometries of isolated B12X12
2− and α-, β-, γ-CD were 

optimized at the M062X-D3/6-311G(d,p) level and are shown in 
the ESI† (Fig. S1).  Both B12H12

2− and B12F12
2− possess regular 

icosahedral structures, in accord with the previous studies20, 21. 
The cavity of the free CD molecule becomes larger with 
increasing glucopyranoside units. Fig. 1 displays the optimized 
geometries of α-, β-, γ-CD·B12X12

2− (X = H and F) complexes, 
obtained at the M062X-D3/6-311G(d,p) level. It is evident that 
the B12X12

2− dianions are embedded into the wider openings of 
various CDs at different depths. The embedding extents, i.e., the 
deviation from total inclusion, defined as the distances between 
the centroids of two fragments, are calculated as 3.14, 1.57, 
0.12 Å for α-, β-, γ-CD·B12H12

2−,  and 3.55, 1.99, 0.12  Å for α-, β-, 
γ-CD·B12F12

2−,  respectively. Clearly, the B12X12
2− guest is inserted 

into the CD host increasingly deeper from α to β and to γ. The 
strong interactions between B12X12

2− and CDs are inevitably 
accompanied by the distortions of the geometries of each 
fragment. In order to quantitatively characterize the overall 
deformation of geometries for the free B12X12

2− dianions vs. 
B12X12

2− in CDs·B12X12
2− and the free CDs vs. CDs in CDs·B12X12

2−, 
the index of root mean square displacement (RMSD) is 
calculated according to the following equation:

𝐑𝐌𝐒𝐃 =
𝟏
𝑵

𝒏 𝒂𝒕𝒐𝒎𝒔

∑
𝒊

[(𝒙𝒊 ― 𝒙 ′
𝒊)

𝟐 + (𝒚𝒊 ― 𝒚 ′
𝒊)

𝟐 + (𝒛𝒊 ― 𝒛 ′
𝒊)

𝟐]
where x, y and z denote the coordinates of atoms in the 
optimized geometries. The calculated RMSDs are shown in Tab. 
S1 in ESI†. The RMSDs of B12X12

2− are among 0.018 to 0.066 Å, 
suggesting that the geometries of the B12X12

2− dianions remain 
almost unchanged after binding with the CD hosts. The 
geometries of CDs change significantly with much larger RMSDs 
of 0.150 to 1.473 Å. The larger the size of the CD is, the more 
significant geometric distortion of CD will occur after binding 
with the B12X12

2− guest. This is easily understood by the fact that 
the flexibility of CDs increases with their size, and their shape is 
sensitive to the interactions with the very rigid B12X12

2− dianions.

4.2 Calculated VDEs, ADEs, and intermolecular BEs

In order to make a direct comparison to the experimental 
results, the theoretical VDEs, ADEs are calculated at the M062X-
D3/6-311G+(d,p) level, and are listed in Tab. 1. For B12X12

2− (X = 
H, F), their theoretical VDEs and ADEs were calculated using 
highly correlated Coupled Cluster with Single, Double and a 
perturbative estimate of Triple excitations [CCSD(T)] and  IP/EA-
EOMCCSD methods in two previous publications20, 21, and the 
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values obtained agreed excellently with the experimental 
results. However, the extremely high computational cost of 
CCSD(T) and IP/EA-EOMCCSD methods prevents their 
application to the large complex systems studied in this work. 
Alternatively, the M062X functional, which has been 
demonstrated its superiority in non-covalent interaction 
systems,61 provides a good balance between accuracy of the 
results and computational cost. As shown in Tab. 1, compared 
to the experimental data, the mean absolute deviations (MADs) 
of the calculated VDEs and ADEs of CDs·B12X12

2− are 0.27 eV and 
0.31 eV, respectively, indicating the theoretical results are in 
overall good agreement with the trends of experimental 
measurements. The reliability of the current method (i.e. 
M062X functional) for -CD·B12X12

2− complexes was confirmed 
with the slightly smaller mean absolute errors (MAD = 0.25 eV) 
with respect to the experimental data by comparing with the 
results from the popular PBE0 functional (MAD = 0.29 eV) in 
Tab. S2. Besides the global minimum, low-lying isomers of each 
complex were also identified, and their VDEs and the index of 
root mean square displacements (RMSDs) compared with the 
lowest-lying structures are listed in Tab. S3. The VDEs of 
different low-lying isomers are close to that of the lowest-lying 
structures from 0.07 eV to 0.41 eV with the RMSDs of 0.002 to 
0.37 Å. The results indicate that these low-lying isomers may 
coexist in the experiments and contribute to the broadness of 
the CDs·B12X12

2− spectra, albeit the fact that the low 
temperature tends to suppress entropic effects which might be 
crucial for flexible molecules like CD at room temperature. 

As shown in Tab. 1, the intermolecular binding strength 
between α-, β-, γ-CD and B12H12

2− are 3.65, 5.28 and 5.57 eV, 
respectively. These corresponding values for the CDs with 
B12F12

2− are 3.10, 4.64, 4.50 eV and therefore smaller. They are 
in the range of 3.10 to 5.57 eV, that are significantly larger than 
the corresponding experimental ΔVDE values (2.10 to 2.75 eV).

Estimation of the binding energy of a neutral molecule N 
with an anion An− based on NIPES spectra has been reported 
before.62, 63 A lower limit of the binding energy can be estimated 
from the EBE increase of N·An− complex relative to the EBE of 
An−, if the interaction energy between N and A(n-1)− is negligible 
(see Fig. S2 in ESI†). This condition can be reasonably fulfilled if 
the anion is singly charged (n=1). However, [B12X12]2− ions are 
doubly charged and the interaction energy between the CDs 
and the incorporated anion [B12X12]•− is substantial. The 
calculated binding energies between CDs and [B12X12]•− at the 
same DFT level amount to 1.4 to 2.8 eV (i.e., 1.91, 2.76, 2.85 eV, 
and 1.41, 2.26, 2.24 eV for α-, β-, γ-CD interacting with [B12H12]•− 
and [B12F12]•−, respectively, Tab. S4). Therefore, the EBE 
increases are considerably smaller than the binding energies of 
CDs with [B12X12]2− dianions as shown in Tab. 1. It should be 
pointed out that although the absolute numbers are different, 
the trend of EBEs, obtained from the experiments, does 
parallel the trend of the calculated binding energies (Tab.1). 
Therefore the NIPES experiments are able to make qualitative 
suggestions on how well the guest molecules fit in the host 
cavities: the better the structural match is, the higher the 
binding energies (or EBEs) will be. 

4.3 Molecular orbitals analyses

The NIPE spectral bands can be qualitatively revealed as 
successive removals of electrons from the frontier occupied 
MOs in light of Koopmans ’  theorem64. It is instructive to 
compare the resulting density of states (DOS) of the anion to 
the observed spectrum. The DOS of B12X12

2− dianions and -
CD·B12X12

2− complexes are calculated at the HF/6-311+G(d,p) 
level and  shown in Fig. 2. The MOs of isolated B12X12

2− are highly 
degenerated due to their icosahedral (Ih) symmetry as shown in 
Fig. 2 (a) and (e). The binding of CDs breaks the Ih symmetry of 
B12X12

2−. As a consequence, the degenerated orbitals split up in 
energy. As shown in the shifted DOS spectra (Fig.2 (b-d) and (f-
h)), the groups of MOs at the position of HOMOs were pseudo-
degenerated within 0.18 eV for CDs·B12H12

2− and 0.17 eV for 
CDs·B12F12

2−. The HOMO−1 locates far away from the HOMO for 
B12F12

2− with a difference of 4.21 eV, while a much closer 
energetic difference (1.24 eV) between HOMO and HOMO−1 is 
observed for B12H12

2−. A similar case is also found in the -
CD·B12H12

2− complexes, where pseudo-degenerated HOMO−1 
and HOMO are derived from the borate with the energy 
differences of 0.99 to 1.12 eV. For CD·B12F12

2− complexes, the 
situation changes with the HOMO-1 MOs derived from the 
oxygen p orbitals from CDs, at the energy level of 1.45 to1.91 
eV deeper than the pseudo HOMO. 

Fig. 3 The plots for highest occupied molecular orbitals 
(HOMOs) of B12X12

2− and CDs·B12X12
2− (X = H, F) (isovalue = 0.03). 

Fig. 3 and Fig. S3 show the corresponding frontier 
molecular orbitals for B12X12

2− dianions and -CD·B12X12
2− 

complexes. Both HOMOs of B12H12
2− and B12F12

2− are boron-
centered while there is also small contribution from the fluorine 
shell to the HOMO for B12F12

2−. The plots of the sets of highest 
lying orbitals of CDs·B12X12

2− (within 0.3 eV of the HOMO) do 
appear similar to the highly degenerate HOMO of the 
corresponding bare B12X12

2− dianions, suggesting that the 
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photoelectrons corresponding to the first spectral bands are 
mainly detached from the inner boron-centered cores 
(corresponding to the green vertical bars in the DOS spectra in 
Fig. 2). The second set of orbitals of CDs·B12H12

2− predominately 
consists of boron and hydrogen-mixed orbitals (blue vertical 
bars) and the further lower-lying MOs correspond to the oxygen 
occupied orbitals from CDs (red vertical bars). However, in the 
case of CDs·B12F12

2−, all lower-lying MOs  than those associated 
with the highly degenerate HOMO in the bare ion are mainly 
composed of the CD oxygen occupied orbitals (See Fig. S4). The 
much larger HOMO and HOMO−1 energy separation in 
CDs·B12F12

2− (1.45 to 1.91 eV) than that in CDs·B12H12
2− (0.99 to 

1.12 eV) and the fact that HOMO-1 in the former consists of the 
oxygens of CDs, while of the boron core in the latter, provide a 
qualitative explanation for observing a well-defined 1st spectral 
band in the former while an intense and less-resolved band for 
the latter. In both cases, the spectral bands at high EBE are 
primarily attributed to the ionization on oxygens occurring on 
CDs. It is worth noting that the energy of highest lying CD 
orbitals (red vertical bars) for CDs·B12F12

2− (< 6 eV) is smaller 
than that for CDs·B12H12

2− (> 6 eV) (Fig.2). This is due to the fact 
that the more negative charges are accumulated in the F shell 
in the former than the H shell in the latter shown in Fig. S5. The 
more negative charges on the ligand shell will push up the O 
orbital level from CD. Therefore the experimental spectrum is 
not only able to indicate how strong the host-guest interaction, 
as discussed above in section 4.2, but also encodes direct 
electronic structure information and charge distribution of the 
complex.  

4.4 The noncovalent interaction between B12X12
2− (X = H, F) 

and various CDs 

Fig. 4 The δginter = 0.005 a.u. isosurfaces for β-CD·B12X12
2− (X = 

H, F) colored according to a blue-green-red scheme over the 
range −0.05 < sign(λ2)ρ < 0.05 a.u., where the blue, green, and 
red isosurfaces represent the strong attractions, weak 
attractions, and strong repulsions, respectively. The charges of 
H-bonding action sites in β-CD·B12X12

2− (X = H, F) show the 
formation of unconventional dihydrogen bonding O-H δ+··· H δ−-
B for X = H and conventional O-H···F-B hydrogen bonding  
interaction for X = F (the negative charges of B12X12

2− in β-
CD·B12X12

2− (X = H, F) were not evenly distributed by reason of 
the influence of hosts). The isosurfaces for all complexs are 
given in Fig. S6.

An intuitive, semi-quantitative estimation of the 
intermolecular interaction between B12X12

2− and CDs can be 
obtained by the independent gradient model (IGM), affording  
analysis of the noncovalent interactions, especially for the 
large-size host-guest molecular systems.65, 66 In the IGM 
analysis, the intermolecular interaction can be divided into 
three types according to their strength of interactions: strong 
attractions with high electrostatic character such as H-bonding 
interactions, weak van der Waals interactions such as 
dispersion interaction, and strong repulsions such as those due 
to steric effects. To give a quantitative estimation of 
electrostatic vs. non-electrostatic interactions, the energy 
decomposition analyses (EDA) based on the SAPT0 approach 
and molecular force field (FF) are employed. As shown in Tab. 
S5, the total intermolecular interaction (Etot) obtained by the 
EDA approaches are qualitatively consistent with the above DFT 
BE calculations, that is, Etot of β-CD·B12X12

2− and γ-CD·B12X12
2− is 

significantly larger than that of α-CD·B12X12
2−, and for a given CD 

host, Etot of the B12H12
2− complex is larger than that of the 

B12F12
2− complex. In addition, as shown in Fig. 4 and Fig. S6, the 

IGM model validates the obvious existence of strong 
electrostatic attractions (blue) and van der Waals interactions 
(green) in -CD·B12X12

2− complexes. The visualization clearly 
indicates the formation of O-H···F-B hydrogen bonding in 
CDs·B12F12

2−, in which B12F12
2− is identified as the acceptor (due 

to the electronegativity of F atom) and CDs as the H atom donor. 
Interestingly, Fig. 4 illustrates the formation of B-H···H-O 
dihydrogen bonds that contribute significantly to the binding 
mode of -CD·B12H12

2−. The dihydrogen bonding, also called 
hydridic-to-protonic interaction, has been found and 
characterized by infrared, crystallography, and theoretical 
approaches in boron coordination compounds.67-72 The charge 
distribution using a grid-based method (CHELPG) in Fig. 4 and 
Fig. S5 has confirmed the formation of dihydrogen bonding 
between Hδ+ donors from -CD and Hδ− acceptors in B12H12

2− 
(for the isolated B12H12

2−, the negative charges are localized on 
H atoms21).

We want to emphasize that electrostatic interaction plays 
a dominant role in all cases of CDs·B12X12

2− (X = H, F). For 
example, with respect to β-CD·B12X12

2−, the electrostatic term of 
β-CD·B12H12

2− is close to β-CD·B12F12
2− (within 0.09 eV by SAPT0 

vs. 0.07 eV by FF) (Tab. S5). This may be surprising because F—
H interactions are intuitively assumed to have a strong 
electrostatic nature. A similar high value in the energy 
decomposition analysis for the β-CD·B12H12

2− complex may be 
rationalized (i) by exceptionally strong hydridic-to-protonic 
interaction and (ii) the smaller size of the doubly charged ion, 
which generally results in stronger electrostatic attractions with 
the polar β-CD molecule. Moreover, the total interaction energy 
of β-CD·B12H12

2− is 0.75 eV (SAPT0) vs. 0.63 eV (FF) larger than 
β-CD·B12F12

2−, mainly owing to the enhanced dispersion and 
induction terms. The reason why there is more contributions 
from the dispersion and induction terms in β-CD·B12H12

2− than 
in β-CD·B12F12

2− is primarily due to the larger polarizability of the 
former than the latter (741.09 a.u. for β-CD·B12H12

2− vs. 715.75 
a.u. for β-CD·B12F12

2− and 164.61 a.u. for B12H12
2− vs 130.98 a.u. 
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for B12F12
2− obtained at the M062X-D3/6-311+G(d,p) level, Tab. 

S6).

5. Conclusions
Herein, we reported a joint experimental and 

computational study on the geometric, electronic structures 
and noncovalent interactions of -CD·B12X12

2− (X = H, F) dianion 
complexes. On the one hand, for a given B12X12

2−, the EBEs of β-
CD·B12X12

2− and γ-CD·B12X12
2− are similar, both being 

significantly larger than that of α-CD·B12X12
2−. On the other 

hand, for a given CD, the EBE of the B12F12
2− complex is larger 

than that of the corresponding B12H12
2− complex. Furthermore, 

the noncovalent interactions between CD and B12H12
2− is 

appreciably larger than that between CD and B12F12
2−.  The 

above detailed information clearly shows size- and molecular 
specific effects on the electronic stability and noncovalent 
interactions in CDs·B12X12

2−. The formation of specific 
dihydrogen bonding interaction in CDs·B12H12

2− and its 
stabilization is particularly worthnoting. 

The theoretical calculations are overall in good agreement 
with the experimental results. The most loosely bound 
electrons are derived from the boron cage orbitals in the -
CD·B12X12

2− complexes.  The calculated BE values of CDs·B12X12
2− 

are found to be significantly larger than the experimental ΔVDE 
values, which can be attributed to the non-negligible BEs 
between the B12X12

− monoanions and CDs. The IGM and energy 
decomposition analysis confirm the formations of two types of 
hydrogen bonds, i.e., B-H···H(O) dihydrogen bonds in 
CDs·B12H12

2− and O-H···F-B bonds in CDs·B12F12
2−. The analyses 

further indicate the electrostatic term plays a dominant role in 
the noncovalent interaction for the CDs·B12X12

2− complexes, and 
the bigger contribution from the dispersion and induction terms 
is mainly responsible for the larger total interactions found in 
CDs·B12H12

2− than those in CDs·B12F12
2−.
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