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Machine learning is increasingly popular and promising in environmental science due to its potential in

solving various environmental problems. One such worldwide issue is the pollution caused by the

persistent chemicals – per- and polyfluoroalkyl substances (PFAS), threatening the environment and

human beings. Here, we introduce a no-code machine learning approach for modelling the quantitative

structure–retention relationship (QSRR) of liquid chromatographic retention time (LC-RT) for PFAS. This

approach aims to streamline the modelling process, particularly for environmental professionals who

may find intensive coding cumbersome. The QSRR models were developed using the no-code machine

learning tool, Orange, employing simple 2D molecular descriptors as input features. Through

a systematic analysis, 12 descriptors were identified as pivotal properties essential for developing optimal

models (including multiple linear regression – MLR and support vector machine – SVM). These selected

models demonstrate great internal validation metrics (R2 > 0.98, MAE < 6.5 s) and reasonable external

robustness (R2 > 0.80, MAE ∼ 40 s). Furthermore, a concise model interpretation was conducted to

elucidate the molecular factors influencing LC-RT. It is anticipated that our models, capable of predicting

the LC-RT for over 2000 PFAS within the Norman Network, will be instrumental in addressing this

environmental challenge. This study not only contributes valuable insights into PFAS LC behaviour but

also serves as a catalyst for future endeavours in the development and applications of no-code machine

learning models.
Environmental signicance

Machine learning is popular and promising for environmental science and engineering and should be accessible to any professional, even without coding
experience. Here we demonstrated a no-codemachine learningmethodology with Orange to develop quantitative structure–property relationship (QSPR) models
for the liquid chromatographic retention time (LC-RT) of PFAS with simple 2D molecular descriptors as input. Twelve features/descriptors were identied as the
key properties that can be employed to develop the best models (including multiple linear regression-MLR and support vector machine-SVM). The selected
models have great internal validation metrics (R2 > 0.98, MAE < 6.5 s) and reasonable external robustness (R2 > 0.80, MAE ∼ 40 s). A brief model interpretation
was also performed to reveal the molecular factors affecting LC-RT. We anticipate that our models can effectively predict the LC-RT of >2000 PFAS in the Norman
Network, and this study serves as inspiration for the development of future models based on no-code machine learning.
1. Introduction

In recent years, the swi progress of high-performance
computing and the continual advancement of modelling
boratory of Theoretical Chemistry of
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ng Provincial Key Laboratory of Chemical

h China Normal University, Guangzhou
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–207
soware have propelled the rapid evolution and widespread
application of machine learning.1 This surge includes a growing
presence in environmental science and engineering, fueled by
the abundance of extensive datasets.2,3 Machine learning proves
invaluable in uncovering intricate and concealed patterns,
discerning correlations, and predicting outcomes across diverse
domains within the environmental sciences. Its utility extends
to forecasting particulate matter concentrations in the air,
assessing water variables, pinpointing crucial features (envi-
ronmental parameters or chemicals), detecting anomalies, and
even unearthing novel materials or chemicals with potential
environmental implications.3
© 2024 The Author(s). Published by the Royal Society of Chemistry
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Of the applications in the eld of environment, quantitative
structure–property/activity relationship (QSPR/QSAR) models
are commonly used in environmental chemistry and toxicology.
These models are tailored to predict or assess specic proper-
ties or toxicities of organic chemicals based on their chemical
structures or readily available properties.2–5 Notably, machine
learning has demonstrated its capacity to enhance QSPR/QSAR
models by mitigating errors and augmenting explanatory
power.6–8 Despite the increasing advantages and applications of
machine learning in this context, a notable barrier exists –many
applications demand prociency in computer programming
languages such as Python or R. The requisite intensive learning
and practice associated with coding can be daunting for envi-
ronmental professionals, impeding the broader utilisation of
these advanced techniques.9 Addressing this challenge, simple
machine learning tools with little to no code requirements
(oen referred to as ‘coding-free’ solutions)9 aim to provide
accessibility for practitioners in environmental science and
engineering without necessitating extensive coding expertise,
thereby fostering the broader adoption of versatile and modern
articial intelligence (AI) techniques.10 One such notable
machine learning tool tting this description is Orange. Of
course, a fundamental understanding of the underlying algo-
rithmic principles of each algorithm is still necessary. It should
be noted that users can only tune the models with the pre-
dened parameters within the tools.

Orange is an open-source interactive data analysis tool,11

offering many popular machine learning algorithms and data
visualisation capabilities for learners and experts. Notably, it
serves as an excellent modelling soware for those new to the
eld, enabling users to analyse data without extensive coding.
This approach streamlines the oen complex data analysis
pipeline, making it more accessible and comprehensible to
users without a coding background (further details can be
found on the official website at https://orangedatamining.com/
). The user-friendly nature of Orange makes it particularly well-
suited for individuals in the environmental eld who lack
coding experience. Consequently, we employed Orange to
develop a quantitative structure–retention relationship (QSRR)
model for predicting the liquid chromatographic retention time
(LC-RT) for per- and poly-uoroalkyl substances (PFAS).
Through leveraging Orange's capabilities, we seek to demon-
strate the efficacy of a no-code machine learning approach in
addressing environmental challenges related to PFAS.

PFAS are a class of synthetic uorinated organic compounds
widely used in everyday products and across various industrial
and civil sectors.12 PFAS have been detected worldwide in all
environmental media and organisms. These compounds
exhibit persistence, bioaccumulation, and toxicity to organ-
isms,13 prompting signicant attention and research efforts on
a global scale in recent decades.14 Despite the substantial focus
on PFAS, the sheer diversity of over 8000 PFAS variants in the
market15 poses challenges for their identication and quanti-
cation through traditional target methods, oen proving costly
or impractical. The start-of-art technique for PFAS identication
in the environment relies on non-target screening approaches
utilising high-resolution mass spectrometry.16 However, even
© 2024 The Author(s). Published by the Royal Society of Chemistry
with this advanced methodology, challenges persist, especially
in discerning PFAS with similar chemical structures in chro-
matographs.17 According to QSRR, the PFAS structural infor-
mation may determine their RT on LC. Leveraging machine
learning to assist QSRR models specically tailored for LC-RT
can furnish orthogonal information crucial for identifying
organic chemicals.7,18–22 However, no dedicated model is avail-
able for understanding and predicting the RT of PFAS on LC.
Recognising the existing gap, there is a compelling interest in
developing QSRR models that draw from simple chemical
structure information, such as 2D molecular descriptors
calculated from open-source tools like PaDEL.

Therefore, in this study, we employed Orange as themachine
learning platform to develop models for predicting the LC-RT of
PFAS with simple 2D molecular descriptors. We aimed to (1)
demonstrate that cutting-edge AI techniques, such as machine
learning, can be effectively employed by leveraging freely
available tools like Orange by anyone in the eld of environ-
mental science and engineering even without coding experi-
ences, and (2) develop a QSRR model capable of predicting the
LC-RT of PFAS. By utilizing a simple machine learning tool like
Orange, we aim to signicantly streamline the application of
machine learning methods, thereby facilitating the identica-
tion of PFAS in the environment. This approach aligns with the
broader objective of making advanced AI techniques more
accessible to practitioners in the environmental sciences, ulti-
mately fostering advancements in the eld.
2. Materials and method
2.1 Data collection

The RT data was obtained on ultra-high-performance liquid
chromatography-tandem mass spectrometry (UPLC-MS/MS)
with commonly used reverse-phase C18 LC column (BEH C18,
2.1 × 50 mm, 1.7 mm), mobile phases (ammonium acetate in
ultrapure water and pure acetonitrile) at a ow rate of 0.4
mL min−1 (total runtime 10.5 min), and multi-reaction moni-
toring (MRM)mode (detailed elsewhere in our previous study23),
which included 58 PFAS, covering a wide range of physi-
ochemical properties (detailed in Table S1 and Fig. S3 of ESI†).

Molecular descriptors are a set of numerical values that
quantify different properties of molecules (such as physico-
chemical, topological and structural) to facilitate observation
and comparison of properties of different compounds. Previous
research has demonstrated that even simple molecular
descriptors can be effectively used in machine learning
approaches to establish accurate QSPR models24,25 and, partic-
ularly, QSRR models.20–22 To quantify the properties of 58 PFAS
compounds, we computed the 1D and 2Dmolecular descriptors
with the open-source tool – PaDEL-descriptor (v2.21 for
Windows with Java 1.8.0_301, https://yapcwso.com/dd/
padeldescriptor/) by inputting 1D and 2D Structure Data
Format (SDF) les obtained from PubChem. In total, 1444
molecular descriptors were obtained for each compound and
used as the input/features for model development (detailed in
Table S2†).
Environ. Sci.: Adv., 2024, 3, 198–207 | 199
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2.2 Data preprocessing

Not all features are necessary, particularly for this small dataset.
The following steps were conducted to preprocess the data: (1)
variance ltering. If a feature has a variance that is too small, it
contributes little to the model and should be considered for
removal.20,26 The “Aggregate Columns” widget in Orange was
utilised to calculate the variances of features, and the “Trans-
pose” widget was connected to assist in the calculation (Fig. 1).
The “Data Table” widget was connected to the output of the
“Aggregate Columns” widget to sort the variances. A threshold
of 0.1 for the variances was implemented to eliminate
features,26 resulting in 651 features (detailed in Table S3†); (2)
normalisation. The “Continuize” widget in Orange was utilised
to normalise the data into the range of [−1,1] to mitigate the
impact of scale on the models.
2.3 Model development

Pre-selected models. With the reduced features, we tested
the following traditional machine learning learners to pre-select
potential models: (1) linear regression (LR), the most common
and simplest regression model. Depending on the regularisa-
tion selection, it can be general multiple linear regression
(MLR) if no regularisation is applied, lasso regression (Lasso) if
L1 regularisation is applied, ridge regression (Ridge) with L2
regularisation and elastic net regression (ElasNet) with both L1
and L2 regularisations applied. Lasso can automatically
perform feature selection or dimension reduction if a multi-
collinearity problem exists between features, thus becoming
more attractive and advantageous;27 (2) Support Vector Machine
(SVM). SVM shows many unique advantages in solving prob-
lems with small sample sizes, nonlinear and high-dimensional
pattern recognition problems, and overcomes the issues of
“dimension disaster” and “over-tting” to a large extent;28 (3)
AdaBoost. AdaBoost is a machine learning method widely
applied in data classication and object detection, which
constructs a globally optimal combination of weak classiers
based on sample reweighting;29 (4) Gradient Boosting (GBoost).
GBoost is a highly effective machine learning algorithm for
constructing predictive models. Its fundamental concept
revolves around minimising the loss function of the model by
adding new weak learners (decision trees) to compensate for the
Fig. 1 Widget connections in the Orange machine learning canvas.

200 | Environ. Sci.: Adv., 2024, 3, 198–207
shortcomings of existing weak learners;30 (5) random forest
(RF). RF is an integrated method for both classication and
regression based on a decision tree with exceptional exibility.31

Initial results showed that these traditional machine learning
models performed well enough (with simple models including
Lasso and SVM giving R2 > 0.94). Therefore, the more compli-
cated model-neutral network-based models were not
considered.

Feature selection. Although some pre-selected models may
exhibit acceptable performance regarding R2, many more
features than the observations might overt or make themodels
too complicated to understand. Moreover, according to the
OECD guidelines, QSAR models need to be simple and inter-
pretable. Therefore, conducting a feature selection process
becomes necessary to reduce the dimensionality of the data and
identify the key descriptors that signicantly inuence the LC-
RT of PFAS. As mentioned, Lasso (t intercept, a = 0.07) was
used further to aid the feature selection. In consideration to
capture as much as possible information from the raw data
while minimising the number of features (fewer than the
number of observations, ideally feature-case ratio# 1 : 5, in this
case, feature number# 12), the selected models were evaluated
using top 2, 3, 5, 10, 12, 15, 20, 25 and 30 features as inputs
respectively to determine the optimal number of features that
yielded the best performance. This was done by connecting the
preprocessed data and the “Lasso”model widget to the “Feature
Importance” widget from the explain group in the Orange
(Fig. 1). This analysis aimed to balance data informativeness
and feature dimensionality.

Model tuning and evaluation. For the dataset with the
selected features, the selected models were ne-tuned by
adjusting the model parameters to optimise the performance
metrics in the 10-fold cross-validation step (CV10) (with the
“Test and Score” widget). The objective was to maximise the R2

value, indicating the goodness of t, and minimise the median
absolute error (MAE) value, indicating the accuracy of predic-
tions. Other metrics, including MSE, RMSE, train time (s) and
test time (s), were also obtained in the widget (Fig. S1†). Once
the best combination of key parameters was conrmed for each
model, the models were further evaluated by running the
“Random Sampling” (repeat train/test = 10 and training set
size = 80%) (RS) and “Leave One Out” (LOO) in the “Test and
© 2024 The Author(s). Published by the Royal Society of Chemistry
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Fig. 2 The metrics changes of the pre-selected models with the
different top features selected in the “Feature Importance” widget. (A)
R2. (B) MAE. There is a large overlap between LRs and SVM.
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Score” window to test their robustness. The models with the
highest R2 and lower MAE across these validation methods were
thereaer selected as the best.

2.4 Application domain

The application domain (AD) of a QSAR model refers to the
specic area in the response and chemical structure space
where the model can make reliable predictions, and descriptors
generally represent the chemical structure space.32 The
descriptor space covered by chemicals in the training sets, also
known as the descriptor domain, was used as AD in this study.
The distance between any two compounds in the descriptor
space can represent the molecular similarity and be used to
determine the boundary of the descriptor space. The most
commonly used is the Euclidean distance, which was calculated
as follows:

Edði; jÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn

k¼1

�
xi;k � xj;k

�2s
(1)

Here, xi,k and xj,k are the values of the kth descriptor of
compounds i and j, respectively, and n is the number of
descriptors. The Ambit Discovery (v0.04) soware (https://
ambit.sourceforge.net/download_ambitdiscovery.html) was
employed to construct the AD,33 which can directly build AD
analyses based on Euclidean distances.

2.5 Norman PFAS list RT prediction

In the Norman Network (https://www.norman-network.com/),
more than 4000 PFAS chemicals have been registered, while
their RT values on LC are mostly unknown. Therefore, the
developed models will be applied to predict the RT values for
these PFAS chemicals. The molecular descriptors (selected
features) were calculated by PaDEL and used as input for the
prediction models. Then, the “Prediction” widget was
employed to predict the RT values for the Norman PFAS list
(including 4777 PFAS) by connecting the established models
and the selected features of the 4777 PFAS to its input.
Whether the predicted RTs are within the AD will also be
discussed.

3. Results and discussion
3.1 Data preprocessing

By setting the variance threshold to 0.1, the number of features
was reduced from 1444 to 651. However, considering the small
dataset (only 58 observations), it is still not small enough that
further feature selection was performed later and tested with
a supervised method. The dataset underwent normalization to
the range of [−1,1]. This normalization step could avoid the loss
function containing regular terms ignoring the features with
increasing scale. This precaution was particularly pertinent for
the subsequent application of a supervised method, specically
Lasso with regularization. Moreover, a noteworthy positive
outcome of this normalization was the observed signicant
enhancement in the running speed of the “Feature Importance”
widget.
© 2024 The Author(s). Published by the Royal Society of Chemistry
3.2 Feature selection

The result of the top features calculated by the “Feature
Importance” widget under the supervision of Lasso is shown in
Fig. S2.† The changes in the pre-selected model evaluation
metrics (R2 and MAE from different validation methods: CV10,
RS and LOO) against different numbers of top features are
shown in Fig. 2. For the LR and SVM models, there was
a signicant difference among the results of selecting the top
10, 12 and 15 features (p < 0.05), while no signicant difference
was found between the top 15 and 20 (p > 0.05). Adhering to the
feature-case ratio principle, we opted for top 12 features, namely
nAcid, AATSC1v, ATS4s, MDEC-44, MWC10, AATS5v, ATSC3m,
SpMax6_Bhm, maxsOH, mindssC, ATSC2i and minssCH2 (refer
to Tables S4 and S5† for detailed explanations). Commonly
recognized is the positive correlation between retention time
(RT) and hydrophobicity, oen indicated by log P or carbon
chain length. Indeed, correlation analysis revealed strong
correlations (r > 0.80) between these features and RTs. Intrigu-
ingly, features such as X log P, A log P, nX, nF, MW, etc., typically
associated with hydrophobicity, were not identied during the
supervised feature selection step with Lasso. This omission can
be attributed to their high collinearities (r > 0.90) with at least
one of the shortlisted features, specically MWC10, as eluci-
dated in the ‘Model Interpretation’ section. Utilising these top
12 features, the models demonstrated exceptional performance
(R2 > 0.97 and MAE < 6.5 s). However, for tree-based models
Environ. Sci.: Adv., 2024, 3, 198–207 | 201
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(AdaBoost, GBoost, and RF), the optimal performance was
achieved with only the top 3 features. Despite this, their R2

remained below 0.95 (some below 0.90), andMAE exceeded 10 s,
highlighting the nuanced dynamics in feature importance
across different machine learning algorithms.
Fig. 3 Predicted RTs (via MLR and SVM) vs. measured RTs for external
validation dataset (17 new PFAS, detailed in Table S7†).
3.3 Model selection and evaluation

The chosen models underwent ne-tuning by adjusting their
hyperparameters in each learner widget to optimise their
performance. As depicted in Fig. 2, the tree-based models did
not undergo further consideration due to their comparatively
lower performance. The detailed metrics results and optimized
parameters for the remaining models are presented in Table 1.
Evaluation based on R2 and mean absolute error (MAE) values
derived from 10-fold cross-validation with the entire dataset
revealed exceptional performance for all LR and SVM models,
with R2 consistently surpassing 0.97. Moreover, no signicant
differences were identied among these models (p > 0.05).
Considering the simplicity and interpretability outlined by the
OECD guideline for QSAR,34 MLR (without regularisation)
emerged as the preferred linear model over other LR variants.
The rationale for this choice stems from the observation that
regularization does not appear necessary for this dataset and its
associated problem. The robustness of both MLR and SVM
models was further conrmed through rigorous validation
methods, including RS, LOO cross-validation, and manual data
splitting (train/test = 8 : 2). In all instances, the resulting R2

values for MLR and SVM consistently exceeded 0.98, while MAE
values remained below 5.5 s. These ndings attested to the high
goodness of t and a minimal predicted error for both models.
Notably, MLR and SVM models were also proposed as the best
QSRR models to predict the RTs for other organic chemicals in
previous studies.20,21

External validation of the models was conducted by intro-
ducing 17 new PFAS into the LC-MS system, and their corre-
sponding RTs were measured (see Table S7† for data details).
The predictive capabilities of both the MLR and SVM models
were scrutinized against these new PFAS, revealing commend-
able performance. As depicted in Fig. 3, both models exhibited
Table 1 The metrics of the tested models with selected features and th

Model
Number of
features Parameters

R2 (mean

CV10a

MLR 12 Fit intercept 0.992/
0.085

Lasso 12 Fit intercept, a = 0.01 0.992/
0.067

Ridge 12 Fit intercept, a = 0.01 0.992/
0.074

ElasNet 12 Fit intercept, a = 0.001, L1 : L2 = 3 : 1 0.989/
0.092

SVM 12 C = 10.00, 3 = 1.00, linear, Nt = 0.5,
iter = 150

0.995/
0.071

a 10-fold cross-validation. b Random sampling, repeat train/test 10 times a
(8 : 2) 5 times and tested on the test set (20%).

202 | Environ. Sci.: Adv., 2024, 3, 198–207
robust predictions, yielding R2 values exceeding 0.80 and MAE
hovering around 40 s. Remarkably, this performance is better
than or comparable to previous models based on deep learning
or graph-neutral networks.7,35 In contrast, the alternative
models, particularly the tree-based ones, displayed relatively
inferior metrics with R2 values falling below 0.75. Furthermore,
statistical analysis conrmed signicant differences between
the tree-based models and the MLR and SVM models (p < 0.05).
This conclusive evidence supports the assertion that MLR and
SVM are the two best-performing models in this study. Their
consistent and reliable predictions across both internal and
external validations reinforce their utility in accurately pre-
dicting the retention times of PFAS.
3.4 Model interpretation

Model interpretation plays a crucial role post-model develop-
ment, ensuring the congruence between model predictions and
the underlying principles of the relevant domain science.3 In
this study, the 12 ultimately selected features, each described in
detail and categorized based on the six classes outlined by
e optimal parameters

/sd) MAE (s) (mean/sd)

RSb LOOc Testd CV10 RS LOO Test

0.989/
0.110

0.992/
0.093

0.983/
0.008

3.38/
3.96

4.10/
3.95

3.44/
4.48

5.15/
1.35

0.988/
0.098

0.993/
0.089

0.983/
0.008

3.37/
3.13

4.38/
3.68

3.46/
4.48

5.18/
1.26

0.989/
0.121

0.991/
0.105

0.983/
0.007

3.34/
3.91

4.54/
4.11

3.43/
4.46

5.12/
1.29

0.985/
0.135

0.987/
0.129

0.974/
0.025

4.22/
3.95

6.45/
5.37

4.48/
5.51

6.32/
1.73

0.994/
0.087

0.995/
0.088

0.988/
0.007

2.75/
2.38

3.62/
2.86

2.82/
3.52

4.30/
1.51

nd training set size = 80%. c Leave one out. d Manually split the dataset
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PaDEL, are enumerated in Table S5† as 2D molecular descrip-
tors. To delve into the contribution of each feature to the
predictions, we employed the SHapley Additive exPlanations
(SHAP) analysis.36 This approach facilitated the elucidation of
feature importance and their effects on predictions, presenting
a comprehensive overview in the SHAP summary plot (Fig. 4).
The plot effectively ranks the features from the most to the least
important, providing valuable insights into the variables
driving the model's predictive performance. This interpretative
step enhances the transparency of the model's decision-making
process, establishing a vital link between the identied features
and their impact on the LC-RT prediction for PFAS.

Among the 12 selected features, the variable nAcid, denoting
the number of acidic groups within a molecule, emerged as
particularly inuential. Its signicance was underscored by its
ranking as the top 2 feature in both the MLR and SVM models
(Fig. 4). A closer examination of the SHAP values in the same
gure reveals a noteworthy trend: larger values of nAcid corre-
spond to shorter retention times (RTs), as indicated by the blue
or negative values in the plot.This observation is intuitive and
expected. A higher count of acidic groups within the chemical
structure typically translates to increased polarity,37 reducing
the affinity of the compound to the stationary phase (the reverse
phase LC column). Consequently, chemicals with larger values
of nAcid exhibit shorter RTs.

A notable subset of the selected features, comprising over
one-third of the total, consisted of autocorrelation descriptors
(AATSC1v, ATS4s, ATSC2i, ATSC3m, and AATS5v). These
descriptors are widely employed to characterize the distribution
of specic physicochemical properties along molecular
topology, providing crucial insights into essential molecular
structural information.38 It has been documented that these
Fig. 4 The SHAP value plots of the best models obtained from the “Ex
importance from themost important (top) to the least important (bottom
association with RTs, and blue indicates a negative association with RTs

© 2024 The Author(s). Published by the Royal Society of Chemistry
autocorrelation descriptors are extremely useful in QSAR
studies.39 These autocorrelation descriptors play a key role in
characterising the distribution of van der Waals volumes, rst
ionisation potential, mass and intrinsic state on a PFAS mole-
cule. Based on their ranking of importance in MLR and SVM
models, it is evident that the distributions of van der Waals
volumes and the rst ionisation potential distribution
contributed more signicantly to the models. Following them,
the mass distribution exhibited a certain degree of correlation.
The intrinsic state distribution, while contributing, had a rela-
tively minor impact on the models.

Three features (mindssC, maxsOH and minssCH2) are the
electrotopological state atom type descriptors, which are topo-
logical indexes at the atomic level that characterise the elec-
tronic state of the bonded atom and its topological properties
within the molecular skeleton.40 They can recognise atoms or
molecular fragments that effectively inuence molecular prop-
erties.41 They are each associated with the intrinsic electronic
properties of the bonded atoms in different structures, in this
case, ]C, –OH, and –CH2–, respectively. Moreover, these
features are interconnected with the electrotopological envi-
ronment shaped by surrounding atoms. In the SHAP analysis
(Fig. 4), their importance generally ranks lower, indicating
a relatively lower contribution to the models.

The SpMax6_Bhm is a derived index obtained from the
Burden modied matrix with relative mass weighting, is oen
recommended for use in conjunction with other indices (e.g. the
e-state descriptors) to enhance models for predicting molecular
properties.42 It provides information on the molecular mass of
PFAS. As the molecular mass increases, the mobility of PFAS
molecules decreases in the liquid phase, resulting in a higher
tendency to adsorb onto stationary phases. Consequently, this
plain Model” widget. (A) MLR. (B) SVM. The vertical axis ranks feature
). The horizontal axis indicates the SHAP values. Red indicates a positive
.
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leads to bigger RTs in LC analysis. The positive correlation
observed between SpMax6_Bhm and RTs in Fig. 4 substantiates
this phenomenon, reinforcing the notion that molecular mass
plays a pivotal role in dictating the behavior of PFAS.

Two additional features, MWC10 and MDEC-44, offer valu-
able insights into the structural characteristics of PFAS and
their impact on LC-RTs. MWC10 represents the total walk count
of the tenth order in the molecular graph, where a walk count
signies the number of edges in a sequence of pairwise adjacent
edges leading from one vertex to another.43 This descriptor is
closely associated with the length of PFAS molecules and the
presence of branched chains, providing information on the
molecular complexity. On the other hand, MDEC-44 signies
the count of C–C bonds between all quaternary carbons in the
molecule. This descriptor is intricately linked to the number of
carbon atoms and indirectly characterises the size of a PFAS
molecule. Both MWC10 and MDEC-44 play crucial roles in
inuencing the adsorption of PFAS molecules onto the
stationary phase and their mobility within the liquid phase.
These features impact the complexity and degree of spatial
crimping of PFAS molecules, thereby inuencing their behavior
in LC. For both the MLR and SVM models, their importance is
ranked at the top (Fig. 4). Particularly noteworthy is the top
ranking of MWC10 in the MLR model, emphasising its signi-
cant inuence on RTs during LC analysis. These insights
deepen our understanding of the structural determinants
affecting PFAS behavior in LC and further validate the impor-
tance of these features in predicting LC-RTs using machine
learning models.

The hierarchical clustering for the 12 features was employed
to better understand the underlying mechanisms and the key
factors inuencing RTs in the models (Fig. 5). The 12 features
were clustered into three distinct clusters (C1, C2 and C3).
Notably, ATSC2i stands alone in C1, suggesting it acts as an
Fig. 5 Cluster plot for 12 features obtained in the “Hierarchical Clusterin

204 | Environ. Sci.: Adv., 2024, 3, 198–207
independent factor with an inverse correlation with RTs. The
rst ionisation potential is considered a valuable indicator of
a compound's stability, which, in turn, can inuence its
behaviour in LC and subsequently impact its RTs. The C2 can be
interpreted as a composite descriptor that considers the factors
of molecular length, mass and complexity. All of the features
within C2 exhibit a positive correlation with RTs, indicating
a direct relationship between the size of a PFASmolecule and its
RTs in LC. In practical terms, larger and more complex mole-
cules tend to have longer RTs, signifying a slower elution from
the stationary phase compared to smaller molecules.

Cluster C3 represents a dimension that integrates specic
functional groups and intermolecular forces. Among the
specic functional groups (including carboxyl, acidic group and
methylene) considered in this cluster, it is noteworthy that only
minssCH2 shows a positive correlation with RTs. This positive
correlation could be attributed to the presence of methylene as
a component of the carbon chain structure. In contrast, others
tend to enhance the affinity with the liquid phase by increasing
molecular polarity, resulting in shorter RTs. AATS5v and the
AATSC1v are related to van der Waals volumes. These inter-
molecular forces can impact the charge distribution within the
molecule and, consequently, its polarity. Therefore, these
features characterised the inuence of molecular polarity on
RTs. This further supports the notion that three key factors
affecting RTs are molecular stability, size, and polarity.
3.5 Application domain and prediction

The 12 features from the training set were used to construct the
AD, with the method set to “Euclidean distance” in Ambit
Discovery. Analysis of the training set demonstrated that all 58
PFAS within the set fell within boundaries of the AD. Subse-
quently, the 12 key features for the extensive list of 4777 PFAS in
the Norman PFAS list were calculated and tted into the AD. It
g” widget.

© 2024 The Author(s). Published by the Royal Society of Chemistry
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was found that 2101 PFAS from the Norman PFAS list (44%)
reside within the established AD. The visual representation of
the chemical space based on principal component analysis
(PCA) is illustrated in Fig. 6, highlighting the AD (depicted by
red dots/area) and the training dataset (represented by cross
shapes). Notably, some chemicals from the training dataset
overlap with others within the AD. These 58 PFAS in the training
set exhibit a broad range of PFAS in terms of molecular weight
(MW, 214–1204 g mol−1), acid group number (0, 1, 2), MWC10
(11.4–13.7), ATSC2i (−216 to 3.9) as shown in Fig. S3.† Notably,
there is signicant overlap between the training dataset and the
Norman PFAS list. For the Norman PFAS list, approximately
56% of PFAS were found outside the AD (blue dots in Fig. 6).
Whiel acknowledging that the AD obtained from the 58 PFAS
may not encompass the entire range of the targeted > 4000
PFAS, it does encompass a considerable number (>2000). This
coverage surpasses many target and non-target analyses of PFAS
in the environment contexts. Therefore, it will be helpful for the
non-target screening of PFAS by offering a comprehensive
foundation for future investigations in the environmental
domain in the future.

The predicted RTs of the Norman PFAS list are listed in Table
S7.† RT predictions for PFAS within the AD can be considered
relatively reliable, aiding in the identication of novel PFAS in
the environment. External validation of the predictions using
an external dataset reveals that all PFAS within the AD exhibit
mean absolute errors (MAE) less than 60 s, affirming the accu-
racy of the predictions within the established AD. However,
caution is warranted when considering the reliability of pre-
dicted RTs for PFAS outside the AD. External validation indi-
cates that many PFAS outside the AD display higher MAE values,
exceeding 60 seconds and, in some instances, reaching up to
100 seconds. An important consideration is that our training
dataset did not include chemicals with more than two acid
Fig. 6 The application domain of the MLR model is characterised by
a PCA-based approach for the LC-RT of PFAS. Chemicals in AD are
shown in red, otherwise in blue; chemicals in the training dataset are in
‘x’ shape, otherwise in dot shape; the size of the symbols represents
the Euclidean distance.

© 2024 The Author(s). Published by the Royal Society of Chemistry
groups, which predisposes these chemicals to fall outside the
AD. Notably, some intriguing observations arise when
comparing chemicals within and outside the AD. For instance,
chemicals lacking an acid group (nAcid = 0), are likely to fall
outside the AD if their ionisation potential (indicated by
ATSC2i) is either too low (<−200) or too high (>200). This
observation aligns with the understanding that chemicals
unable to ionize cannot be detected by LC-MS. To improve the
prediction of more reliable RTs and enlarge the AD for PFAS,
more PFAS with distinct chemical structures can be incorpo-
rated into our models, which is subject to our future work.

It is crucial to highlight that the LC method employed to
acquire the RTs follows a widely used reversed phase liquid
chromatography (RPLC) approach. This method involves a C18
column and mobile phases comprising pure acetonitrile and
ammonium acetate in pure water. This RPLC method is stan-
dard for a broad spectrum of organic chemicals, including
PFAS. Therefore, the models developed based on this method
are expected to be applicable to other PFAS under the same or
similar RPLC conditions. Nevertheless, it is important to
acknowledge that absolute RTs are inherently LC system-
dependent. Even with similar LC conditions, such as the use
of the same LC column, mobile phases, and gradient, absolute
RTs may vary between different LC systems. To extend the
applicability of the models to other RPLC systems, potential
approaches include RT mapping with tools like PredRet44 or
using the RTI system,20 albeit these considerations fall beyond
the scope of the present study. Ongoing research efforts are
actively exploring these possibilities. In the future, as additional
PFAS standards become accessible, the models can be easily
reconstructed or validated using newly measured RTs. This
continuous renement ensures that the models remain robust
and adaptable, contributing to their reliability and efficacy in
diverse LC systems.

4. Conclusions

In summary, this study successfully developed QSRR models
utilising simple 2D molecular descriptors obtained from open-
source soware PaDEL. The no-code machine learning tool,
Orange, was instrumental in constructing models aimed
understanding and predicting the LC-RTs of PFAS. From a pool
of over 1000 features, 12 key descriptors were identied and
employed as input for the model development. The resultant
models exhibited impressive internal validation metrics and
demonstrated reasonable robustness when applied to external
chemicals. Notably, the investigation elucidated that the
molecular stability, size and polarity are the pivotal factors
inuencing the LC-RT of PFAS. This study demonstrated the
efficacy of no-code machine learning tools, exemplied by
Orange, as valuable resources for environmental professionals,
particularly those lacking coding experience. The accessibility
of such tools can empower practitioners to harness the capa-
bilities of machine learning for problem-solving and pattern
identication in environmental science.3 However, it is impor-
tant to acknowledge the limitation of this study, primarily
related to the scale of the data. The potential enhancement of
Environ. Sci.: Adv., 2024, 3, 198–207 | 205
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model performance through the enlargement of the PFAS RT
dataset is recognized and constitutes an avenue for future work.
Continued efforts in expanding the dataset aim to further rene
the models, ensuring their applicability and accuracy in pre-
dicting LC-RTs for a broader spectrum of PFAS compounds in
environmental contexts.
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Prediction of Retention Time by Direct Mapping between
Multiple Chromatographic Systems, Anal. Chem., 2015, 87,
9421–9428.
Environ. Sci.: Adv., 2024, 3, 198–207 | 207

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d3va00242j

	Modelling and predicting liquid chromatography retention time for PFAS with no-code machine learningElectronic supplementary information (ESI) available. See DOI: https://doi.org/10.1039/d3va00242j
	Modelling and predicting liquid chromatography retention time for PFAS with no-code machine learningElectronic supplementary information (ESI) available. See DOI: https://doi.org/10.1039/d3va00242j
	Modelling and predicting liquid chromatography retention time for PFAS with no-code machine learningElectronic supplementary information (ESI) available. See DOI: https://doi.org/10.1039/d3va00242j
	Modelling and predicting liquid chromatography retention time for PFAS with no-code machine learningElectronic supplementary information (ESI) available. See DOI: https://doi.org/10.1039/d3va00242j
	Modelling and predicting liquid chromatography retention time for PFAS with no-code machine learningElectronic supplementary information (ESI) available. See DOI: https://doi.org/10.1039/d3va00242j
	Modelling and predicting liquid chromatography retention time for PFAS with no-code machine learningElectronic supplementary information (ESI) available. See DOI: https://doi.org/10.1039/d3va00242j
	Modelling and predicting liquid chromatography retention time for PFAS with no-code machine learningElectronic supplementary information (ESI) available. See DOI: https://doi.org/10.1039/d3va00242j
	Modelling and predicting liquid chromatography retention time for PFAS with no-code machine learningElectronic supplementary information (ESI) available. See DOI: https://doi.org/10.1039/d3va00242j
	Modelling and predicting liquid chromatography retention time for PFAS with no-code machine learningElectronic supplementary information (ESI) available. See DOI: https://doi.org/10.1039/d3va00242j
	Modelling and predicting liquid chromatography retention time for PFAS with no-code machine learningElectronic supplementary information (ESI) available. See DOI: https://doi.org/10.1039/d3va00242j
	Modelling and predicting liquid chromatography retention time for PFAS with no-code machine learningElectronic supplementary information (ESI) available. See DOI: https://doi.org/10.1039/d3va00242j

	Modelling and predicting liquid chromatography retention time for PFAS with no-code machine learningElectronic supplementary information (ESI) available. See DOI: https://doi.org/10.1039/d3va00242j
	Modelling and predicting liquid chromatography retention time for PFAS with no-code machine learningElectronic supplementary information (ESI) available. See DOI: https://doi.org/10.1039/d3va00242j
	Modelling and predicting liquid chromatography retention time for PFAS with no-code machine learningElectronic supplementary information (ESI) available. See DOI: https://doi.org/10.1039/d3va00242j
	Modelling and predicting liquid chromatography retention time for PFAS with no-code machine learningElectronic supplementary information (ESI) available. See DOI: https://doi.org/10.1039/d3va00242j
	Modelling and predicting liquid chromatography retention time for PFAS with no-code machine learningElectronic supplementary information (ESI) available. See DOI: https://doi.org/10.1039/d3va00242j
	Modelling and predicting liquid chromatography retention time for PFAS with no-code machine learningElectronic supplementary information (ESI) available. See DOI: https://doi.org/10.1039/d3va00242j

	Modelling and predicting liquid chromatography retention time for PFAS with no-code machine learningElectronic supplementary information (ESI) available. See DOI: https://doi.org/10.1039/d3va00242j
	Modelling and predicting liquid chromatography retention time for PFAS with no-code machine learningElectronic supplementary information (ESI) available. See DOI: https://doi.org/10.1039/d3va00242j
	Modelling and predicting liquid chromatography retention time for PFAS with no-code machine learningElectronic supplementary information (ESI) available. See DOI: https://doi.org/10.1039/d3va00242j


