
MSDE

PAPER

Cite this: Mol. Syst. Des. Eng., 2022,

7, 1056

Received 5th May 2022,
Accepted 30th May 2022

DOI: 10.1039/d2me00082b

rsc.li/molecular-engineering

Application of transfer learning to predict
diffusion properties in metal–organic frameworks†

Yunsung Lim and Jihan Kim*

Transfer learning (TL) facilitates the way in which a model can learn well with small amounts of data by

sharing the knowledge from a pre-trained model with relatively large data. In this work, we applied TL to

demonstrate whether the knowledge gained from methane adsorption properties can improve a model

that predicts the methane diffusion properties within metal–organic frameworks (MOFs). Because there is a

large discrepancy in computational costs between the Monte Carlo (MC) and molecular dynamics (MD)

simulations for gas molecules in MOFs, relatively cheap MC simulations were leveraged in helping to

predict the diffusion properties and we demonstrate performance improvement with this method.

Furthermore, we conducted a feature importance analysis to identify how the knowledge from the source

task can enhance the model for the target task, which can elucidate the process and help choose the

optimal source target to be used in the TL process.

Introduction

Metal–organic frameworks (MOFs) are comprised of tunable
building blocks (i.e. metal nodes and organic linkers)1 and
are seen as promising materials for various energy and
environmental related applications.2–6 In particular, with
facile synthesis, the number of MOFs that have been
synthesized is near 0.1 million,7 and as such, the
accumulated data for all the experimentally synthesized
MOFs can be an excellent source for materials informatics. In
particular, experimentally synthesized MOFs have been added
to the Cambridge Crystallographic Data Centre (CCDC)
database8 and hypothetical MOFs (hMOFs) have been created
in silico to provide a wealth of datasets for various machine
learning studies.9–11

In this context, various deep learning methods have been
recently developed and applied as principle methods to
analyze these MOF databases.12–19 Burner et al. predicted
adsorption properties related to CO2 using a deep neural
network that uses combinations of geometric and chemical
descriptors.20 Rosen et al. did quantum chemical calculations
within MOFs to construct a database (QMOF database) and
applied machine learning (ML) with the database to prove
the effectiveness of the ML approach to discover MOFs with
exceptional electronic properties.21 Lee et al. utilized a deep
neural network as an efficient tool to explore a vast MOF
space to design novel MOFs as an adsorbent for methane
adsorption.11 However, these conventional deep learning
methods all require a sufficiently large amount of datasets to
train a model with an acceptable level of accuracy. For
computational simulations such as grand canonical Monte
Carlo (GCMC) simulations that require a relatively short wall
time, this is not too much of a concern. However, certain
simulations such as molecular dynamics (MD) and quantum
chemical calculations take significantly large computational
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Design, System, Application

Metal–organic frameworks (MOFs) are promising materials for various applications and due to their highly tunable nature, there is a potentially infinite
number of MOFs that can be synthesized by combining metal nodes and organic linkers. Recently with the advent of various deep learning methods, the
process to select and design the best candidate materials for a given application has been explored by many different research groups. However, most of
these deep learning methods require large amounts of data which limits their scope to those studies where the time it takes to obtain said data is short.
Transfer learning (TL) is a way to overcome these limitations, where one can in principle utilize the knowledge gained from one problem where obtaining
data is cheap to solve a different but related problem where obtaining data is expensive. For the test case, we used methane gas uptakes of over 20 000
hypothetical MOFs and used this dataset to improve the prediction of methane diffusion coefficients of MOFs, in which the latter requires long
computational times. In our opinion, this approach can be expanded to accelerate the discovery or design of new MOF candidates with various
applications where data are sparse or difficult to obtain.
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resources and as such can be the major bottleneck that
hinders the progress for machine learning studies.22 Within
this line of reasoning, it would be useful if one can use the
dataset from simulations that require a low computational
cost and transfer this knowledge to build machine learning
models that facilitate the prediction of properties that require
large computational resources.

This kind of procedure to exploit knowledge from a large
data set to enable a model trained properly for a smaller data
set is called transfer learning (TL).23 Recently, Yamada et al.
developed the Python library for TL tasks in various types of
materials (e.g. small organic molecules, polymers, and
inorganic crystalline materials), XenonPy.MDL. More than
140000 models that are pre-trained with various property data
exist in the library. Then, they used the pre-trained model
from their library to improve prediction performance with
small data by leveraging the knowledge of the big data.24 Jha
et al. applied TL to develop a model that can accurately predict
experimental formation energy values.25 For MOFs, Ma et al.
tested the transfer of knowledge from the same physical
properties (adsorption properties) within hypothetical MOFs
using a deep neural network. They observed that TL can work
between two different guest molecules, H2 and CH4.

26

In this work, we seek to develop a model that predicts
diffusion properties in MOFs by transferring the knowledge
learned from adsorption properties. As mentioned previously,
diffusion properties require running long MD simulations and
as such, compared to adsorption property simulations (via
GCMC), the computational cost it takes to prepare a dataset for
machine learning purposes is very large. As a case study, the
methane (CH4) molecule was used as a test gas molecule to
demonstrate the capabilities of our workflow. Methane is one of
the most widely used target molecules for chemical separations
(e.g. H2/CH4, N2/CH4, CO2/CH4, CH4/other hydrocarbons)27–30

and as such, it is important to compute the diffusion
coefficients of these small molecules. Moreover, given that many
of the porous materials have large diffusion barriers that
separate the pores of the materials, many of the self-diffusion
coefficients are very small which require running very long MD
simulations.31 In this computational work, we discover that the
prediction of the self-diffusion coefficients (diffusion property)
with a small size dataset (<500) can be improved by up to 25%
using knowledge from the gas uptakes (adsorption property) of
a relatively large size dataset (>20000). Moreover, feature
importance analysis is conducted to elucidate why the transfer
learning is effective between diffusion and adsorption properties.
This transferability can open up a new opportunity to build
machine learning models that entail computing properties with
a high computational cost such as results from the ab initio
quantum chemistry methods or experimental results.

Results and discussion

As shown in Fig. 1, a multilayer perceptron (MLP) model was
designed with geometric and energy descriptors used as features
for the model. Given that this work is the first attempt to apply

TL between different properties within the MOF field, a simple
model and descriptors were used in this work. For the test case
system, the methane gas uptake that can be computed via
GCMC simulation was selected as the source property, while the
methane self-diffusion coefficient under a dilute condition (D∞

S )
that can be computed via MD simulation was selected as the
target property. Since GCMC simulations require much less
computational resources compared to the MD simulations, large
data of gas uptake can be easily prepared and be used effectively
to train the diffusive predictive machine learning models.
Considering that the various flexible motions within MOFs
(linker vibration/rotation and breathing nature) can change the
adsorption and diffusion properties,32,33 more realistic values
can be obtained when the flexibility of the MOFs was simulated.
However, in this work, we assumed the MOFs as rigid to obtain
static adsorption and diffusion properties for the machine
learning model.

Pre-training

Based on general intuition, high affinity binding sites in the
MOF structures can hinder the penetration of gas molecules
via structures, so the gas uptake and self-diffusion coefficient
may show an inversely proportional relationship. And if there
was a straightforward meaningful relationship between two
properties, the utility of TL would be put into question. To
ensure that this is not the case, the relationship between the
methane gas uptake and self-diffusion coefficient was
visualized (Fig. 2). As shown in Fig. 2, although few structures
follow the inverse relationship, the relationship is less clear-
cut than our general intuition. From this result, we could see
that the TL in this task (gas uptake to self-diffusion
coefficient) might be worthwhile.

To leverage the knowledge in predicting the target
property (self-diffusion coefficient), a model pre-trained with
the source property (gas uptake) should be prepared. As such,
the methane gas uptakes of hMOFs at 12 different pressures
from 0.25 bar to 100 bar were obtained. 23 845 hMOFs from
the PORMAKE and ToBaCCo database were used and the
data set was divided into training, validation, and test set
with the ratio of 72 : 8 : 20 for cross-validation. The uptake
results were normalized to a value between 0 and 1 during
the training process. For each pressure, different machine
learning models were trained and all of the models showed
high performance (R2 score >0.9) (see Fig. 3). One can also
see a slight increasing trend of the R2 score for higher
pressure, which follows the results from previous work.34,35

As such, we can conclude that our pre-trained models were
trained properly with the source domain (hMOFs and
methane gas uptake) and as such, they were ready to be used
for training with the target domain (experimentally
synthesized MOFs and self-diffusion coefficient).

Transfer learning

Next, TL tasks with 3 different data sizes (100, 300, and 500)
were performed using the 12 pre-trained models from the gas
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uptakes (where the data size refers to the number of self-
diffusion coefficient data). For convenience, these models
were labelled i-TL-p (where i is the data size from 100 to 500
and p is the pressure from 0.25 bar to 100 bar). Given that
there can be high variance in the performance of the models
due to the small data size, 50 random draws were conducted
from the raw data set that consists of self-diffusion
coefficients of 1563 experimentally synthesized MOFs to
preserve generality. To measure the performance, holdout
cross-validation was performed with every random draw. The
drawn data set was divided into training, validation, and test
set with the ratio of 72 : 8 : 20. Since the self-diffusion

coefficient values vary greatly from 10−5 to 102 (10−8 m2 s−1),

the logarithmic value of log
DS

10−8
was used for model

evaluation to prevent bias towards extreme values (see ESI†
Fig. S1).

For performance evaluation criteria for both TL and direct
learning (DL, training without a pre-training model) models,
the R2 score was mainly used. There were enhancements in
the performance to predict diffusion properties when
leveraging knowledge from adsorption properties at several
pressures for sizes 300 and 500. However, in the case of size
100, no significant improvements were found in the

Fig. 2 Scatter plot between the methane uptake and self-diffusion
coefficient under the dilute condition. The color bar denotes the
density of MOFs within the vicinity of the points.

Fig. 3 R2 scores of the machine learning models obtained from the
source domain (hMOFs and methane gas uptake). All the scores are
evaluated from frameworks that are not involved in the data set used
during training. All of the models were respectively generated from gas
uptakes that were computed at 12 different pressures from 0.25 bar to
100 bar.

Fig. 1 Overall schematics of our transfer learning workflow. Two types of MOF databases, hypothetical MOF database (PORMAKE and ToBaCCo)
and experimentally synthesized MOF database (CoRE MOF database), were prepared. Geometric properties and energy descriptors obtained from
energy grids were used as features for the neural network.
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performance despite using the pre-trained model, and at
certain pressures, the performance deteriorated compared to
DL. As shown in Fig. 4a, the highest R2 score of the TL model
among 12 pressures for size 100 is 0.175 which is a 19.8%
improvement from the R2 score of the DL model (R2

DL,size100

= 0.146). Although there are improvements in R2 scores for
certain pressures amongst size 100 models, R2 scores of the
worst cases were negative which means that there was no
significant relationship between the true value and the
predicted value. Meanwhile, the highest R2 score among the
TL models at sizes 300 and 500, respectively, improved to
24.8% and 15.7%, respectively, from the R2 score of the DL
models (R2

DL,size300 = 0.406, R2
TL(100bar),size300 = 0.507,

R2
DL,size500 = 0.491, R2

TL(2bar),size500 = 0.568) and the lowest R2

score still showed a positive value. This type of improvement
was retained when the performance metric was changed to
root mean squared error (RMSE) and mean absolute error

(MAE). There were decreases in RMSE and MAE for the top 2
TL models among 12 pressures compared to the DL model
(Fig. 4b and ESI† Fig. S2). Considering that a small RMSE
denotes high performance, the highest RMSE among the TL
models at sizes 300 and 500 shows, respectively, only 1.05%
and 2.32% higher than the RMSE of the DL model
(RMSEDL,size300 = 0.568, RMSEDL,size500 = 0.527). However,
there was a 19.7% increase in RMSE at size 100 compared to
the RMSE of the DL model (RMSEDL,size100 = 0.631, see
Fig. 4b). Likewise, in the case of MAE as the evaluation
metric, the highest MAE among the TL models at size 100 is
16.0% higher than the MAE of the DL model (MAEDL,size100 =
0.463), while those at sizes 300 and 500 show no increase
(MAEDL,size300 = 0.416, MAEDL,size500 = 0.377, see ESI† Fig. S2).
The phenomenon that the pre-trained model cannot work
properly with a small data size was ascribed to the difference
between the gas uptake and self-diffusion coefficient.

Fig. 4 Results of transfer learning task from the adsorption property (gas uptake) to the diffusion property (self-diffusion coefficient). a) Top 2
cases and bottom 2 cases among the 12 TL models for each data size (100, 300, and 500) with respect to the R2 score and b) RMSE. Bar plots
mean the median value and two black horizontal lines that exist at each bar respectively means 1st and 3rd quartile values. c) Scatter plot between
R2

TL and R2
DL of every 50 sets for the best source (100 bar) and the worst source (0.25 bar). d) Scatter plot between R2

TL–R
2
DL and R2

DL of every
50 sets for the best source (100 bar) and the worst source (0.25 bar). For c) and d), the points where DL overcomes TL are denoted as light colors.
All evaluations were performed with the test set that is not involved in the training set.
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Considering that the first layer of the pre-trained model was
frozen during the TL task, the model cannot find a
meaningful relationship between MOF representation from
the first layer and self-diffusion coefficients with a small size
of dataset. However, the model can learn unique patterns
between MOF representation and self-diffusion coefficients
as the size of the data becomes larger.

For further analysis, we compared the R2 scores of the TL
model and the DL model for every 50 random draws with the
best and the worst TL cases (see Fig. 4c and d). The pre-
trained models with gas uptakes at 100 bar and 0.25 bar are
respectively shown to be the best and the worst source
datasets to lead to accurate self-diffusion coefficient
prediction. The pre-trained model at 100 bar was found to
have ranked at least 2nd place in all nine cases while the pre-
trained model at 0.25 bar was ranked last place or just above
the bottom in eight out of nine cases (nine cases: R2 score,
RMSE, and MAE results for sizes 100, 300, and 500). Out of
these results, the data from size 300 were further analyzed
because there was the largest improvement in prediction
performance by applying the pre-trained model compared to
DL. As shown in Fig. 4c, 300-TL-100 (navy) showed a higher R2

score than 300-TL-0.25 (green) in 39 out of 50 randomly drawn
sets. The R2

TL,test of 300-TL-100 ranged up to 0.722 which is
much higher than the R2

TL,test of 300-TL-0.25, up to 0.658. The
trend was maintained even when the evaluation metric was
changed to RMSE and MAE. 300-TL-100 (navy) showed lower
value than 300-TL-0.25 (green) in 39 out of 50 randomly drawn
sets with respect to RMSE and 43 with respect to MAE (see
ESI† Fig. S3). To identify how often the TL models outperform
the DL models, R2

TL–R
2
DL was calculated (see Fig. 4d) where

R2
TL–R

2
DL > 0 means that the TL model shows better

prediction performance than the DL model. The knowledge
from the gas uptake at 100 bar helps the model surpass the
model without any knowledge for 37 out of 50 randomly
drawn sets. However, 300-TL-0.25 surpassed the DL models in
only 25 sets, and as such, we can expect that no significant
difference occurred by borrowing knowledge from the gas
uptake at 0.25 bar, but rather the knowledge disturbed the
prediction of the self-diffusion coefficient.

Furthermore, to investigate the effectiveness of the TL as
the data size increases, we compared the previous results
with much larger data sizes of 1000 and 1500. For these sizes,
only 5 random draws were conducted considering that the
raw data set only contains self-diffusion coefficients of 1563
frameworks and many of them should be overlapping in
randomly drawn sets. Overall, although there were
enhancements in prediction performance in data sizes larger
than 300, the gap in performance between TL and DL is
reduced as the size of the data increases (see Fig. 5). The best
TL model (300-TL-100) showed an improvement of 25.0% in
the R2 score compared to the DL model for size 300, but the
improvement is reduced to 13.4% for size 500 and the degree
of performance improvement approximately converged in
size 1500. Nevertheless, just as the R2 score of the TL model
in size 300 is higher than that of the DL model in size 500, it

is still valid in a small data size where TL can reduce the
process of collecting data, which is a bottleneck of deep
learning. Moreover, considering that the standard for
moderate prediction accuracy is R2 score >0.5,36 it was an
unacceptable model to predict the self-diffusion coefficient
with only 300 data size, but with the help of the pre-trained
model, the model can be equipped with a moderate
predictive power for self-diffusion coefficients. Even if
different evaluation metrics (RMSE and MAE) are applied,
the TL model in size 300 still performs better than the DL
model in size 500 (see ESI† Fig. S4). Considering that the
simulation time for the self-diffusion coefficient is >1800
times larger than that for gas uptake, better performance can
be achieved with 62.62% of computational costs when 200
self-diffusion coefficient calculations are substituted with the
23 845 gas uptake calculations (more details are shown in
Section S3 of the ESI†).

Model interpretation

As deep learning models generally work as a black box, it is
difficult to identify what is learned via the models during the
training process. To overcome this limitation, feature
importance was measured to identify the important features
that help in the predictions. Specifically, permutation feature
importance (PFI)37 was measured using the Python package,
eli5.38 PFI is calculated based on an intuition that there is a
coherent relationship between the feature importance and
the model performance. Here, feature importance for every
55 features (geometric descriptors and energy descriptors)
used for learning was estimated. Given that feature
importance from PFI calculation only shows the relative
importance between features in a single model, the PFI

Fig. 5 Aspect of change in performance improvement as the data size
increases with respect to the R2 score as an evaluation metric. The
comparison was performed with the TL model with the pre-trained
model at 100 bar (i-TL-100) that generally performs well regardless of
the data size. The markers denote the median value and the blurred
region denotes the range between the 1st and 3rd quartile.
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results were normalized as a discrete probability distribution
with the sum of instances equal to one.

Using the PFI results, we tried to explain why there is a
performance difference among the TL models even if they
shared the same type of physical properties from the GCMC
simulation (albeit with different pressures). As such, the PFI
result from the DL model trained with just the self-diffusion
coefficient data was set as a reference and compared with the
PFI results from the pre-trained models that were regarded as
the best (100 bar) and the worst models (0.25 bar) in the
previous section. The model that shows the highest R2 score
among 5 models with size 1500 was selected as a reference
model to construct a robust PFI result. Comparing the
importance of the top 10 features based on PFI values of the
reference model, both the reference and the best model share
the “void fraction” as the most important feature, and other
features were rather important for the worst model. Likewise,
when the tendencies of the PFI values are similar, better
performance improvement can be expected in TL.
Interestingly, the “gravimetric surface area” (Grav ASA in
Fig. 6a and b) and “energy range at −220k–40k”, which were
not regarded as impactful features in the prediction of the
self-diffusion coefficient, show a high importance (see
Fig. 6a and b).

In addition, the Euclidean distance between two vectors,
which consists of PFI values of the previously selected 10
features from the reference and the pre-trained model, was
calculated to quantify the similarity of the PFI results. A
small distance can imply a high similarity between two
vectors. The distance of the best model is 0.305 which is
much lower than the distance of the worst model, 0.409.
From the results, we can say that the best model possessed a
higher similarity with the reference model than the worst
model in terms of the feature importance. Thus, we can
expect that the PFI can be one method to identify whether
the pre-trained model can provide meaningful knowledge for
the TL task or not (see Section S4, ESI†).

Conclusion

In summary, we conducted a transfer learning study on
MOFs to predict the methane self-diffusion coefficients with
MOF descriptors as inputs as well as the knowledge gained
from the training process with the methane gas uptakes.
Although self-diffusion coefficients and gas uptakes are
obtained using different simulation methods, the extracted
MOF representations from the source domain (MOFs to gas
uptakes) provide meaningful information to predict the self-
diffusion coefficient of experimentally synthesized MOFs. As
such, we can improve the prediction performance with a
relatively small size of diffusion data. From our results, we
demonstrate that instead of collecting data that requires a
high computational cost in a brute-force manner,
performance can be improved via collecting easily obtained
data that is related to the target property. Although our study
was focused on using methane uptake to facilitate the

prediction of methane diffusion data, we surmise that this
type of study can be extended to other systems and other
applications, which can help accelerate discovery related to
MOFs and deep learning.

Materials and methods
Materials database

Two MOF databases were used in this work: (1) a
hypothetical MOF database (hMOFs) and (2) experimentally
synthesized MOF database (CoRE MOF database).39 Given
that it is relatively convenient to obtain large amounts of
hMOFs, the hMOF database was used as the source data set
and the experimentally synthesized MOF database was used
as the target data set for our TL task.

The hMOFs were generated using two top-down based
MOF construction packages: PORMAKE11 and ToBaCCo.10

Fig. 6 Feature importance values for the top 10 important features at
the target domain. Normalized feature importance values of the target
domain and a) the best source domain, gas uptake at 100 bar. b) The
worst source domain, gas uptake at 0.25 bar. The best source domain
is colored navy and the worst source domain is colored green.
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PORMAKE has an advantage in the generation of structures
with a high degree of diversity due to its large elements
database which contains 719 node building blocks, 234 edge
building blocks, and 1775 topologies. So, it can properly reflect
the high tunability of MOFs. On the other hand, ToBaCCo can
generate more synthesizable structures because it limits the
elements database to only 41 highly symmetric topologies and
building blocks that were already used in synthesized
MOFs.10,40 Altogether, a total of 23 845 hMOFs were obtained
from the two MOF construction tools (12 605 from PORMAKE
and 11240 from ToBaCCo). Since the hMOFs generated from
PORMAKE and ToBaCCo contain no solvents within the
structures, all solvents removed CoRE MOF 2019 dataset were
selected to endow the same conditions for both databases.

Properties and descriptors

The gas uptake was calculated via GCMC simulation using an
in-house GPU code.41 As the GPU code can calculate the gas
uptake at various pressures at once, we calculated the gas
uptakes at 12 pressures from a very low pressure (0.25 bar) to
a high pressure (100 bar). 50 000 Monte Carlo iterations were
conducted with a pore-blocking algorithm. By the way, the
GPU code uses fugacity instead of pressure to reflect the
practical phenomenon, especially in high pressure. So,
pressure was converted into fugacity using the Peng–
Robinson equation of state.42 The temperature and force field
for the guest molecule and MOFs were fixed as 298 K and the
universal force field (UFF)43 to control the condition except
for pressure during the transfer of knowledge.

The self-diffusion coefficient was obtained from MD
simulation using the LAMMPS software package.44 To
calculate the self-diffusion coefficient, mean squared
displacement (MSD) of methane molecules was recorded and
the Einstein relation was used (eqn (1)).

DS ¼ lim
t→∞

1
6t

1
N

XN
i¼1

ri tð Þ − ri 0ð Þj j2
* +

(1)

N is the number of methane molecules in the overall system
and ri(t) and ri(0) are the positions of species i at time t and
initial configuration. The brackets denote the ensemble
average. According to eqn (1), the self-diffusion coefficient
can be computed with the slope of MSD versus time divided
by six and infinite dilution condition can be obtained by
excluding methane–methane interactions during the
simulation.45 At least 30 methane molecules were randomly
inserted into the framework to satisfy both statistical
accuracy and computational efficiency. The overall system
was constructed with Packmol software46 and the
Moltemplate software47 was used to generate input files for
the LAMMPS software package. The overall system was
equilibrated for 2 ns and the production run lasted for an
additional 2 ns with a time step of 1 fs to prevent blowing
out of methane molecules during the simulation. The NVT
ensemble was endowed with methane molecules only with
the Nose–Hoover thermostat to maintain the temperature at

298 K. Considering that the MOF structures are relatively
immobile compared to methane molecules, we fixed the
position of the MOF structures during simulation. As
previous screening studies related to methane
molecules,9,48,49 the force field for methane molecules was
modeled using the TraPPE force field50 that considers the
methane molecule as a single atom and the MOFs were
modeled using the UFF. Considering that methane is a highly
symmetrized spherical molecule, the single-atom force field
is sufficient to simulate its movement properly. Van der
Waals interactions were modeled with the Lennard-Jones
potential where the interactions were truncated at 12.0 Å.
The interactions between different atoms were calculated by
the Lorentz–Berthelot mixing rules.

Five geometric descriptors (the largest cavity diameter,
pore limiting diameter, volumetric surface area, gravimetric
surface area, and void fraction) were obtained from the Zeo+
+ software.51 Surface areas were calculated with a nitrogen
probe and void fractions were calculated with a helium
probe. Moreover, energy descriptors were used to apply
chemical factors during prediction.52 Energy descriptors were
created with two steps (see Section S5 of the ESI† for details).
First, energy grids (energy values are calculated in a grid at
specified regular intervals) were generated as a spacing of 1
angstrom using the GRIDAY algorithm.53 Then, every value
within energy grids was converted into a histogram with 50
bins. The normalized counts for bins were used as features
for the deep neural network.

Details on transfer learning

In this work, a multilayer perceptron (MLP) was used as a
transferable deep neural network (DNN) to predict adsorption
and diffusion properties with geometric and energy
descriptors. The MLP model consists of an input layer, 1st
hidden layer, 2nd hidden layer, and output layer. The
number of neurons was respectively 55, 512, 128, and 1 for
the four dense layers. Both the hidden layers used the ReLU54

function as an activation function. The dropout layer was
inserted between the 2nd hidden layer and output layer to
alleviate overfitting.55 The dropout rate was fixed at 0.5 for
both source and target tasks. For stable and efficient
learning, the learning rate is fixed at 0.00001 and the Adam56

optimizer was used. The learning lasted for 200 000 steps (1
mini-batch per 1 step) to guarantee the convergence of the
model's performance and the models that have the highest
performance in the validation set were saved to prevent
overfitting. The batch size was selected as 1000 for the source
task and the size of the training data set for the target task.

To achieve transfer of knowledge, first of all, the model
was trained with the hypothetical MOF databases (PORMAKE
and ToBaCCo databases) as inputs and gas uptakes at certain
pressures as outputs. Then, the pre-trained model was fine-
tuned with experimentally synthesized MOFs (CoRE MOF
database) as inputs and self-diffusion coefficients as outputs.
During training in progress, the weights between the input
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layer and the first hidden layer are frozen and the other
weights are finely tuned to find the optimal value to predict
the self-diffusion coefficient. The data and associated scripts
for the TL models in this work are available at https://github.
com/YunsungLim/TL-from-adsorption-to-diffusion-in-MOFs.
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