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Solution crystallization of materials ranging from simple salts to complex supramolecular assemblies has long been viewed through the lens of classical nucleation and growth theories in which monomeric building blocks assemble into ordered structures through inherent thermal fluctuations that overcome a free energy barrier and continue to grow by the addition of such units to atomic steps. However, recent observations have revealed a rich set of hierarchical pathways during both nucleation and growth involving species of a higher order than monomers. While many studies have investigated and deduced the mechanisms underlying hierarchical nucleation pathways, much less research has been directed towards the development of a mechanistic picture of growth by the assembly of more complex units. Here, we review recent investigations into crystal growth by particle attachment, with an emphasis on oriented attachment. We discuss the relationship between interfacial structure, interparticle forces, and attachment dynamics, discuss the consequences of size dependent phase stability, and examine the impact of the ligand-functionalization of primary particles.

1. Introduction

The mechanisms by which crystalline structures form from solutions often diverge from the classical picture during both nucleation and growth. In that picture, nuclei of the final structure form through monomer-by-monomer addition to unstable clusters that overcome a free energy barrier via inherent thermal fluctuations, 1–4 then continue to grow by monomer addition, generally at atomic step edges. 5–7 However, research over the past two decades has revealed poorly understood, diverse crystallization pathways involving non-classical, hierarchical processes. 9–14 That is, formation occurs via the assembly of “higher-order” species, 9,11 including multi-ion complexes, 17,18 oligomeric units, 19–23 dense liquid
phase (DLP) droplets, or amorphous or ordered particles (Fig. 1A). Reflecting the distinction between the addition of monomeric units and these higher order species, these hierarchical styles of nucleation and growth have been termed “crystallization by particle attachment” (CPA). The impact of CPA on the material’s structure and properties is extensive because such pathways often create intermediate states which are not otherwise accessible and final crystals that exhibit complex, hierarchical morphologies that lead to novel properties.

Deviations from the classical crystallization pathway (Fig. 1B) can be expected for two reasons. First, complexities in the free energy landscape create metastable structures offering lower-barrier pathways to the final state (Fig. 1C and D). These can either be bulk phases on a phase diagram that are more stable than the solution but less stable than the final solid (Fig. 1C), or configurations that represent local minima that are less stable than the solution itself (Fig. 1D)—and thus can only exist transiently and microscopically—but that provide an environment in which the stable configuration appears more readily than in the bulk.
The anatase and brookite phases of TiO₂ are examples of the first type; they form more rapidly than the stable rutile phase because the lower surface energies of the metastable phases render the penalty associated with creating the new solid-solution interface of the nuclei smaller than that for rutile. Examples of the second case include proteins that form unstable protein-rich liquid droplets within which the first crystals nucleate because of the higher concentration.

The second reason deviations arise stems from dynamical effects of two kinds (Fig. 1E and F): (1) high driving forces generate many pre- and post-critical particles that interact and assemble to form highly branched structures or coarsen to compact single crystals (Fig. 1E), and (2) low atomic mobility leaves the system stuck with particles of a metastable bulk phase, particles of an unstable (but locally metastable) microscopic phase, or in a globally unstable state (Fig. 1F), such as a gel. Though this conceptual framework of CPA is clear, the challenge we face in designing or interpreting crystallization processes is that predicting which pathway a system follows and why is generally beyond current understanding.

As Fig. 1A indicates, CPA encompasses hierarchical processes that occur during both the nucleation and growth phase. That is, the assembly of higher order species can occur prior to the establishment of a stable nucleus when the free energy is still increasing with cluster size, or it can occur in the post-nucleation stage, where it essentially constitutes colloidal aggregation. Numerous investigations have addressed the mechanisms through which hierarchical nucleation pathways arise. Here, we focus on the post-nucleation stage, with an emphasis on growth by oriented attachment (OA), a process first reported by Penn and Banfield in 1998 (ref. 53 and 71) in which nanocrystals aggregate into larger single crystals by attaching on identical facets with either crystallographic coalignment or, alternatively, between the two initial— or “primary”— particles.

OA leads to remarkable morphological outcomes, including the formation of tetrapods, chains and sheets, highly branched nanowires, and self-similar 3D mesocrystals. One study showed that OA coupled with strain relaxation is even responsible for the growth of commonly observed five-fold twin structures of noble metal nanoparticles. OA and, more generally, the particle-mediated growth of single crystals, has now been widely observed in semiconductors, metals, silicates, oxides, fluorides, carbonates, organic compounds, peptides, and proteins.

Many styles of OA have been observed since the first report, extending the concept beyond attachment with crystallographic coalignment to include (1) attachment with some degree of misalignment, followed by relaxation through atomistic processes into a coaligned state, (2) attachment of metastable particles of a nanoscopic phase onto crystals of the bulk phase, followed by transformation to the bulk phase with the creation of a coherent interface, and (3) a special class of in which the nanoscopic phase is amorphous. In all cases, the progression of OA reflects an interplay of the solution structure, forces, and motion (Fig. 2), in which crystal surfaces impose structure on the near-surface solution, leading to a set of interparticle forces, including hydration barriers, and van der Waals (vdW) and electrostatic forces. These interactions and forces are further modified by surface-bound ligands, which are a common feature of nanoparticle systems introduced during colloidal synthesis to stabilize the particles at the nanoscopic size. Moreover, these ligand functionalized interfaces create chemical gradients.
that can impact the formation of new primary particles and their subsequent attachment. In what follows, we discuss the relationship between interfacial structure, interparticle forces and particle dynamics, discuss the consequences of size dependent phase stability, and examine the impact of the ligand-functionalization of primary particles.

2. Structure, forces, and motion

While the development of a quantitative framework for predicting particle interactions and assembly has its roots in colloidal physics and continuum-based Derjaguin–Landau–Verwey–Overbeek (DLVO) theory, nanocrystals present additional complexities: the face-specificity of dielectric properties, the presence of structured nanoscale interfaces, and the consequent solvent responses that should be of a comparable length scale. In essence, crystal structure is imprinted upon solvent structure, creating forces between particles whose consequent motion alters the intervening solvent structure, changes the forces, further drives motion, and eventually leads to attachment. Thus, the energetics are distinct from those of conventional colloidal phenomena and lead to the non-trivial coupling of scales, giving rise to hydrodynamic phenomena, such as strong coupling between translational and angular velocities. As such, theoretical progress at the nanoscale requires treatment of hydrodynamics consistent with the molecular level length scale of solvent-response and the concomitant fluctuations.

2.1 Interfacial structure

As two approaching nanocrystals reach a separation of a few nanometers, the molecular details of the crystal–solution interface become increasingly important. Indeed, ions and water molecules at the interface behave differently from those in the bulk solution due to interactions with surface chemical groups, patterning against the crystal lattice, and—crucially in the context of CPA—confinement...
between the two approaching surfaces (Fig. 3A). Accordingly, resolving the interfacial structure and dynamics at the molecular scale will be necessary towards building a predictive understanding of CPA. To date, such a rigorous theoretical framework does not exist. While electrical double layer theories predict ion concentrations as a function of distance from a charged surface, these formulations do not resolve the spatial distribution of solvent molecules (despite studies involving a modified Poisson–Boltzmann formulation – see Section 2.2 for more details) beyond continuum approximations. Similarly, empirical models of ion adsorption and speciation remain largely informed at the bulk scale by experimental data and chemical intuition rather than robust local

Fig. 3 Solution structure at crystal–solution interfaces. (A) Scheme representing ion and water distribution; (B) lateral slice from the boehmite (010)–water 3D FFM measurement and (C) corresponding Fourier transform showing that the solution structure is templated by the underlying crystal lattice; (D and E) vertical slices of 3D FFM data along different crystallographic directions; (F) site-specific 3D FFM force gradient and (G) MD water potential of mean force profiles; (H) snapshot of a full-scale simulation of the boehmite–water–silica system; (I) fitting long-range interaction that is ascribed to hydrodynamic force due to confinement. Reprinted with permission from ref. 16. Copyright 2021 American Chemical Society.
These models thus fail to capture an important and ubiquitous feature of nanoparticles in solution, namely a molecular based description of the double layers in the vicinity of the solid–solution interface.

The “molecular layering of water at surfaces” was first reported by Israelachvili and Pashley, who used a surface force apparatus to measure short-range oscillatory forces between two mica surfaces immersed in aqueous solution. Since then, a range of experimental and simulation techniques have been employed to investigate the interfacial solution structure. Most notably, studies using X-ray reflectivity and diffraction have resolved a multitude of mineral–aqueous interfaces by measuring electron density profiles as a function of distance from the surface and fitting the data to candidate solution structure profiles. Spectroscopic methods, such as sum frequency generation spectroscopy, provide information on the water orientation at the interface, demonstrating the more limited degrees of freedom of surface-bound water molecules compared to those in the bulk. More recently, an emerging technique known as 3D fast force mapping (3D FFM) has enabled the visualization of solution structure by measuring the forces experienced by a nanosized probe as it navigates the interfacial region. These experimental methods are typically coupled to molecular dynamics (MD) simulations, which have evolved significantly in recent years to incorporate advanced force fields, reactivity parameters, and more accurate descriptions of surface chemistry. While each of these techniques is beset by technical limitations and interpretation challenges, they collectively provide complementary insights that have vastly improved our understanding of crystal–solution interfaces.

One recent case study investigated the boehmite (010)–water interface, which is the preferred crystallographic plane for boehmite oriented attachment in alkaline solution conditions. Using 3D FFM, the authors determined that the solution phase close to the surface showed the orthorhombic symmetry that is characteristic of boehmite, hence confirming that the underlying crystal lattice templates the distribution of interfacial water molecules (Fig. 3B and C). These patterns dissipate beyond one nanometer from the surface (Fig. 3D and E). Moreover, four laterally structured hydration layers were resolved with oscillatory features in the order of 0.27 nm, consistent with the size of a water molecule. The data showed distinct responses in the measured force gradients that were ascribed to water density distributions above each crystallographic lattice site (Fig. 3F). Comparison to MD simulations confirmed that the highest water densities occur at the sites adjacent to the boehmite hydroxyl groups, thus facilitating hydrogen bonding (Fig. 3G).

Beyond delineating the solution structure, these results provide important insights that are directly relevant to CPA. For example, the 3D FFM data showed additional hydration layers compared to the MD simulation of the free boehmite–water interface (Fig. 3F and G). After creating a suite of simulations with increasing degrees of complexity, the authors were able to reproduce the experimental results by applying a full-scale simulation of the boehmite–water–silica system (Fig. 3H). The conclusion was that confinement between the two surfaces, namely the silica probe and the boehmite substrate, causes an enhanced structuring of the intervening solution, which cannot be probed by “non-intrusive” tools such as X-ray reflectivity and sum frequency generation spectroscopy. Indeed, earlier studies have demonstrated extensive “water packing” in simple
Monte Carlo simulations of rigid spheres confined between two infinite planes at close separations, even without incorporating the rigorous molecular and crystallographic details. Accordingly, the interface between two nanosized particles undergoing CPA is expected to follow a non-trivial behavior limited by two extreme cases: the intrinsic ordering of water molecules at a free-standing crystal surface and the extensive ordering due to close proximity between two finite-sized planes.

Another key observation pertains to a qualitative connection between the interfacial structure and other emergent interfacial properties. Specifically, the study hypothesized that the interfacial solution structure can cause unusual transport properties due to confinement, leading to “conservative” hydrodynamic forces within ~1 nm separation between the probe and the surface (Fig. 3I). Interestingly, this result is, in fact, consistent with previous experimental studies that reported chemistry-dependent transport properties at confined liquids, such as the viscoelasticity of water as well as a reported unusual dielectric property of confined water (~2 instead of the well-known bulk value, ~80). Considering that these fundamental material/transport properties directly influence particle forces and dynamics, one can convincingly argue that the interfacial structure plays a determining role in the pathways and outcomes of CPA.

Perhaps the most elusive mystery is related to the dynamic nature of the crystal–solution interface, beyond simply an equilibrium distribution of water and ions. During a CPA event, the final “jump-to-contact” between the two nanoparticles predicates that the surface-bound water, ions, and ligands be released from the surface, or otherwise become included in the permanent crystal structure. The corresponding timescales and kinetic barriers for these processes remain difficult to resolve, and are perhaps best interrogated by molecular simulations that can provide valuable information on the desorption/exchange rates for the various interfacial species, as well as changes in the surface chemistry. On this note, recent simulations on anatase in vacuum and humid environments showed that the presence of adsorbed water in fact facilitates oriented attachment by delaying the particle collision and, thus, preventing random aggregation.

2.2 Forces between crystalline particles

The propensity of nanoparticles to undergo CPA is dictated by a complex interplay between various short- and long-range forces, including electrostatics, dispersion, and hydration forces. These forces depend on fundamental material properties, such as the dielectric permittivity and dipole moments, as well as the physico-chemical properties of the crystal surfaces (e.g., the presence of foreign molecules, such as ligands, and surface roughness). Competing with dynamic contributions, such as hydrodynamic forces (described in Section 2.3), the interplay is pivotal to the local/transient responses of particles and the resultant assemblies/microstructures.

Long-range forces are mainly described by continuum models, such as the DLVO theory, which typically involve two components: the electrostatic interaction force and the dispersive van der Waals force (Fig. 4A). According to the DLVO theory, the electrostatic interaction force is described by the Poisson–Boltzmann (PB) model, which considers the electrostatic potential of the particle surface and
the equilibrium distribution of mobile ions around the particle and relates the local average charge densities to the corresponding electrical fields and potentials. Key approximations implemented in the continuum PB model\cite{116} are: (i) describing the electrolyte solution as a continuous dielectric medium characterized by an average density of electrolytes, effectively averaging out the degrees of freedom of solvent molecules and mobile ions, (ii) considering an equilibrium distribution for mobile ions, implying that the gradient of the electrochemical potential needs to be vanished, and (iii) neglecting considerations of ion size and interactions. As such, the electrostatic interaction force between two surfaces is described as an osmotic pressure difference associated with the inhomogeneous distributions of ions.

The second component of DLVO, namely the van der Waals force, is described by Lifshitz theory, which assumes that each particle (macroscopic entity) can be fully represented by its corresponding dielectric spectra (i.e., as a function of frequency up to X-ray), inherently including many-body characteristics.\cite{117,118} Here, the interaction between fluctuating electromagnetic fields of the interacting particles in the presence of “screening” due to an intervening medium results in the van der Waals force. It is important to note that the van der Waals force is dominated by dielectric spectra differences between interacting bodies in the UV range, whereas frequency differences between bodies in the IR range insignificantly contribute to the overall force. This continuum-based approach for long-
range forces has been successfully implemented for characterizing the stability and aggregation of colloids in various industrial and geological settings.

Nevertheless, by ignoring molecular details, the predictive capability of DLVO theory is significantly limited. As discussed in the previous section, “molecular granularity” becomes critical at smaller particle separations where the intervening solution cannot be treated as bulk. For example, one manifestation of the interfacial structure is the emergence of a short-range hydration force at about $O(1)$ nm separation due to a competition between surface hydration and ion hydration. Note that ions differ appreciably in their relative preference for water–ion interactions over water–surface interactions (kosmotropic or structure-making vs. chaotropic or structure-breaking ions). Therefore, the hydration force is intrinsically expected to show ion specificity (e.g., Hofmeister series), in addition to its dependence on the ion concentration and valence; this nature has been confirmed using surface force apparatus (SFA) and atomic force microscopy (AFM) measurements. Interestingly, a recent study based on quantum density functional theory (qDFT)-based potential of mean forces calculations by Shen et al. clearly demonstrated that a hydration force becomes qualitatively different, depending on details of the surface chemistry of the ZnO (1010) surface (i.e., hydroxylation) – see Fig. 4B.

At sufficiently high ion concentrations, the competition between ion-surface and ion–ion interactions becomes more relevant. The average separation between ions scales as $n_b^{-1/3}$ ($n_b$ is the number density of the ion at bulk), whereas the length scale for the electrostatic interaction between ions against thermal energy is the Bjerrum length, $\lambda_B = (q^2/\varepsilon kT)$, where $q$ is the ionic charge, $\varepsilon$ is the dielectric permittivity, $k$ is the Boltzmann constant, and $T$ is the temperature. Therefore, when $\lambda_B \gg n_b^{-1/3}$, a strong ion correlation is expected, suggesting that ion–ion interactions must be considered. To this end, the incorporation of the molecular level detail of specific ion effects and loss of electrostatic screening due to the presence of an interface have been employed into modified PB (mPB) theory. This modification affords a more predictive tool for specific ion-surface segregation that gives rise to novel electrostatic phenomena. These theories incorporate ion concentration, size, and valence consistent with the aforementioned simple scaling argument.

While these descriptions for both long-range and short-range forces are generally reasonable, some unique features are specifically associated with CPA. First, the distinction between short-range and long-range forces becomes blurred for particles whose size is comparable to the length scale where molecular granularity becomes important. This implies that the molecular level description needs to be implemented into the continuum-based approach, leading to coupling between the forces coming from different scales. One example is a modified Lifshitz theory by Chun et al., which implemented the inhomogeneity of dielectric properties near mineral–fluid interfaces into the conventional Lifshitz theory. The main conclusion was that the coupling of the solution response at different scales results in a much stronger van der Waals force, as demonstrated in Fig. 4C. Similarly, in the study of Li et al., it was revealed that the adhesion forces between two mica surfaces is strongly dependent on ion concentration and specificity, which is attributed to molecular scale phenomena such as ion hydration (see Fig. 4D).
Perhaps one of the key results in the context of CPA is the observation of orientation-dependent adhesion forces between crystalline surfaces, ascribed to the anisotropy in dielectric permittivity\textsuperscript{127} and surface chemistry, giving rise to torque. Considering the orientation-dependent interaction potential ($W$), a torque balance between the interaction potential ($\partial W/\partial \mathbf{p}$) and Brownian ($kT$) contributions can be described by an orientational probability distribution function ($\psi$), combined with:

$$\frac{\partial \ln \psi}{\partial \mathbf{p}} = -\frac{1}{kT} \frac{\partial W}{\partial \mathbf{p}}$$

where $\psi$ and $W$ should depend on $\mathbf{p}$ (a director vector representing a crystallographic axis of interest) that is a key descriptor for the alignment. This formulation had been introduced to understand the 3-fold symmetric orientational adsorption of macromolecules on graphite surfaces,$^\text{128,129}$ and was then utilized to interpret the orientational dependence of adhesion forces between rutile TiO\textsubscript{2} crystals.$^\text{130}$

We also note that unique material properties, such as a strong dipole moment or the existence of ligands on the nanocrystal surfaces, contribute additional forces. The former exhibited an attractive dipole–dipole force/torque at large separation that is responsible for ZnO oriented attachment (see Section 2.3)$^8$ whereas the latter triggered a repulsive “steric” hindrance force, analogous to that due to adsorbed polymers, preventing particle attachment$^\text{131,132}$ (see Section 4 for details).

### 2.3 Particle dynamics

Beyond simply characterizing the short-range and long-range forces, the coupling of these forces to particle dynamics is pivotal for obtaining a mechanistic understanding of CPA, a fact that has been largely underestimated or ignored (Fig. 5A). Such coupling can be represented via hydrodynamic mobility, which originates from a linear relationship between a translational/rotational velocity and force/torque.$^{133,134}$ The hydrodynamic mobility reflects the effects of the particle shape and dimensions, as well as the solution viscosity. This component also includes a separation dependence where it would be applied for “relative” velocities and “relative” force/torque between a pair of particles.

Assuming that particle inertia is negligible due to the size of nanocrystals, the linear relationship between a translational velocity ($U$) and force ($F$) for the translational motion can be described as $U = \mathbf{M}^t F$, where $\mathbf{M}^t$ is a hydrodynamic translational mobility tensor. An analogous relation exists for a rotational velocity ($\Omega$) and torque ($T$), $\Omega = \mathbf{M}^r T$, where $\mathbf{M}^r$ is a hydrodynamic rotational mobility tensor.$^{135}$ The hydrodynamic mobility becomes critical when two particles are close each other, within a lubrication regime (typically about one tenth of the particle size), where a large hydrodynamic pressure builds up at an intervening space between particles due to their relative motion. Typically, this nature exerts an additional “repulsive” force of a purely dynamic origin. Note that such a hydrodynamic “lubrication” force is expected to be largest for a relative approaching motion along a line between centers of particles, which incidentally is the same direction as the forces described in Section 2.2 (radially symmetric for electrostatic, dispersion, and hydration for spherical particles). Consequently, the resultant translational motions by such forces can be attenuated in the presence...
of hydrodynamic mobility, leading to a decisive factor for the collision of two approaching particles. A similar nature is expected for the resultant rotational motion by applied torques.

One interesting point is that the hydrodynamic mobility for rotational motion is typically much higher than that for translational motion, especially at close separations. In the case of two interacting spheres, the hydrodynamic mobility remains invariant with respect to separation for rotational motion, in comparison to the translational motion.
to a decreasing linear dependence on separation for translational motion. The observation by Liu et al. illustrated that this rotational motion can be conducive for oriented attachment, forcing the nanocrystals to co-align, while a significant hydrodynamic attenuation for the approaching translational motion of the nanocrystals prevents the collision. For spherical nanocrystals, one can understand such coupling between forces/torques and translational/rotational motions based on Jeffrey and Onishi’s full mathematical descriptions and corresponding formulations for $M^t$ and $M^r$. Recent in situ LP-TEM studies for Ag and Au nanoparticles by Lee et al. implemented hydrodynamic resistivity to rigorously understand the kinetics of the growth of particle clusters and the transient behavior of particles/clusters, leading to the superlattice formation based on the coupling between energetics and dynamics.

Recently, Liu et al. presented a case study that connected the energetics and dynamics of ZnO oriented attachment (Fig. 5B and C). Specifically, in situ TEM observations documented multiple attachment events and were used to calculate the interaction potential between ZnO crystals (Fig. 5D). The authors determined that dipole–dipole interactions, active at particle separations of >5 nm, are responsible for long-range alignment and subsequent aggregation with no appreciable barrier. This result was validated by Langevin dynamics simulations that coupled particle translational/rotational diffusivities to the experimentally measured potential (Fig. 5E and F). The main conclusion was that strongly polar nanocrystals are conducive for OA due to dipole–dipole forces/torques inducing their coalignment before the point where strong attractive potentials drive the final jump to contact. This result contrasts with an earlier study on dipole-free iron oxyhydroxide nanocrystals, wherein alignment was attributed to short-range interactions. In the latter case, the two approaching crystals linger at a separation of a couple nanometers, sample multiple relative orientations, and jump to contact once a crystallographic alignment has been achieved (Fig. 5G).

An additional yet important point for particle dynamics comes from the shape of nanocrystals (Fig. 5H–J). Even without considering the crystallography-dependent forces described in Section 2.2, anisotropic particles exhibit cross-coupling between force/torque and translation/rotational velocities that is typically negligible for spherical particles. That is, translational motions can be induced by torques and vice versa. Furthermore, for nanocrystals, the characteristic time scales for translational and rotational motions, obtained from the respective diffusivities, are likely to be comparable, indicating appreciable coupling between rotational and translational diffusive motions. Considering the tensorial nature of the hydrodynamic mobilities (i.e., directionality), this suggests that the assembly kinetics of nanocrystals are heavily influenced by the orientation-dependent forces and hydrodynamic mobilities. A recent study convincingly demonstrated that such orientational dependence in both particle forces and dynamics is responsible for the qualitative nature of the assembly from a diffusion-limited to a reaction-limited case by a combination of dynamic light scattering and scaling analysis based on irregular-shaped boehmite nanocrystals.

Despite the importance of particle dynamics, hydrodynamic mobilities for non-spherical particles are relatively unknown, while those of certain representative cases, such as cylinders and ellipsoids and limited cases for sharp-edged particles (e.g., the face–face configuration between two cubic particles) are known. The effect of particle shape on hydrodynamic mobility can be significant
in magnitude, in comparison to a spherical case; a recent study based on the boundary element method, along with an integral representation of the Stokes flow via a hydrodynamic Green’s function (called the Oseen tensor), showed that the translational hydrodynamic mobility between two cubic particles in parallel configuration is much smaller than that between two spherical particles at the lubrication regime (i.e., $O(\epsilon^3)$ vs. $O(\epsilon)$ scale, where $\epsilon$ is a normalized separation between two particles). It is worth noting that all descriptions above are based on continuum hydrodynamics where the infinitesimal volume of fluid is much larger than a molecular scale. Considering the unusual transport properties at confinement associated with interfacial structures from molecular nature, mentioned in Section 2.1, the fundamental concept for hydrodynamic mobility would need to be revisited and possibly reformulated, requiring further theoretical studies. This would be especially important because the last stage of particle assembly, the physical collision of nanocrystals, occurs at the lubrication regime due to the size of nanocrystals.

3. Nanoscopic phase primary particles

As noted in the Introduction, an important complexity of OA is that many systems start from primary particles of a phase that is stable only at the nanoscale, but produce final crystals of the stable bulk phase. Some of the systems in which this pathway has been studied in detail include iron oxides, for which ferrihydrite (FeOOH; Fh) precedes goethite, hematite (Fe$_2$O$_3$; Hm) or magnetite and akageneite precedes Hm, or magnetite and calcium sulfate, for which bassanite precedes gypsum. Here again, the style of OA varies and includes the oriented assembly of bassanite (CaSO$_4$·0.5H$_2$O) rods that then convert to gypsum (CaSO$_4$·2H$_2$O), the misoriented assembly of akageneite (β-FeOOH) rods followed by coarsening to Hm, the growth of branched TiO$_2$ via the lattice-matched attachment of anatase onto rutile, followed by transformation (Fig. 6), and a coupled dissolution–reprecipitation reaction in

Fig. 6 *Ex situ* TEM data showing (A) a branched rutile nanowire, (B) the crystallographic relationship between the branches and trunk, and (C) attachment of the (103) faces of anatase nanoparticles onto the (101) faces of rutile nanowires, followed by transformation to rutile. Reprinted with permission from ref. 48. Copyright 2013 American Chemical Society.
which Fh is replaced by nucleating Hm particles, which undergo OA as the new particles form (Fig. 7).

While the appearance of precursor phases can occur for both kinetic and thermodynamic reasons, the latter is expected to be pervasive throughout systems with multiple polymorphs or closely related phases on the phase diagram. The underlying thermodynamic driver lies in the impact of surface energy \( \alpha \) on the free energy of formation \( \Delta G(R) \) of a particle with radius \( R \). Sohnel et al.\textsuperscript{141} showed that there is a rough inverse scaling between the equilibrium solubility \( C_e \) of a phase and \( \alpha \). Thus, less soluble phases are more stable, but have higher surface free energy, implying that the crystal is more poorly matched energetically to the surrounding solution. As the particle radius \( R \) is reduced, the proportion of growth units that lie within the bulk of the particle relative to the surface decreases, with the ratio \( \propto R \). Consequently, as shown for a wide range of materials, at a sufficiently small particle size, the free energy per growth unit, which is the sum of the surface and bulk contributions, becomes smaller for metastable phase than for the bulk phase.\textsuperscript{137,138} In other words, the relative
stabilities are reversed. Compounding this phenomenon is the impact of the inverse relationship between $C_e$ and $\alpha$ on the relative probabilities of nucleating particles of the two phases. This effect is most easily seen by considering nucleation within the framework of classical nucleation theory (CNT). Within CNT, the rate of nucleation $J_n$ scales with the exponential of the free energy barrier $\Delta G^*$, which in turn scales with the cube of the interfacial free energy $\alpha$. That is, $J_n \propto e^{-\Delta G^*/kT}$ and $\Delta G^* \propto \alpha^3$, where $k$ is Boltzmann’s constant and $T$ is the temperature. Thus, as a particle first begins to nucleate and $R$ is below the value at which the free energies of formation for the two phases cross over, the metastable bulk phase is both the most stable phase and faces a lower barrier to nucleation. Consequently, the first particles to appear are of the bulk metastable phase rather than the stable phase.

3.1 Nanoscopic phase as a particle source

The growth of branched rutile nanowires from anatase primary particles (Fig. 6A) presents a particularly interesting example of OA via a nanoscopic phase. After the anatase particles form, the solution remains supersaturated with respect to rutile, because it is the more stable bulk phase with the lower solubility. Thus, rutile wires, once they begin to form, can grow by classical ion-by-ion processes. However, the anatase (103) face is a near-perfect match for the rutile (101) face. Consequently, concomitant with the ion-by-ion growth of the wires, anatase particles attach to the rutile nanowires with perfect lattice matching and, after doing so, undergo a pseudomorphic transformation to rutile. Depending on which (103) face attaches to the rutile trunk (Fig. 6B), wires either extend in length or form branches meeting the trunk on (101) twin planes (Fig. 6C). This process occurs repeatedly to produce multiple generations of branches, all under crystallographic control.

While the direct involvement of nanoscopic phase primary particles would seem to be a requirement for such phases to influence CPA, the growth of Hm mesocrystals starting from a Fh precursor illustrates a strikingly different process. When ferric nitrate and sodium hydroxide are mixed, a suspension of Fh rapidly forms. Eventually, this precursor phase dissolves as Hm nucleates and grows into well faceted rhombohedral Hm through classical growth processes (Fig. 7A). However, when sodium oxalate (Ox) is added to the initial Fh suspension, Hm forms a nanoporous spindle-shaped single crystal elongated along [001] and having a nearly constant aspect ratio, regardless of the absolute size or time after formation begins (Fig. 7B). The spindles are hierarchically organized across two length scales. At the shortest length scale, they consist of ~5 nm crystallographically coaligned particles (Fig. 7C). These then form a second order structure consisting of chains of the Hm particles (Fig. 7C).

The first Hm particles always form either by the direct transformation of Fh to Hm or by the heterogeneous nucleation of Hm on Fh. However, as soon as a Hm particle forms, new particles begin to nucleate within a couple of nm of the first particle (Fig. 7D–F). Immediately after they nucleate, the daughter Hm particles attach to the parent particle next to which nucleation occurred (Fig. 7D–F). Repeated occurrences of these events lead to the formation of the self-similar Hm mesocrystals, which are elongated along the [001] direction because the rate of nucleation near the Hm (001) face of the particles exceeds that along other directions.
In this process of Hm mesocrystal formation, the Fh plays a number of key roles. First, it serves as a source of solute for the growing Hm particles. Second, it provides a buffer that fixes the Fe$^{3+}$ concentration at the solubility limit of Fh. Due to the moderate difference in solubility between the two phases and the high Hm surface energy, the barrier to Hm nucleation is large ($\sim 80$ kT) and, thus, nucleation in the bulk solution is rare, consistent with the observation that the nucleation of new Hm particles in the solution far from a Hm particle is never observed in our experiments. Finally, the Fh provides a favourable environment for the sporadic nucleation of Hm, either through direct transformation or heterogeneous nucleation. Why Ox then enables rapid nucleation to occur in the vicinity of these initially formed Hm particles, limits the Hm particle size, and drives the subsequent attachment events to create the mesocrystals is discussed below.

4. Control by ligands and interfaces

4.1 Ligands as a source of bias

CPA is always accompanied by relaxation processes, leading to an evolution in the final particle morphology. For example, rapid particle attachment and slow relaxation processes lead to the formation of dendric structures, while slow particle attachment and rapid relaxation may drive spherical particle formation (Fig. 8A and B). To balance particle attachment and relaxation rates, various ligands can be introduced to tune the ligand–ligand and ligand–particle interaction strengths, as well as the particle–particle interactions. Taking Au nanocrystals as an example, the involvement of organic small molecules, such as CTAB, citrate, or ionic liquids, can drive the attachment of Au particles along the [111] direction and drive two-dimensional particle assembly. Sequence-defined biomolecules have also been shown to be effective ligands in nanocrystal synthesis and bring the added benefit of tunability, as illustrated by the regulation of Au nanoparticle shapes by peptoids (Fig. 8B–H). To develop a controllable and predictable synthesis strategy, an in-depth understanding of ligand control over particle attachment and relaxation is required.

One approach using sequence-defined peptoids is to tune the design by systematically varying the hydrophobicity, number of carboxylate and amino groups, and side-chain positions to control the nanoparticle–ligand interactions. When used for Au nanoparticle synthesis, this approach enabled the controlled and predictable synthesis of spherical to coral-shaped nanoparticles (Fig. 8A and B). In all cases, the process starts with the random attachment of initially formed Au nanoparticles, resulting in the formation of distorted nanorods. These nanorods then randomly attach to one another to form clusters that are intermediates of the coral-shaped particles (Fig. 8C and D).

During the particle attachment process, the strength of the binding free energy of the peptoid onto the Au particle is directly correlated with the degree to which the interfacial free energy is lowered and, therefore, how low the driving force is for relaxation back to spherical particles. Moreover, the strong peptoid–Au binding affinity reduces the mobility of surface atoms, thus further slowing the kinetics of relaxation. Depending on how strong these effects are, the outcome can be coral-shaped particle formation or relaxation towards spherical particles. These results also highlight the important role of the peptoids in stabilizing small
Au nanoparticles (i.e., inhibiting their direct growth) and enhancing CPA. Moreover, this work also showed that the interaction strengths between the Au surface and the peptoids are tuneable through the choice of sequence, which provides facile control over the Au nanocrystal morphology.

Inspired by the ability to control Au–peptoid interaction strengths, a different set of peptoid-based ligands was discovered that produce star-shaped Au nanoparticles (Fig. 8E), which consist of concave five-fold twinned particles with arms pointing along the [100] directions and bound by (111) side facets. Time
dependent *ex situ* TEM investigations and direct observations of LP-TEM revealed a stepwise formation mechanism for the nanostars (Fig. 8F–H). The initial formation of small spherical single crystals (~5 nm) was followed by their attachment and relaxation to form spherical five-fold twinned particles. Further attachment and relaxation events, in which attachment occurred preferentially near the ends of the growing arms, led to the well-developed five-fold twinned stars. Experimental analysis and simulation of peptoid–Au binding confirmed that the formation of the Au star is caused by a strong energetic preference of peptoid binding to Au(111) over Au(100) facets. Variations in growth parameters and peptoid design showed that the outcome is strongly affected by the ratio of peptoid to Au and the absolute and relative strengths of peptoid binding to the Au faces. These factors work together to define a balance between the rate and location of particle attachment events, the kinetics of relaxation towards equilibrium, and (111) facet stabilization.

### 4.2 Interface-driven nucleation and assembly

Interface-driven nucleation due to local chemical gradients has been observed in a number of systems through a combination of *in situ* and *ex situ* characterization.80,153,154 Those studies showed that, when ligands associate with a particle surface, they can bias nucleation to occur in the interfacial region, where attractive interactions then drive particle attachment. For example, pH-sensitive chemical gradients can drive near-surface nucleation and particle attachment of Au nanoparticles in the presence of citric anions.153 Using *in situ* AFM and LP-TEM to follow transient structural changes during the nucleation and growth of Au nanoparticles, the formation of small particles through secondary nucleation (Fig. 9A, marked with blue arrows) on or near the surface of existing particles with a typical distance of ~1–2 nm (Fig. 9B) was documented. The new particles formed in the interfacial region, then attached to the existing particles, after which the aggregate either relaxed back towards a faceted morphology (Fig. 9A) or continued to expand outward through new aggregation events (Fig. 9C). The attachment of secondary particles to pre-existing particles proceeded through either a jump-to-contact at sufficiently small separation or the formation of a neck (Fig. 9C).

Both interfacial nucleation and neck formation imply a difference in the thermodynamic properties in the interfacial region. The molecular origin of this thermodynamic driving force lies in an interface-induced chemical potential gradient for citrate and [AuCl₄(OH)]⁻ anions that promotes the nucleation of secondary particles either through an increase in the local supersaturation or a decrease in the interfacial free energy in the interfacial region. Furthermore, the gradient in the chemical potential drives [AuCl₄(OH)]⁻ anions into the interparticle gap, which compensates for the energy cost of dehydration and attachment and/or promotes neck formation by promoting the adsorption and accumulation of citric ions on the Au surface.

Interface-driven nucleation has also been demonstrated in the precipitation process of barite at surfaces functionalized with organic monolayers, even in solutions undersaturated with respect to barite.154 In supersaturated solutions, this phenomenon leads to Sr incorporation levels not possible during barite formation in bulk solution. This mechanism has been hypothesized to provide an
explanation for the wide occurrence of Sr-rich marine barites in seawater, which is globally undersaturated in barite. Investigations into the specific organic–mineral interaction at work during this process showed that the organic film induces significant cation enrichment near the film, implying, once again, that a change in interfacial chemistry associated with ion enrichment alters the thermodynamic properties of the interfacial region.

One of the most important findings of this study is that analysis of the phase diagram for the Sr-barite system implies that the formation of nanometer-sized, Sr-rich particles formed at the organic film (right inset in Fig. 9D) requires an increase in the local supersaturation to a saturation index (SI) of 8.10, when the SI in the bulk, where Sr-poor barite crystals form, is only 1.53 (left inset in Fig. 9D). Given that the chemical potential must be constant throughout the system and the increase in ion concentration near the film is a consequence of ion
distribution to keep the chemical potential constant, these findings imply a decrease in the solubility of barite itself near the interface. As in the case of the Au-citrate system, these findings demonstrate that organic adsorbates can alter the local thermodynamic properties by concentrating ions, which affects the balance between nucleation and growth rates, causing the formation of crystals under conditions in which they do not form in the bulk or with sizes and compositions distinct from those that form in the bulk.

The understanding of interface-driven nucleation rate and growth rate differences suggests new approaches to achieving control over particle size and morphology during material synthesis. As discussed above (Fig. 7), the interface-driven nucleation and assembly of Hm through the dissolution of Fh in the presence of Ox can lead to the synthesis of self-similar Hm mesocrystals (Fig. 7C). The appearance of spheroidal Hm particles only ~5 nm in size in the Fh aggregates or near Hm seeds, rather than far from any Fh or pre-existing Hm seeds, and the absence of large, faceted Hm crystals, shows that Ox plays an important role in stabilizing Hm nanoparticles and inhibiting their direct growth through classical monomer attachment. The in situ LP-TEM experiments demonstrate that new ‘daughter’ Hm particles repeatedly nucleate adjacent to—but not on—the Ox-covered seed surfaces, exhibiting an intervening edge-to-edge gap of ~2 nm. Following formation, the daughter particles quickly attach to the seed surface (Fig. 7D–F), thereby forming the mesocrystals.

Measurement of the Ox binding degree to the Hm faces confirms the existence of Ox at the Hm particle surface due to strong binding affinity (Fig. 9E). The surface-bound Ox drives Fe$^{3+}$ accumulation approximately 1 nm from the surface by creating a layer of negatively charged sites and stabilizing the interfacial diffuse layer of solvated Fe$^{3+}$ (Fig. 9F). In addition, the interfacial gradients at the Ox-covered surfaces create an attractive interparticle potential that assists in driving particle attachment. Whether the new Hm particles are coaligned upon nucleation, or align prior to, during or following attachment is unclear from the experiments and remains an open question for further exploration.

5. Conclusions

Developing a quantitative framework for CPA that correctly captures the underlying physics by linking atomistic details to ensemble outcomes is crucial both for interpreting mineralization processes in geochemical and biological systems and advancing material synthesis. As discussed in this review, that framework must, first and foremost, be rooted in an ability to define the relationship between interfacial structure, interparticle forces and the dynamics of aggregation. However, the impact of interfacial chemistry, especially in the presence of surface bound ligands, introduces a complicating factor that alters the thermodynamic properties of the solution and/or the crystal in ways that are currently unclear. Moreover, the dependence of phase stability on particle size and the interplay of free energetics and kinetics in determining nucleation rates brings about a convolution of phase evolution and aggregative growth that further complicates predictions, enriching the plethora of potential outcomes. Associated with the relationship between structure, forces and motion, the impact of ligands and interfaces on both structure and thermodynamic properties near the interface, and the evolution of phases with particle size must be considered. The challenges
these considerations define can be encapsulated by three major knowledge gaps:
(1) how do the complexities of a particle system, including (a) interfacial solution
structure and the resulting unique interfacial solution properties, (b) anisotropies
in particle shape, and (c) solvent dielectric properties, affect the forces that drive
CPA? (2) How do surface-bound organic ligands and solution electrolytes affect
interfacial solution structure and the resultant dielectric and transport properties
and interparticle forces to enhance or hinder OA? (3) How do the solution
structure, size dependent solubilities and free energies of formation determine
the progression of phases and probabilities of nucleation, particularly in the
interfacial region? Future progress in developing a quantitative framework to
describe CPA will depend on our ability to fill these gaps.
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