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The detection of nanoparticles (NPs) in the presence of a high background (BG) is challenging in single
particle inductively coupled plasma mass spectrometry (SP-ICP-MS) and leads to
quantification. In this study, we report a data processing procedure for the deconvolution of SP-ICP-MS
data and its application to quantification of both the Ag NP size distribution (20 to 100 nm Ag NPs) and

inaccurate

the concentration of dissolved silver ions (Ag* up to 7.5 pg L™ in mixtures using Poisson statistics to
determine thresholds to identify the beginning and end of NP signal events. SP-ICP-MS with
a microsecond time resolution data acquisition system (usDAQ) and conventional pneumatic
nebulization was used for the detection of Ag NPs in the presence of a significant concentration of ionic
BG (*°’Ag* up to 1000 000 cps). In contrast to conventional three times standard deviation of the BG
(3 x SDgg) decision criterion (normal distribution), our NP ion cloud extraction mechanism from the
usDAQ is based on setting thresholds to determine the beginning and the end of an ion cloud using
Poisson statistics, which is suitable for the low count data. The algorithm was applied here for the
flagging and detection of Ag NPs in the presence of Ag*. Critical level (false positive probability was set

, 4 30th 3 2019 to 5%) and detection limit (false positive and false negative probabilities were set to 5%) based on
eceive th January . T . . ) .
Accepted 29th May 2019 Poisson distributions were implemented to determine the thresholds. A range of different sets of NP ion

cloud extraction conditions were tested to verify the calculated thresholds and to obtain optimal
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Introduction

Manufactured nanomaterials (MNMs) are used increasingly in
the modern society." In the case of silver (Ag) NPs, the release of
ionic silver (Ag") frequently leads to increased toxicity of this
type of NP.»* However, even though a significant number of
publications report on the mechanism of Ag NP toxicity, they
might use NPs with different sizes, surface coatings and expo-
sure media, and in different organisms/cell cultures; thus, it is
still not clear to which degree toxicity stems from silver ions and
NPs, respectively.* Advanced analytical methods are required to
assess the presence and the quantity of different silver species,
especially at environmentally relevant concentrations. Centrif-
ugal ultrafiltration and membrane filtration could be used for

“University of Siegen, Department of Chemistry and Biology, Adolf-Reichwein-Str. 2,
D-57076 Siegen, Germany. E-mail: engelhard@chemie.uni-siegen.de; Fax: +49
2717402041

*Center of Micro- and Nanochemistry and Engineering, University of Siegen, Adolf-
Reichwein-Str. 2, D-57076 Siegen, Germany

T Dedicated to Professor Alfredo Sanz-Medel on the occasion of his retirement.
(ESI) available. See DOI:

i Electronic  supplementary information

10.1039/c9ja00042a

This journal is © The Royal Society of Chemistry 2019

extraction conditions at different BGs (Ag* concentration). The method can be universally applied for the
detection of different elements with SP-ICP-MS.

the separation of Ag" from Ag NPs; however, the methods are
limited by the membrane pore size, possible Ag" adsorption,
and possible changes in the initial state of NPs.?

Techniques based on inductively coupled plasma mass
spectrometry (ICP-MS) can be used to separate and directly
analyse the NPs and dissolved metals. Liquid chromatography
coupled to ICP-MS®® and capillary electrophoresis (CE) coupled
to ICP-MS*™ both can be used for this type of separation, yet
these methods still require an experienced operator. Single
particle (SP)-ICP-MS utilizes short dwell times (DT) (typically in
the low to sub-millisecond range) and time-resolved data
acquisition to detect single NPs in a sufficiently diluted
dispersion with minimal sample pretreatment (dilution) at
environmentally relevant concentrations (low nanogram per
litre range for NPs). Individual NP sizes can be assessed through
mass-related counts detected at a given mass-to-charge (m/z)
ratio. These signals can be characterized as individual spikes
from NPs, whereas the background (BG) represents the level of
dissolved metal in the solution." Several reviews summarized
the capabilities and limitations of SP-ICP-MS,"*™* emphasizing
that there is still room for improvement. Namely, more well-
characterized standards are needed for size and particle
number concentration (PNC) determination, matrix effects
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require more detailed investigations and should be accounted
for, the linear dynamic range of the pulse counting stage of the
secondary electron multiplier (SEM) is limited, etc. Ideally, NPs
can be distinguished from the BG as pulses, if the BG is low.
Frequently, this is not the case, and BG increase hinders the
detection of NPs, because of increased standard deviation (SD)
of the BG; therefore, the detection limit (Lp) for NP size dras-
tically deteriorates. Laborda et al. could detect Ag NPs of size
from 40 to 80 nm (with a DT of 5 ms) in the presence of the Ag”
BG below 1 pg L™*; however, the presence of already 300 ng L ™"
of Ag' resulted in the increase of the calculated particle size Ly,
from 18 nm (in ultrapure water) to 32 nm (with 300 ng L™ " of
Ag").®2 TiO, NPs could be distinguished from the continuous
BG, where up to 0.5 pg L' of Ti(iv) was added.'® Schwertfeger
et al. introduced an approach for NP and dissolved analyte
quantification, where three dilutions were implemented for the
detection of gold and silver NPs in the presence of the dissolved
ions." First, the solution without any dilutions was measured to
quantify the dissolved metal; afterwards, two dilutions were
done for single NP measurements. Without the dilution, it was
shown that the presence of already 1 pg L™ " of dissolved silver
leads to errors (size overestimation and a lower number of
particles detected) in the detection of 30 nm Ag NPs.

In conventional multi-elemental analysis with ICP quad-
rupole MS (ICP-Q-MS) a signal at a selected m/z is recorded for
a certain DT (typically in the low to sub-millisecond range for
NP detection and up to 1 s during homogeneous sample
analysis). As NPs result in relatively short ion signal events in
ICP-Q-MS (e.g. the ion signal duration for one 60 nm Ag NP was
approximately 500 ps in our previous study),' the choice of an
appropriate DT is crucial to ensure a correct detection. The use
of a DT on the microsecond time scale allows acquiring several
data points per NP**>¢ and helps to avoid incorrect detection,
when e.g. one NP event is split between two DTs (split-particle
event). An approach to use a 5 us DT without a significant dead
time (other than the SEM dead time) between consequent
dwells was introduced by our group earlier.”® When the
prototype data acquisition system with 5 pus time resolution
(usDAQ) is used, the counts that would otherwise be counted
in e.g. 3 ms are split into 600 dwells of 5 us each; then, the
counts detected per NP are summed up to get a signal reading
per particle. This approach helps to minimize particle coin-
cidence and split-particle events. Meanwhile, the BG is also
split, and e.g. 100 000 cps of a constant BG signal would
theoretically correspond to only 0.5 counts in 5 ps; however,
the counts that are recorded are positive integer numbers, so
some of the readings would be 0 and others 1. This type of data
should be described with a Poisson distribution, and not the
Gaussian type. In this way, the low BG allows extending the
concentration range of dissolved metals, in the presence of
which NPs can still be detected and quantified. The data ob-
tained with the usDAQ are later processed to extract NPs with
an optimized algorithm. In the algorithm, a NP event starts
when a count value exceeds a certain threshold, and ends,
when a second but lower threshold is reached.>®* However,
there is a challenge: a high BG (e.g. 100 000 cps) can adversely
influence the total counts per extracted NP ion cloud because
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the BG is extracted together with the NPs and the extraction
conditions (thresholds) have to be carefully selected. In
addition, the ICP-MS user has to decide, which signal should
still be counted as a signal from a NP and which signal should
be counted as BG fluctuation when working at a low count
level (a single 20 nm Ag NP can result in a signal of approxi-
mately 30 counts with an optimized ICP-Q-MS). Additionally,
a new Lp, definition is required to tackle this issue based on
Poisson and not solely on normal statistics, and we present
our approach in detail further below.

Typically, researchers use the three times the SD of the BG (3
X SDgg) based on the normal distribution of the data to
differentiate NP signal distributions from the BG when ICP-MS
data are obtained with millisecond time resolution.****” Cor-
nelis and Hassellov reported a deconvolution approach to
differentiate the NPs that are not fully separated from the BG by
modelling the noise contribution in ICP-Q-MS.”® Recently,
Gundlach-Graham et al used a Monte Carlo simulation
approach to obtain the signal distribution of noise and low-
count signals in ICP time-of-flight (TOF)-MS data at a mass
spectral acquisition rate of 200 Hz. In their study, thresholds for
the detection of NPs were determined using Poisson statistics.*
Beginning in 2014, ICP-Q-MS instruments became commer-
cially available that feature DT settings down into the hundred-
microsecond regime and up to 25 us DT. However, a standard-
ized data processing approach for microsecond-time resolved
data in ICP-Q-MS is not established so far. Data processing is
also limited by the software of current ICP-MS instruments,
where only a few million data points can be recorded and/or
processed per measurement, causing a limitation in the avail-
able total analysis time. Researches are still evaluating different
types of data processing techniques and the possibilities that
a higher time resolution might provide. For example, with 100
us microsecond time resolution, the NPs were separated from
the BG signal by applying the 3 x SDgg criterion.”** M. D.
Montafio et al.*® used 25, 50, and 100 ps DTs to distinguish
a *%Si* signal from a high ["*'N"'N]" BG during silica colloid
analysis. In their study, an iterative algorithm with an initial
threshold according to the 3 x SDgg criterion, subsequent
smoothing, and BG subtraction was used. An algorithm based
on outlier detection was presented by J. Tuoriniemi et al. for
data with 100 ps time resolution.®® A different approach re-
ported by Donard et al utilizes the detection of peak
maxima.>**?*

In the present study, we report a data processing method
based on Poisson statistics for simultaneous quantification of
NPs and dissolved ions (recorded with a prototype pusDAQ).
The method is rapid and can be used to process ICP-MS
measurements of any duration. Ag NPs are selected as
a model sample because they are widely discussed in the
literature on SP-ICP-MS. A general algorithm for the analysis of
NPs and dissolved ions is developed that is not limited to silver
ions and NPs, but can also be used for ions and NPs with
different elemental compositions. Throughout the discussion
below, the term “NP size” refers to the calculated NP size, if not
stated otherwise.

This journal is © The Royal Society of Chemistry 2019
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Experimental section
Sample preparation

Monodisperse spherical Ag NPs with nominal diameters of 20,
40, 60, and 100 nm with a citrate coating and an initial
concentration of 0.020 g L™ were bought from nanoComposix
(San Diego, CA, USA). The diameters of the NPs determined by
transmission electron microscopy (TEM) by the manufacturer
were 18.5 + 3.4, 39 + 4, 62 £ 7, and 98 £+ 10 nm, respectively.
The suspensions were preserved at 4 °C in darkness before
analyses and manually shaken for 30 s prior dilution. No data
were provided by the manufacturer on the content of silver ions
in the suspensions. Dilutions were done with bi-distilled
deionized water directly prior the analyses to achieve a PNC of
approximately 2.5 x 10° NP mL ', Ag* solution (999 + 5 mg L™ *,
Inorganic Ventures, Christiansburg, VA, USA) was diluted for
external calibration and added to NP suspensions with nine
different concentrations from 10 ng L™ to 7.5 pug L™" (with
experimental dilution uncertainty). NaNO; (=99%, analytical
reagent grade, Carl Roth GmbH, Karlsruhe, Germany) and
HNO; (70%, analytical reagent grade, Fisher Scientific, Lough-
borough, UK) were used for the matrix modification of bi-
distilled water.

Instrumentation

All measurements were done on a model ICAP Qc (Thermo
Fisher Scientific, Bremen, Germany) ICP-Q-MS instrument. The
instrument was controlled by using Qtegra ISDS software
(2.4.1800.192, Thermo Fisher Scientific). The ICP-Q-MS was
equipped with a model ESI SC-2 DX autosampler (ESI Elemental
Service & Instruments GmbH, Mainz, Germany), a model
MicroFlow PFA-50 nebulizer (Thermo Fisher Scientific, Bremen,
Germany) with a self-aspiration flow rate of around 65 uL min "
at 1 L min~" Ar (manufacturers' data), and a Peltier-cooled
cyclonic quartz spray chamber held at 3 °C. A second rough-
ing pump (Sogevac SV40 BI, Leybold Vacuum Cologne, Ger-
many) allowed achieving a lower interface pressure of 1.36 +
0.02 mbar, and together with a high sensitivity skimmer insert
(insert “2.8”, Glass Expansion, Melbourne, Australia), nickel
cones helped to increase the sensitivity of the instrument. The
main instrumental parameters of the ICP-MS are presented in
Table 1.

Table 1 ICP-MS instrumental parameters

Parameter Value

RF power 1450 W

Ar cooling gas flow 14 L min™"

0.8 L min '

0.6 L min~*

2 mm

Ni (insert version)
Skimmer cone insert “2.8”

Ar auxiliary gas flow
Ar nebulizer flow
Sampling position
Skimmer type
Insert type

Torch injector inner diameter 1 mm
Dwell time for the usDAQ 5 us

Dwell time for vendor software 10 ms
Monitored isotope 107 A

This journal is © The Royal Society of Chemistry 2019
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Data acquisition and data processing

The pusDAQ (5 ps DT) was operated simultaneously with the
vendor software (10 ms DT). All NP suspensions were analysed
for 3 min in triplicates, and the dissolved ionic standard cali-
bration was performed once per day by measuring each cali-
bration standard for 1 min. After each measurement the probe
was washed in 2% HNO; for 45 s to ensure no carry-over
between the samples. To guarantee the continuous detection
with the psDAQ, the detection was performed only in the
counting mode of the SEM. The maximum concentration of Ag"
was chosen to be 7.5 ug L™ resulting in approximately 10° cps,
which does not lead to detector saturation. The graphical
representation of results was done in Origin 2017 (OriginLab
Corporation, Northampton, MA, USA).

Millisecond time resolution

The data obtained with the 10 ms DT from the Ag NP suspen-
sions with and without additions of Ag" and from the calibra-
tion standards were binned to obtain signal distribution
diagrams. Gaussian fitting was used both for NPs and for the
continuous BG fitting. The maximum of the Gaussian distri-
bution was taken as an average count value. Also, the width of
the distribution (“W”) parameter that is equal to two SDs was
used in the calculations.

usDAQ data processing

With the 5 ps time resolution, 200 000 data points are generated
per second, and several data points are obtained per NP;
therefore, to reduce the number of data points, extract the NP
ion cloud events from the BG, and reduce the size of the data
file; the ion cloud extraction is needed. As there are only e.g.
5000 NPs distributed more or less homogeneously over a 180 s
ICP-MS measurement (3.6 x 10’ data points), the majority of
the data collected represent the BG. As described earlier,*® the
ion cloud extraction was done with a command line tool written
in “C”. The basis of the ion cloud extraction mechanism is to set
three parameters, namely, “S” (how many data points should be
grouped and summed up to judge, if the chosen threshold
conditions are reached), “I” (a threshold value; when it is
reached, an ion cloud extraction begins), “E” (an end threshold;
when it is reached, the ion cloud extraction ends). Only positive
integer numbers were used as thresholds, since the output of
the detector (acquired data) contains only positive integer
numbers. The counts obtained per particle are summed up; and
the output contains time stamps of the ion cloud beginning and
end, the duration of each ion cloud, and the number of counts
per ion cloud, along with the time-resolved profiles of the
extracted ion clouds. To reduce the number of variables in the
current study, S = 5 was used in all of the tested extraction
condition combinations. Specific examples are described below.
In order to test different sets of extraction parameters, another
command line tool was used to process file batches under
different extraction conditions.

Different ion cloud extraction conditions were tested only
on one data set out of the three replicates, because the
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number of NPs per 3 min run was always higher than 3500 for
40, 60, and 100 nm NPs. The number of detected NPs was
considered to be sufficient to construct a size distribution
with statistical significance (also because the determination
of PNC was not the goal of the study). External size calibration
was made daily with 20, 40, 60, and 100 nm Ag NPs without
addition of dissolved silver. To have a starting point for the
investigation of the influence of the extraction conditions on
the calculated NP size external size calibration has been per-
formed under S = 5, T = 5, and E = 1 extraction conditions
(when 5 counts (T = 5) were detected in 25 ps (S = 5) an ion
cloud starts and when there was only 1 count (E = 1) in 25 us,
the ion cloud ends). These values were calculated using the
formulas from Table 2, when the average BG is low (see Table
3 and further sections for details). The BG was subtracted, and
the linear fit resulted in R> = 0.996 + 0.002 based on the sizes
provided by the manufacturer. A high correlation coefficient
is the evidence of the stability of the NPs in the suspensions.
After size calibration and BG subtraction, the size distribution
diagrams were constructed by binning the data into 2 nm
bins. Fitting of all obtained size distributions was performed
with a Gaussian model. This allows us to easily compare the
maxima of the distributions, which is not always straightfor-
ward with other fitting models (e.g. Poisson distribution). In
this study, different criteria including the BG maximum,
mean NP size, width of the size distribution, total number of
detected NPs, and size starting from which the NP size
distribution can be distinguished obtained from the con-
structed size distributions were used to compare different
extraction conditions (see the ESI and Fig. S1%}).

Results and discussion

Quantification of ionic silver in the presence of NPs with
millisecond time resolution

The goal of this study is to develop a method that is capable of
determining both the concentration of dissolved metal and the
NP size. First, the possibility to quantify ionic silver in the
presence of NPs was evaluated. The quantification of Ag" in
solution was performed with ICP-Q-MS and 10 ms DT. Ly, (3.29
x SDgg) calculated from ionic standard analysis was 16 +
2ng L™, and the limit of quantification (Lg) (10 x SDgg) was 47
+ 6 ng L™ '. The data obtained with the usDAQ could also be
used for the quantification of the BG signal; however, the data
processing would take a lot of time. Each 3 min measurement
results in 3.6 x 107 data points, and this number of data points
could not be visualized with the software available to us
nowadays (limited to only a few millions of data points). Thus,
data with millisecond time resolution were used to determine
the BGs throughout this study. The BGs obtained with 10 ms DT
in counts per second were recalculated to average BGs in 5 and
25 pus in order to be used in the further data evaluation.
Computers with more computational power and software able
to handle more input data will make the extraction of the
average BG from the microsecond time resolution data much
faster in the future.
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Matrix effects in the plasma

In order to verify that the BG obtained in the presence of NPs
corresponds to the concentration of Ag" in the suspension, the
mean BG signal obtained with 10 ms DT for Ag" in the pres-
ence of Ag NPs of different diameters was compared with the
mean BG signal obtained from Ag' calibration solutions at
different concentrations (Fig. 1). The mean BG signal was
found to be typically higher in the presence of NPs compared
to the mean BG signal from a neat Ag" calibration solution (up
to 1 pug L) (Fig. 1A). Among the different NPs under investi-
gation, larger particles (60 nm and 100 nm) had a greater effect
and resulted in a larger ionic mean BG signal increase,
compared to the NPs of smaller diameter (20 nm and 40 nm).
One explanation is that the former suspensions already may
have contained elevated levels of Ag* (Fig. 1A at 0 ng L™ " of
Ag"). Therefore, the fraction of Ag" in the Ag NP suspensions is
significant and results in an elevated BG, especially when low
concentrations of Ag* (10-500 pg L") are added. The mean BG
signal slightly decreases (94.6 £ 1.4%) when NPs are present in
the samples compared to solutions with only ionic silver
(100%, cf. Fig. 1B; noticeable trend started at >1 pg L' Ag").
The same effects were observed in the study for poly-
vinylpirrolidone (PVP)-coated NPs (data not shown here). The
depletion of the signal may be a potential indication of matrix
effects in the plasma, according to the following studies. As
Chan and Hieftje®" have recently demonstrated, droplets in the
plasma cause local plasma cooling during evaporation fol-
lowed by the reheating of the plasma to even higher temper-
ature in a time period of a few milliseconds (the effect is slower
than the typical ion cloud duration of a NP, which is on the
order of a few hundreds of microseconds). Accordingly, we
assume that NPs result in similar local plasma cooling and
reheating, which then shortly thereafter may influence the
ionization efficiency of ionic species. Another experimental
proof for the effects of NPs on fundamental plasma parame-
ters was presented by Murtazin et al®’ In their study, the
position of atomization and ionization of calcium in the ICP
was delayed relative to the increasing diameter of SiO, parti-
cles (from 0.83 to 1.55 um), which were added to the aspirated
sample. Both studies are certainly relevant for SP-ICP-MS
studies and one should be aware of potential matrix effects
during the analysis of dissolved species in the presence of
nanoparticles (and vice versa) and a potential shift of the ideal
sampling position in ICP-MS. In our study, we observed
a signal drop for the silver ion BG (>1 pg L™ of Ag" added) of
approximately 5% (as discussed above) when NPs were
present, compared to the solution without NPs. Please note that
different NPs (20, 40, 60, and 100 nm) did not significantly
change the degree of signal depletion; and according to Fig. 1B,
100% signal is in the range of one SD of the mean BG from
triplicate analysis. In addition, it should be noted here that the
counting stage of SEM has a limited linear dynamic range. The
upper level of the linear dynamic range can be limited due to
pulse pile-up at high count rates because of the large number of
incoming ions (especially relevant for larger AgNPs). In the
current work, an ionic silver concentration and thus the average

This journal is © The Royal Society of Chemistry 2019


http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/c9ja00042a

Open Access Article. Published on 30 kvtna 2019. Downloaded on 01.02.2026 3:46:18.

Thisarticleislicensed under a Creative Commons Attribution-NonCommercial 3.0 Unported Licence.

(cc)

Paper
X 700 -
=~ /\ = 20 nm
§600- T 40 nm
n 60 nm
g 500 I} v 100 nm
© 400 A
2
& 300 -
: f
ko)
ﬁ 200 1 I {
®© L 2. J o 3
< 100
g ! )
0 20 40 60 1 80 100
= 140 Cpagr/NQ L
= g
= B
2
D 120-
[
:
(®)]
E 100 +— }, i
A
(O]
N IR . 2
Z g0y *
(@)
=z : 7 . T
0 2000 4000 6000
Cpgr /NG L™

Fig. 1 Mean background (BG) signal (recorded with ICP-Q-MS at
107ag*, 10 ms DT) in the 20, 40, 60, and 100 nm Ag NP suspensions (n =
3, different sample measurements on three different days) after the
addition of Ag* from 0 ng L™ to 100 ng L™ (A) and from 500 ng L™ to
7.5 ng L7 (B) relative to the mean BG signal of Ag* calibration solutions
without NPs. “Normalized background signal” represents the ratio of the
mean BG signal, when Ag™ was added to the NP suspension at different
concentrations divided by the mean BG signal of Ag* calibration solu-
tions of the same concentration but without NPs, in percent. A value of
100% would indicate that the BG counts obtained with and without NPs
in solutions are equal.

BG signal were used below the saturation level of the used SEM. A
future study on potential NP matrix effects in SP-ICP-MS with
microsecond time resolution and a study on how to expand the
upper level of the linear dynamic range in SP-ICP-MS are planned
to further understand these observations in more detail.

BG correction for NP signals recorded with microsecond time
resolution (usDAQ)

As the total signal of an ion cloud is the sum of the extracted
counts, it is important to compensate for any BG influence to
achieve a more precise sizing. To avoid an artificial NP size
increase, we propose a BG subtraction mechanism, where the
BG is subtracted mathematically from each extracted ion cloud,

This journal is © The Royal Society of Chemistry 2019
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taking into the account the specific durations of each ion cloud
with the following formula:

Scor,i = Si - Di X BGS us (1)

where S, is the corrected signal of an ion cloud, S; is the non-
corrected signal of an ion cloud, D; is the duration of the ion
cloud (expressed in number of extracted data points), and BGs s
is the BG per 5 ps. In this study, this BG value was recalculated
from the BG obtained with the vendor software for the same
measurement. The BG correction was implemented to all data
used in this study.

After data processing with the BG subtraction (eqn (1)), the
BG corrected Ag NP sizes in the presence of ionic silver were
found to be in better agreement with Ag NP reference values
(sizes obtained from suspensions without an addition of ionic
silver). In fact, the NP sizes were gradually decreasing with
increasing Ag" concentration, with around a 4 nm size decrease
for 40, 60, and 100 nm Ag NPs after the addition of 7.5 pg L™ " of
Ag'. As '%7Ag” is detected in ICP-MS, Ag* and Ag NPs are not
differentiated from each other; therefore, the slight decrease in
the calculated NP size may occur due to partial suppression of
the BG, when NPs are detected; or due to a lower number of
counts detected per NP, when the BG is present. As it was dis-
cussed in the previous section, the simultaneous presence of Ag
NPs and Ag' may cause matrix effects in the plasma due to
changes in plasma characteristics, it is also confirmed by the
fact that the average BG obtained with the vendor software
decreased 5.4 + 1.4% compared to the values obtained for
calibration solutions (after adding 1 pg L ™" of Ag") (Fig. 1B). The
NP sizes obtained under different ion cloud extraction condi-
tions were not compensated for the discovered NP size
decrease, as the mentioned matrix effects require more inves-
tigations (in a future study).

Limits for qualitative NP ion cloud extraction for the psDAQ

Usually 3 x SDgg is used as Lp, in SP-ICP-MS.”” Because a time
resolution of 5 ps is now feasible in SP-ICP-MS, the concept of
Ly for NPs should be revisited as well. Early papers on the
detection limit were published by Kaiser in 1947 (ref. 33) and
Currie in 1968.** In the paper by Currie, the detection limit
formula was derived for the normal distribution and for the
Poisson distribution under an assumption of a normal distri-
bution. In the mathematical transformations, errors of both the
first kind («, detecting false positives) and the second kind (8,
failing to detect the substance when it is present) were set to
5%. Another parameter that was introduced was the critical
level (Lc), over which a substance may be considered detected.
Here, only a value for « of 5% was used (L¢ < Lp) assuming that
risks of 5% are acceptable and random errors are normally
distributed.*

In contrast to conventional SP-ICP-MS operation, which
provides only one count value per particle event at 1-10 ms DT,
data from our psDAQ are comprised of a time-resolved profile of
counts, where the sum of counts gives the total NP signal.
Therefore, we propose that the L, can represent a value, above
which an ion cloud profile can be detected on top of BG
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fluctuations. As it was not feasible in the current study to get an
average BG from 5 ps resolved data due to a high number of data
points and limitations in the software, the BG was obtained
from data acquired with 10 ms DT and then recalculated (dis-
cussed above) to match shorter DTs. After a recalculation to
25 us (S = 5), the BG is typically only between fractions of
a count and 32 counts. In this case, a normal distribution,
which was assumed for the conventional L, formula derivation,
does not apply anymore, and a Poisson distribution can be used
instead.*® Three main criteria determine the Poisson
distribution:

- The values are positive integer numbers, which is the case
for the usDAQ.

- If a time interval tends to zero, then also the probability to
get a count tends to zero, which is also true for the NP detection,
as the detection occurs at discrete time intervals.

- A value x, does not depend on the next value x,.,. In order
to achieve this condition, there should be only one data point
detected per NP, which is not the case for the psDAQ. As a NP
represents a profile of data points, each data point is not
independent.

In order to determine the Ly, for an ion cloud, the ion cloud
extraction process should be considered. To fulfil all three
criteria of the Poisson distribution, especially the third crite-
rion, we can consider only the beginning of an ion cloud,

Table 2 Formulae for Lc and Lp** for NP ion cloud extraction®

Lc (limit to Lp (limit to identify
identify the the beginning
end of an ion cloud) of an ion cloud)

Paired observations (up < 5) 2.33,/ug 2.71 4 4.65, /iy
“Well-known” BG (ug > 5)  1.64,/ig 2.71 4 3.29, /iy

“ The paired observations case takes into the account the deviation of
BG, resulting in higher values compared to the case with “well-
known” BG values. The “well-known” BG represents the case, where
the deviations of the BG are neglected.

View Article Online
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namely the T threshold value (an ion cloud starts when the value
is reached), so the decision for the detection of an ion cloud would
depend only on the rising edge of the ion cloud count profile.
Consequently, the Ly, calculation for a low number of counts in
the Poisson distribution has to be found. As in the ion cloud
extraction process one of the conditions is that T > E (when T = E,
the algorithm would go to a loop), we propose to use L¢ to
determine the end of an ion cloud. Thus, the T parameter should
be above Ly, (¢ = 5%, § =< 5%), and the E parameter should be
equal to L¢ (¢ = 5%). Cases of a low number of counts are often
found in radiochemistry; and Currie* treated the Poisson distri-
bution under an assumption of a normal distribution, “if the
number of counts is sufficiently large”. The Ly formulas for the
Poisson distribution (with the assumption of a normal distribu-
tion) were determined for two cases: paired observations and well-
known blank (where the deviations of the BG are neglected).*
Later, the paper was extended® in order to address the issue of
“very low-level counting data” below 5 counts. The initial paper
and a more recent summary*® presented a table based on the
calculations using a cumulative exact Poisson distribution
(without Gaussian approximation), a well-known blank; & = 5%
and 8 = 5% for Lp (@ = 5% for Lc). Formulae and example
calculations for the exact Poisson distribution to determine Ly,
and Lc are presented in the ESI and Table S1.} It should be noted
that for the Poisson distribution, Lg should be above 100 counts;
therefore, this parameter was not considered in the calculations.

For a user friendly calculation of Ly and L, we propose to
use the formulas that are presented in Table 2 (Poisson
distribution with the normal distribution approximation). The
values obtained from the cumulative exact Poisson distribu-
tions were compared (Table 3) with the values obtained for the
Poisson distribution with normality approximation, where
only an average BG (ug) is sufficient to conduct the calcula-
tions (Table 2).** In the formula of paired observations, the
deviation of the BG is taken into account, resulting in higher
values compared to the case with “well-known” BG values.
After the comparison of the values (Table 3), the formula of

Table 3 Comparison between yc and yp obtained with the Poisson distribution under different approximations for 20 nm Ag NPs spiked with

Ag*

Poisson Paired

distribution®*-*® observations®* “Well-known” BG**

ug/counts SD/counts in -

Cag/ng L7 in 25 ps (S = 5) 25 ps (S = 5) Yo Yo Yo Yo Yo Yo
0 0.09 0.02 1 4.74 0.77 4.16 0.57 3.76
10 0.12 0.02 1 4.74 0.92 4.44 0.69 3.97
50 0.28 0.03 1 4.74 1.51 5.45 1.15 4.73
100 0.48 0.04 2 6.30 2.10 6.42 1.62 5.48
500 2.1 0.1 5 10.51 5.51 11.59 4.50 9.61
1000 4.2 0.2 8 14.44 8.91 16.35 7.50 13.57
2500 9.9 0.4 15 23.10 17.24 27.26 15.07 22.98
5000 19.9 0.7 28 38.38 30.35 43.42 27.27 37.35
7500 30 1 39 50.94 42.37 57.72 38.61 50.31

% The first set of y¢ and yp, was calculated for the exact Poisson distribution with a “well known” BG (Table S1), and further sets were calculated with
an assumption of normality for the Poisson distribution according to Table 2. L and Ly, are obtained from y and yp, respectively, by subtraction of

Ug-
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paired observations (Table 2) can be used as an approximation
for the BG below 5 counts, and the “well-known” blank
formula can be used for the BG above 5 counts. According to
this approximation, the difference between the values ob-
tained with the cumulative Poisson distribution and the
normality approximated values was below 1 count (only two
values of Ly, differed less than 2 counts, with the higher values
obtained for the normality approximation). In practice, false
positives and false negatives can still be separated from the NP
events, since the size distribution diagram is constructed, and
the remaining BG can still be distinguished from the NPs by
the 3.29 X SDgq criterion.

In order to get the ion cloud extraction parameters E and T,
ug should be added to the obtained L and Ly to obtain the
corresponding gross counts (yc and yp). It should be noted that
only positive integer numbers are used in the ion cloud
extraction, since only integer counts are detected; thus, the
obtained non-integers can be rounded to the closest integer
number to obtain the suitable ion cloud extraction conditions.
In the next section, the hypothesis of using Lc and Ly, for NP ion
cloud extraction will be tested in detail.

Optimization of the ion cloud extraction conditions

Different ion cloud extraction conditions below and above L and
Ly, were chosen to study their effect on the obtained NP size
distributions. It is noted here that 20 nm sized Ag NPs could only
be partially separated from the BG in the count histogram. The
size Lp was at least 16 nm (S = 5, T = 5, and E = 1) (Table S21);
therefore, 20 nm Ag NPs do not follow the same trends that were
observed with 40, 60, and 100 nm sized Ag NPs (discussed below).
All other tested NP size distributions could be separated from the
BG even in the presence of ionic silver up to 1 000 000 cps, which
is a significant improvement compared to the data obtained with
10 ms DT due to the high time resolution in SP-ICP-MS.

Fig. 2 and S2} show average calculated NP sizes (label B in
Fig. S11) obtained under different extraction conditions without
an addition of dissolved silver (Fig. 2) and with the addition of
7.5 ug L™" of Ag" (Fig. S2). In general, the main trends are very
similar, and the obtained sizes are more or less independent of
the T parameter and change dependent on the E parameter.
Lower E results in higher sizes, since more counts are added in
the end of ion clouds and higher E results in lower sizes. No
specific trends were found for the changes in the width of the
NP size distributions (label C in Fig. S1}) under varying
extraction conditions. The obtained NP sizes do not change to
a large degree under the varied extraction conditions: maximum
deviation is up to 4.7 nm for 40 nm, up to 2.1 nm for 60 nm, and
up to 1.0 nm for 100 nm Ag NPs (Fig. 2 and S2}). Considering
the trends from Fig. 2 and S2,f T and E parameters can be
chosen from the proposed L¢ and Ly, calculations (Table 2).

The number of detected particles (label E in Fig. S1}) is an
important parameter in quantitative SP-ICP-MS applications and
was, therefore, used here to identify suitable ion cloud extraction
conditions (Fig. S3 and S4}). It was found that there was
a significant difference in the number of detected particles in the
case of 20 nm sized Ag NPs with the change of extraction

This journal is © The Royal Society of Chemistry 2019
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conditions; however, this happens because they could not
completely be separated from the BG. The trends are more
difficult to follow (Fig. S3 and S4%}), with the number of detected
NPs being more dependent on E than on T. In general, it was
found that a relatively wide range of extraction conditions can be
used for larger sized NPs, specifically for 60 nm and 100 nm Ag
NPs, because only minimal differences in the number of detected
NPs were obtained. The number of detected 20 nm Ag NPs and
40 nm NPs with Ag" above 1 ug L™ was significantly affected by
the extraction conditions, with a few hundreds more NPs detec-
ted under the extraction conditions below L and Ly, (false posi-
tives). Clearly, the choice of extraction conditions according to L¢
and L assures a more reliable detection of smaller sized NPs.

The next parameter to consider is the BG maximum (label A
in Fig. S1}). A high BG results in a high number of false posi-
tives, hinders the detection of NPs with sizes close to the BG,
and increases the file size, which leads to time-consuming data
processing. In our study, the BG was high at low T values, and
found to be mostly independent of E values (Fig. 3); therefore, T
is the decisive factor in choosing the BG. Similar trends are
detected for all NP sizes and all the concentrations of Ag* that
were tested: the BG decreases with increasing T values.

If the Gaussian distribution would be used instead of the
Poisson distribution, then the decision threshold would be 3 x
SDgg. For example, let us calculate this threshold for 60 nm Ag
NPs with 7.5 pg L™ Ag* and the Gaussian distribution. With an
average BG of 29.033 £ 1.178 counts in 25 us, Ly, for the Gaussian
distribution is 32.567 counts or 33 counts, if rounded. The
optimal conditions obtained with Poisson statistics are higher (T
= 51 and E = 39, Fig. 3) than the ones obtained with Gaussian
statistics. In Fig. 3 it can be seen that, when T'= 40 and E = 33,
the BG that was extracted from the raw data was high, around
100 000 events at BG maximum (file size approximately 14 Mb
each). When Gaussian statistics were used, the average NP size
(at T= 40 and E = 33) was higher than the NP size detected at T
= 51 and E = 39 (Fig. S21), the BG maximum was significantly
higher (cf. Fig. 3, T=40 and E = 33), the number of detected NPs
was decreasing (c¢f Fig. S4,1 T = 40 and E = 33), and the size
starting from which NPs could be distinguished from the BG
significantly increased by 10 nm (¢f. Fig. 3, at T= 40 and E = 33),
compared to T'= 51 and E = 39 as optimal extraction conditions
with Poisson statistics. In conclusion, Gaussian distribution
statistics at a low number of counts (average BG below 100
counts) results in underestimation of thresholds in SP-ICP-MS:
more BG is extracted together with NPs, and, in turn, the
detection and characterization of the NPs are less precise.

Considering all the parameters discussed in the section, L¢
and Lp, can be used for quantitative extraction of NP ion clouds.
As an option, the T parameter may be chosen 4-5 counts above
the Ly value to decrease the BG further, which will not signifi-
cantly affect the size or the number of extracted NPs.

Workflow after method optimization

The pusDAQ with subsequent data processing allows extracting
the NPs in the presence of up to 1 000 000 cps of the BG signal
using Poisson statistics to determine thresholds to identify the
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Fig. 2 Average sizes of 20, 40, 60, and 100 nm Ag NP size distributions (without addition of Ag*, 0 ug L%, to the NP suspension) depending on
different count thresholds during ion cloud extraction (T — number of counts required to flag ion cloud start and £ — number of counts to define
the end of ion cloud extraction). Optimal conditions (S =5, T=5, and E = 1) are highlighted with black dots. Note: the step size in size resolution is
for illustrative purposes only and is a result of data processing. It does not represent the actual size resolution of the SP-ICP-MS method. Also,

areas of white colour indicate extraction conditions, which were not tested.

beginning and end of NP signal events. Higher BG signals were
not tested because of the use of the SEM in the counting mode.
The principle of the data processing algorithm can be extended
to different types of NPs, to the detection of different elements, or
to NPs containing a high natural or instrumental BG. The
method allows quantifying NPs in a wider range of the BG signal,
compared to conventional SP-ICP-MS with a millisecond DT.

In order to determine the concentration of dissolved metal in
the presence of NPs and to assess the NP size distribution the
following steps are proposed:

BG Maximum
4760

10{0 ng L™

4165

3570
2975
2380
1785

1190

6 7 8 9
T

10 11 12

Fig. 3

- Perform a calibration with dissolved metal with a milli-
second DT (e.g. 10 ms). This is done in order to ascertain the
concentration of dissolved metal in the mixture, taking into
account possible matrix effects.

- Construct the signal distribution after sample analysis to
determine the average BG. It represents the dissolved metal
concentration.

- In order to determine the NP size distribution, extract the
NP ion clouds from the data obtained with the usDAQ. This is
done by setting thresholds (S, T, and E), and the threshold

BG Maximum

111500
97563
83625
69688
55750
41813
27875
13938

0

3
40 42 44 46 48 50 52 54 56 58
T

Influence of ion cloud extraction conditions on the maximum of the number of BG events (BG count distribution maximum, see label A in

Fig. S11) during the analysis of 60 nm Ag NPs (left: without and right: with 7.5 ng L™t Ag* added to the NP suspension). Optimal conditions are
highlighted with black dots. Note: the step size in size resolution is for illustrative purposes only and a result of data processing. It does not
represent the actual size resolution of the SP-ICP-MS method. Also, areas of white colour indicate extraction conditions, which were not tested.
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typically increase with the increasing BG signal. The thresholds
can be calculated using the average BG obtained from the
vendor software from the cumulative Poisson distribution or
with the normality approximation (Table 2). The ion cloud
beginning threshold (7) may be increased by 4-5 counts to
decrease the BG further.

- Subtract the average BG from each ion cloud to obtain
more precise sizing information.

- Construct the size distribution based on the NP size
calibration.

Conclusions

A data processing procedure was developed for SP-ICP-MS with
microsecond time resolution (usDAQ) to determine both the
concentration of dissolved metal and NP sizes in a mixture
using Poisson statistics to determine thresholds to identify the
beginning and end of NP signal events. Possible matrix effects
were discussed, and a BG subtraction procedure was developed
in order to obtain more precise quantitative information on the
NPs. Data acquired with a millisecond DT were used to deter-
mine the average BG, which is related to the concentration of
the dissolved ionic species. Data acquired with the nsDAQ were
used for the characterization of NPs. NPs were extracted based
on thresholds, which were related to quantitative limits (L and
Lyp,) for the Poisson distribution to get probability theory based
NP ion cloud extraction from the raw data. Different extraction
condition combinations were tested and used to verify the use
of Lc and Ly, for NP ion cloud extraction. The developed method
is based on Ag NP detection, but it can be universally used with
NPs containing elements detectable by ICP-MS, a high natural
BG or high dissolved ion concentration; it can also be used for
environmental samples or NP production quality control.
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