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‘‘On-the-fly’’ coupled cluster path-integral
molecular dynamics: impact of nuclear quantum
effects on the protonated water dimer

Thomas Spura,a Hossam Elgabartyb and Thomas D. Kühne*abc

We present an accelerated ab initio path-integral molecular dynamics technique, where the interatomic

forces are calculated ‘‘on-the-fly’’ by accurate coupled cluster electronic structure calculations. In this

way not only dynamic electron correlation, but also the harmonic and anharmonic zero-point energy, as

well as tunneling effects are explicitly taken into account. This method thus allows for very precise finite

temperature quantum molecular dynamics simulations. The predictive power of this novel approach is

illustrated on the example of the protonated water dimer, where the impact of nuclear quantum effects

on its structure and the 1H magnetic shielding tensor are discussed in detail.

1 Introduction

In chemical physics there is a vast variety of relevant problems,
where nuclear quantum effects (NQE), such as quantum
mechanical zero-point energy (ZPE) and tunneling effects, are
of crucial importance. Especially, for systems containing light
atoms at low temperatures, these effects must be explicitly
taken into account to obtain the correct quantitative, and
sometimes even qualitative behavior. Ab initio path-integral
molecular dynamics (AI-PIMD) pioneered by Marx, Tuckerman
and Parrinello,1–5 has been exceedingly successful in explaining
and predicting a large variety of physical phenomena.6–23

However, the accuracy and increased predictive power of AI-PIMD
simulations, where the interatomic interactions are computed
‘‘on-the fly’’ from first principles by electronic structure calcula-
tions, comes at a significant computational cost, which has to be
carefully balanced against system size and sampling require-
ments. For this reason, density functional theory is to date the
almost exclusively employed electronic structure method.24,25

But, even the DFT-based AI-PIMD approach is not without
problems: the temperature scale is energetically tiny so that an
error as small as 0.2 kcal mol�1, which is one order of magnitude
smaller than the strength of a typical hydrogen-bond between
water molecules,26–28 may cause that simulated water might
either freeze or evaporate.29,30

Hence, it would be very desirable to accelerate more accurate
wave function-based ab initio calculations that incorporate the
relevant physics of electron correlation in a more systematic
way,31,32 such that genuine finite-temperature quantum molecular
dynamics (MD) simulations including tunneling and NQE can be
routinely performed, thus making completely new phenomena
accessible to quantum chemical computations. Inspired by the
second generation Car–Parrinello approach of Kühne et al.,33–35 an
accelerated coupled cluster (CC) theory32,36–38 based AI-PIMD
scheme is presented, where in each time step the interatomic
forces are calculated by the coupled cluster singles and doubles
(CCSD) method.39 To the best of our knowledge, this is the first MD
simulation at the CC level of theory and in particular also the first
CC-based AI-PIMD ever performed.

The resulting CC-PIMD approach will be employed to investigate
the impact of NQE on the structure and the nuclear magnetic
shielding tensor of the protonated water dimer, which has been
previously studied using conventional semi-classical ab initio MD at
the MP2 level of theory.40,41 However, prior to that we briefly outline
the basic principles of the PIMD and CC theories that are at the
bases of our CC-PIMD scheme.

2 ‘‘On-the-fly’’ coupled cluster
path-integral molecular dynamics

In the PIMD formalism, each of the N quantum nuclei is
replaced by a classical harmonic P-bead ring-polymer. This
modified system is isomorphic to the original quantum system,
which allows to calculate exact canonical quantum-mechanical
properties of the original system by sampling the extended
path-integral phase space.42–44 In the limit of P -N, sampling
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ZP(b) classically is equivalent to the exact canonical quantum
partition function Z(b), i.e.

ZðbÞ ¼ Tr e�bĤ
h i

¼ Tr e�
b
PĤ

� �P
" #

� lim
P!1

ZPðbÞ; (1)

where

ZPðbÞ ¼
1

2p�h

� �NPð
dNPx

ð
dNPpe�

b
P
HPðx;pÞ (2)

and b = 1/(kBT) is the inverse temperature, while x and p denote
the positions and momenta of all N � P particles. The so-called
bead-Hamiltonian HP that describes the interactions between
them is given by

HPðx; pÞ ¼
XP
i¼1

XN
j¼1

pi; j
2

2mi
þmioP

2

2
xi; j � xi; jþ1
� �" #

þ V xi;1; . . . ; xi;N
� �

;

(3)

where mi is the particles mass and oP = P/(b�h) is the frequency
of the harmonic spring potential between adjacent beads. As
already alluded to, the interatomic potential V(xi,1,. . .,xi,N) is
throughout evaluated at each time step and for each bead at the
CCSD level of theory.39

To ensure size-extensivity, in the CC theory,32,37,38 the exact
wave function is given by the exponential ansatz36

|Cexacti = eT̂|Fi, (4)

where |Fi is the reference wave function that in the present
work is a Slater determinant made up from Hartree–Fock (HF)
molecular orbitals (MOs) |cii. The cluster operator

T̂ = T̂1 + T̂2 + T̂3 +� � �, (5)

is composed of a series of connected excitation operators that
in second quantization reads as

T̂n ¼
1

ðn!Þ2
X
i; j;k;...

X
a;b;c;...

tabc...ijk... ĉ
y
aĉ
y
bĉ
y
c � � � ĉkĉj ĉi; (6)

where we have adopted the usual convention that i, j, k,. . . refer
to occupied and a, b, c,. . . to unoccupied orbitals in |Fi, while ĉ†

and ĉ are creation and annihilation operators, respectively. The
tabc. . .
ijk. . . are the yet unknown cluster amplitudes, meaning that the

problem of determining T̂ reduces to finding the expansion
coefficients of its second quantized operators. In this notation,
CCSD corresponds to an approximation of the exact wave function
by truncating eqn (5) after the two-body cluster contributions.

The computational cost of the electronic structure calcula-
tions can be substantially reduced, by design of a coupled
electron–ion dynamics that keeps the electronic degrees of
freedom very close to the instantaneous Born–Oppenheimer
surface. In the present scheme, however, only the HF orbitals
are propagated by adopting the predictor–corrector integrator
of Kolafa to the electronic structure problem.33,45 Due to the
fact that the dynamics of the single-particle density operator
r̂ ¼

P
i

cij i cih j is much smoother than that of the more widely

varying MOs, the predicted density operators r̂p(tn) at time tn is
expressed in terms of K previous r̂(tn�m), which is then used as
an approximate projector on to the occupied subspace |ci(tn�1)i
to obtain the predicted MOs

cp
i tnð Þ

�� �
�
XK
m¼1
ð�1Þmþ1m

2K
K �m

� �
2K � 2
K � 1

� �r̂ tn�mð Þ

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
r̂p tnð Þ

ci tn�1ð Þj i: (7)

The efficiency of this approach is such that |cp
i (tn) i is already

very close to the instantaneous electronic ground state. However,
contrary to the original second generation Car–Parrinello MD
approach of Kühne et al.,30,33,34 where in each MD step only a
single preconditioned electronic gradient calculation is required
as the corrector, here the predicted MOs are only used as an
initial guess for the HF self-consistent field cycle.46 Nevertheless,
in the present case still an up to five-fold speed-up with respect
to simply utilizing the MOs from the previous time step has been
observed, although so far apparently only in the HF part. Since
the latter constitutes only a small fraction of the total calcula-
tion, at the present level of theory, the overall speed-up is just
10%. Nevertheless, the possibility to extend the present method
to additionally propagating the cluster amplitudes has to be
emphasized and will be presented elsewhere.

3 Computational details

The following CC-MD and CC-PIMD simulations were conducted
using a modified version of i-PI,47 whereas the forces were
calculated at the CCSD/cc-pVDZ level of theory48–52 using the
CFOUR program package.53,54 They were all performed in the
canonical NVT ensemble at 300 K using a discretized timestep of
0.25 fs for 28 ps. We found that the nuclear Schrödinger
equation is essentially exactly solved for P = 32 beads that is
hence employed throughout. For the purpose to quantify the
impact of NQE, an additional CC-MD simulation with classical
nuclei (P = 1) has been performed, which altogether amounts to
nearly 4 million CCSD/cc-pVDZ calculations. The isotropic
nuclear shielding with and without NQE has been calculated
as an ensemble average over each time 4000 decorrelated snap-
shots at the CCSD(T)/cc-pVTZ level of theory.55,56

4 Application to the protonated water
dimer

Comparing the results of our CC-MD and CC-PIMD simulations,
we found that the inclusion of NQE just leads to a slightly more
delocalized quantum proton and entails only a tiny increase of
the average intermolecular O–O bond length from 2.417 Å to
2.424 Å. Even though the qualitative trend is identical to previous
DFT-based AI-PIMD simulations, the latter yields average bond
lengths that are longer by about 0.03 Å.7 Nevertheless, the
importance of NQE is much more apparent whenever light
atoms such as hydrogen are involved as demonstrated by the
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dramatic change of the O1H+O2 angle that decreases from
168.991 to 164.291, which is due to the substantially enhanced
anharmonicity of the bending angle. In any case, the difference of
the eventual bending angle by 91–111 from DFT-based AI-PIMD and
more accurate, but static CC calculations,7,57–59 respectively, is a
striking manifestation of the importance to sample both thermal
and quantum fluctuations of many coupled degrees of freedom
concurrently.

In what follows we will focus on the nature of the shared
quantum proton. On the one hand static calculations at the
HF level of theory predict an asymmetric bonding where the
proton is covalently bonded to either one of the water molecules
(H2O–H+OH2), which suggest that the proton moves within a
double-well potential. On the other hand, however, accurate MP2
and CC calculations predict that the proton is shared between
the water molecules (H2O� � �H+OH2),57,58,60,61 i.e. a single-well
potential. As can be seen in Fig. 1, the free-energy distributions
of both of our simulations obey a single-well only, although the
one of the CC-PIMD calculation is much more delocalized. The
latter is to be expected and is in qualitative very good agreement
with previous AI-PIMD simulations at the DFT level.7,11 More-
over, the inclusion of NQE reduces the correlation between the
proton reaction coordinate n = rO1H+ � rO2H+ of Tuckerman et al.7

and the intermolecular O–O distance, which is in overall excellent
agreement with the work of Limbach et al.62 For the purpose to
study the delocalization in more detail, we have decomposed the
O–H pair correlation function (PCF) into two separate contributions
as shown in Fig. 2. The first peak denotes the covalent intra-
molecular O–H bond, while the second is due to the hydrogen-
bonded O� � �H+. From this it follows, that the proton experiences
rather large quantum fluctuations, which results in unexpectedly
large excursions between the water molecules. In fact, we found
that in our CC-PIMD simulation, the two distributions exhibit a
sizeable overlap, which corresponds to the fact that due to NQE the
proton is occasionally allowed to approach the O atom even closer
than its respective covalently-bonded H atom. By contrast, in the
semi-classical CC-MD simulation, the associated overlap is very
small, with the result that the proton is essentially never closer to

one of the O atoms than the typical covalent O–H bond length. In
other words, even though the probability of these transient
excursions is rather small, they are emerging much more often
than generally appreciated. In addition, the effect of these
quantum fluctuations is significant and are not seen in simula-
tions with classical nuclei. In that respect the present effect is
similar to the recently observed transient proteolysis events in
liquid water.21

Nuclear magnetic shielding is one of the most sensitive
probes to small changes in molecular electronic structure. It is
therefore commonly used to assess the accuracy of theoretical
electronic structure methods, and has recently also been employed
as a probe for the quantum nature of the proton in hydrogen-
bonded systems.63 In order to investigate the impact of NQE on the
electronic structure, in Fig. 3 the 1H isotropic nuclear magnetic
shielding s is shown as a function of the proton reaction coordinate
n. We found that the shielding tensor of the proton strongly
depends on n, which immediately suggests that the same may also
hold for the recently found asymmetry in liquid water.26–28

Although the correlation is somewhat more pronounced than
in the previous static calculations of Limbach et al.,62 the

Fig. 1 Free energy distribution in kcal mol�1 of the shared proton of our
CC-MD and CC-PIMD simulations as a function of the intermolecular
O–O distance and the proton reaction coordinate n.

Fig. 2 Total O–H PCF as obtained by CC-MD and CC-PIMD simulations
and its decomposition into covalent (O–H), as well as hydrogen-bonded
(O� � �H+) contributions.

Fig. 3 Isotropic nuclear magnetic shielding of the proton in units of ppm
as a function of the proton reaction coordinate n.
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agreement is generally very good. Including NQE, the average
isotropic nuclear shielding increases by 3 ppm, which is a direct
consequence of the aforementioned transient excursions of the
proton.21 In fact, all the principal components of the shielding
tensor show small, but significant differences between the
simulations with classical and quantum nuclei. Furthermore,
using classical nuclei the differences in the isotropic nuclear
shielding of the proton between HF and CC is 7.4 ppm, while
including nuclear NQE reduces the difference to 1.5 ppm only.
The fact that for this quantity, the CC correction and NQE are
competing immediately suggests that using PIMD the particular
level of theory for the electronic structure calculations is less
important. To study the impact of NQE on the vapour-to-liquid
chemical shift, we are considering the hydrogen-bonded proton
as the liquid-like proton, to mimic the situation of an excess
proton solvated in water and the remaining hydrogen atoms as
gas-like. The isotropic nuclear magnetic shielding values of the
latter as a function of the hydrogen–oxygen distance rOH are
shown in Fig. 4. Even though, at the presence of NQE, the
shielding is much more delocalized, the mean value differ by
less than one ppm, at variance to the proton of Fig. 3. As a
consequence, the NQE induced change of our vapor-to-chemical
shift estimate is �3.7 ppm, which again is mainly a result of the
transient proton excursions and as such another manifestation
on the importance of NQE.21 The corresponding value at the HF
level of theory is 2.2 ppm, or in other words, NQE and CC
correction cooperative, but again the former slightly more
important. Fig. 5 for instance, reveals a clearly different spatial
dependence for the maximum eigenvalue of s. Furthermore, the
difference between the largest and smallest eigenvalues of
the shielding tensor (the span) decreases by 8 ppm in case of the
CC-PIMD simulation including NQE. These components of the
shielding tensor can be readily probed by solid state NMR64–66

and via the NMR relaxation even in the liquid state,67 which
possibly provide an experimental way to measure the geometry
and the strength of a hydrogen bond that is more sensitive than
the widely used isotropic shielding. It should be noted that we expect
NQE to be even more pronounced if the solvation environment
of the proton were less symmetric, e.g. by an isotopic exchange.

This would provide a means to quantify the contribution of NQE
to isotope effects in NMR, with the possibility for comparison
with experimental benchmarks.
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