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The potential of neuromorphic computing to bring about revolutionary advancements in multiple
disciplines, such as artificial intelligence (Al), robotics, neurology, and cognitive science, is well
recognised. This paper presents a comprehensive survey of current advancements in the use of machine
learning techniques for the logical development of neuromorphic materials for engineering solutions.
The amalgamation of neuromorphic technology and material design possesses the potential to
fundamentally revolutionise the procedure of material exploration, optimise material architectures at the
atomic or molecular level, foster self-adaptive materials, augment energy efficiency, and enhance the
efficacy of brain—machine interfaces (BMls). Consequently, it has the potential to bring about a paradigm
shift in various sectors and generate innovative prospects within the fields of material science and
engineering. The objective of this study is to advance the field of artificial intelligence (Al) by creating
hardware for neural networks that is energy-efficient. Additionally, the research attempts to improve
neuron models, learning algorithms, and learning rules. The ultimate goal is to bring about a
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1. Introduction

The human brain’s ideas and architecture are used as models in
the developing field of neuromorphic computing, which aims to
create highly specialized and efficient computing systems.

An overview of the major milestones and advances in
neuromorphic computing and intelligent computing discovery
can be seen in (Fig. 1). This has allowed for the development of
powerful artificial intelligence (AI) systems that can process
large amounts of data quickly and accurately. The very term
“neuromorphic” was coined by Carver Mead in the late 1980s.
Neuromorphic computing has the potential to revolutionize the
way Al systems are designed and utilized.' It has already been
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transformative impact on Al and better the overall efficiency of computer systems.

used in a variety of applications, from medical diagnostics to
autonomous vehicles.

The neural networks of the human brain are mimicked by
these systems, also referred to as neuromorphic computers. By
drawing on the brain’s capacity for parallel information proces-
sing, handling complex patterns, and environment adaptation,
neuromorphic computers seek to get around some of the
drawbacks of conventional computing systems.? For pattern
recognition, sensory processing, and cognitive computing
tasks, it uses specialized hardware and software implementa-
tions. Artificial neural networks, which are computational
models that imitate the activity of organic neurons, are one of
the main components of neuromorphic computers.>” These
networks are made up of interconnected ‘“neurons,” or nodes,
that process and send data using electrical signals. Neuro-
morphic systems can accomplish high-performance computing
using less energy than traditional von Neumann computers by
emulating the parallel processing and connectivity of brain
networks. Artificial intelligence, robotics, neurology, and cog-
nitive science are a few of the domains that neuromorphic
computing has the potential to change.®'" Researchers and
engineers may create more effective and intelligent systems to
process and comprehend complicated data patterns, learn from
experience, and adapt to new conditions by utilizing the cap-
ability of neuromorphic computers. Although neuromorphic
computing exhibits enormous promise, it is still a developing
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area, and actual applications for neuromorphic computers are
still in the planning stages.'> ™

There is still hope for major developments in this field due to
continuous research and advancements. Major breakthroughs in
neuromorphic computing could revolutionize the way that com-
puters are used and could open up possibilities for new and
innovative applications. The potential for this technology is
immense, and its development could have a profound effect on
the computing industry. As seen in (Fig. 2), neuromorphic compu-
ters differ from conventional computing designs in numerous key
operational ways. Here are some significant points of distinction.'®

Traditionally, one action at a time is carried out by
traditional computers as process information sequentially. In
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contrast, neuromorphic computers are built to make use of
parallelism and are motivated by the brain’s capacity to handle
several inputs at once. Complex tasks with imprecisely defined
conditions and noisy input data can be processed more quickly
and effectively using neuromorphic architectures since they
can run calculations in parallel across numerous nodes or
neurons."” > In order to mimic the behavior of artificial neural
networks, which are made up of interconnected nodes (neurons),
neuromorphic computers were created. Emulation enables neu-
romorphic computers to carry out more effectively tasks like
pattern recognition, machine learning, and cognitive computing.
Traditional computers, on the other hand, employ a more general-
ized architecture that is not tailored to these activities.”' >
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Fig. 1 Intelligent computing discovery and advancement timeline.*™>

To solve this problem, energy-efficient neuromorphic computer
architectures were designed. These make use of the idea of
spiking neural networks, in which calculations are based on the
transmission of electrical spikes that resemble the firing of
brain neurons. Compared to typical computing designs, which
frequently use more energy for sequential processing and data
movement, this method can dramatically minimize the amount
of energy used. The ability to change their internal connections
in response to experience or training makes neuromorphic
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computers excellent at adaptive learning. The system can learn
from data and adapt to changing situations thanks to a
property known as plasticity. Traditional computers do not
have the natural adaptability and plasticity of neuromorphic
systems, despite being capable of learning through software
algorithms.”*>® Real-time integration and processing of sen-
sory data is a strong suit for neuromorphic computers. Rapid
sensory input processing is essential for decision-making in
applications like robotics, where this capability is very useful.
To accomplish a similar level of real-time sensory integration
on traditional computers, more hardware and complicated
algorithms are frequently needed. It is crucial to remember
that while neuromorphic computing has several benefits, it is
not meant to completely replace conventional computing archi-
tectures. It is better suited for certain tasks that benefit from
parallelism, pattern recognition, and real-time adaptability,
and it does not replace conventional computing methods;
rather, it augments them. A more diverse and potent computer
ecosystem may be possible by combining the two computing
paradigms. By combining the strengths of both neuromorphic
and conventional computing, it is possible to create powerful
and efficient computing architectures. This could have a sig-
nificant impact on the development of Al and machine learning
applications that are more powerful and faster than ever
before.””*°

In neuromorphic computing, most research is focused on
the hardware systems, devices, and materials mentioned above.
However, to fully utilize neuromorphic computers in the future,
to exploit their unique computational characteristics, and to
drive their hardware design, neuromorphic algorithms and
applications must be utilized. Therefore, it is necessary to study
and develop neuromorphic algorithms and applications that
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can be used to optimize the hardware design and maximize the
use of neuromorphic computers, taking into account the unique
computational characteristics of neuromorphic computers.
Electronics, telecommunications, and computing all use analog
and digital signal representation or processing techniques,
which are two distinct types. Here is a quick description of each
idea.>*"** Continuous signals or data that fluctuate smoothly and
indefinitely over time or place are referred to as analog. In analog
systems, physical quantities like voltage, current, or sound waves
are used to represent information. Analog signals can take on
any value within a continuous range, which distinguishes them
from digital signals.** An analog clock with moving hands, for
instance, depicts time passing constantly as the hands move
across the dial. Contrarily, the term “digital” describes discrete
signals or data that are represented using a limited number of
symbols or values. A series of 0 s and 1 s, commonly referred to
as bits, are used in digital systems to represent information in
binary form. Digital tools like computers can manipulate and
process these bits. Digital signals are discrete in nature and have
values that can only exist at certain levels. For instance, a digital
clock uses incrementally changing digits to show the current
time. The way information is expressed and processed is where
analog and digital differ most.*>™” Digital signals are discrete
and have a finite number of values, but analog signals are
continuous and can theoretically have an endless number of
values. Advantages of digital signals include improved precision,
resistance to noise, and the capacity to store and analyze
significant volumes of data. However, there are still a lot of
applications for analog signals, particularly in fields like audio
and video where maintaining the continuity of the signal is
crucial for accurate reproduction. Analog signals are also used for
control systems, where a real-time response is required. It is
proposed in this work that all types of hardware implementations —
digital, mixed analog-digital, and analog - are neuromorphic,
but here we restrict our attention to spiking neuromorphic
computers, ie. those that implement spike-based neural
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Fig. 2 Von Neumann architecture vs. neuromorphic architecture.
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networks. While analog systems are more efficient in some
tasks, digital systems are more reliable and easier to scale.**™*°
Digital systems can also be more easily modified, allowing for
more customizability. Overall, the choice between analog and
digital systems depends on the nature of the task and the
desired goals.

Biomaterials are substances that have been developed to
interact with living tissues and organs and other biological
systems. They are suitable for use in biomedical applications
because they have certain qualities. Some of the essential traits
of biomaterials are depicted in (Fig. 3). Biocompatible materials
are those that do not have negative effects or are hazardous
when they come into contact with live tissues. They should not
provoke an inflammatory response of the immune system.
Bioactive qualities can be found in biomaterials, which means
they can interact with biological systems and encourage parti-
cular cellular responses. Bioactive substances, for instance, can
promote cell adhesion, proliferation, and differentiation. The
mechanical characteristics of the tissues or organs where
biomaterials are implanted should match those of the bio-
#1741 This guarantees compatibility and
lessens strain on the tissues in the area.

materials themselves.

Biomaterials may need to deteriorate gradually over time
depending on the use. Degradable biomaterials can be made to
degrade gradually, enabling the body to progressively absorb
them or regenerate tissue. For interactions with cells and
tissues, biomaterials’ surface characteristics are essential. Sur-
face alterations can regulate interactions such as protein bind-
ing and cell adhesion. As shown in Fig. 4 a type of electronic
device called biomaterial-based ultra-flexible artificial synaptic
device imitates the operation of organic synapses present in the
human brain. Biomaterials, which are substances that interact
with biological systems in a functional and compatible way,
are used in the construction of these devices.*® Replicating
the synaptic connections between neurons in the brain in
biomaterial-based ultra-flexible artificial synaptic devices is
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Biomemristors for Bio-realistic Applications
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/];io-voltage operation
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M

Fig. 3 Overview of memristors with biomaterials for biorealistic

features.*®

their main objective to enable them to carry out functions
including learning, memory, and information processing."’
Typical components of these devices include flexible sub-
strates, conductive substances, and synaptic elements. There
are many benefits of using biomaterials in these devices. First,
they can interact with biological systems without harming them
or being rejected, biomaterials are biocompatible. This is
crucial for creating technological innovations that can easily
meld with organic tissues, including the brain. Second, bio-
materials may display characteristics that are similar to those
of the brain’s actual synaptic connections.”’ > For instance,
some biomaterials can modify electrical signals and enhance
ion transport, replicating the actions of real synapses. Addi-
tionally, because of their extreme flexibility, which enables
them to adapt to irregular surfaces and move with mechanical
deformations, these devices are useful in areas where standard

View Article Online
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rigid electronics would be ineffective or harmful.>*~>” Although
this field of study is still in its early stages, engineers and
scientists are working hard to create ultra-flexible artificial
synaptic devices based on biomaterials.’®*® By enabling effective
and biocompatible brain-inspired computing systems, these
gadgets have the potential to transform such areas as neuro-
morphic computing, brain-machine interfaces, and artificial
intelligence. These devices could also revolutionize healthcare
by providing an efficient platform for drug delivery and perso-
nalized treatments.®”®" In addition, they could be used to restore
motor, sensory, and cognitive function in patients with neuro-
logical diseases.

2. Integration of neuromorphic
computing with material design

The amalgamation of neuromorphic computing and material
design has the capacity to fundamentally transform the process
of material development, resulting in the creation of innovative
materials that exhibit improved characteristics and perfor-
mance. Neuromorphic computing, drawing inspiration from
the structural organisation of the human brain, facilitates the
effective and adaptable processing of information.®* As shown in
(Fig. 5) the qualities and performance of the generated materials
are affected by neuromorphic computing and material design.
When integrated with material design, it has the potential
to influence materials in several manners. The utilisation of
neuromorphic computing has the potential to greatly enhance
the efficiency of material discovery by expediting the process.
The utilisation of simulation and prediction techniques
enables the estimation of material properties by leveraging
existing data, hence mitigating the necessity for significant
experimental investigations.®® The utilisation of neuromorphic
algorithms enables the optimisation of material structures at

Fig. 4 Biomaterial-based artificial synaptic devices with ultraflexibility: (a) ultraflexible organic synaptic transistors based on dextran

synaptic transistors based on pectin from apples.
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Fig. 5 Material design and neuromorphic computing change the proper-
ties and performance of the materials.

the atomic or molecular scale. This phenomenon has the
potential to facilitate the development of materials possessing
customised characteristics, such as enhanced strength, conduc-
tivity, or thermal stability. Self-learning materials refer to educa-
tional resources that are designed to facilitate independent
learning. These materials are typically created to enable indivi-
duals to acquire knowledge. Materials that are integrated with
neuromorphic computing can dynamically adjust and respond to
varying environmental conditions.®* Organisms possess the abil-
ity to acquire knowledge from their surroundings and modify
their characteristics, accordingly, rendering them remarkably
versatile and receptive. Energy efficiency is a notable characteristic
of neuromorphic systems, and this attribute can be utilised to
develop materials that exhibit enhanced energy efficiency. For
instance, the advancements discussed can have advantageous
implications for smart energy storage and conversion materials.
Sensors and actuators can be effectively implemented using
materials engineered with neuromorphic computing capabilities,
enabling them to exhibit exceptional sensitivity and responsive-
ness.””> These entities possess the ability to perceive and react to
alterations in their surroundings or external stimuli, rendering
them highly advantageous in domains such as robotics and health-
care. The integration of neuromorphic computing with materials
has the potential to enhance the development of brain-machine
interfaces (BMISs). The functionality of these interfaces is contingent
upon the utilisation of biocompatible materials that effectively
engage with neural impulses, hence facilitating a seamless exchange
of information between the brain and external equipment.®®

2.1. Enhanced material characterization

The utilisation of neuromorphic approaches has the potential
to increase the processes involved in material characterization,

© 2023 The Author(s). Published by the Royal Society of Chemistry
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hence facilitating a more comprehensive understanding and
predictive capability about the behaviour of materials across
varying situations. The utilisation of materials including neu-
romorphic computation holds potential for application in drug
discovery and delivery systems. Drug release profiles can be
adjusted, resulting in enhanced efficacy and focused therapeu-
tic interventions. The integration of neuromorphic computing
into materials enables the monitoring of their health and
integrity.®” These systems can identify instances of damage or
deterioration, commence the necessary repair procedures, or
alert users of maintenance requirements. The utilisation of
neuromorphic techniques holds promise in the advancement
of biocompatible materials for medical implants, as well as the
development of materials that emulate biological systems for
diverse applications.®® The utilisation of neuromorphic com-
puting has the potential to expedite the exploration and devel-
opment of quantum materials possessing distinctive electrical
characteristics that are of utmost importance in the fields of
quantum computing and advanced electronics. In general, the
amalgamation of neuromorphic computing and material
design exhibits potential in the development of materials that
possess not only significant optimisation but also adaptability,
energy efficiency, and the ability to react to dynamic
circumstances.®® The adoption of an interdisciplinary approach
has the potential to revolutionise multiple industries and create
novel opportunities in the fields of material science and
engineering. These materials have the potential to be inte-
grated into existing devices and systems, allowing for more
efficient and adaptive operations. Furthermore, the interdisci-
plinary approach is likely to open new areas of research and
collaboration, leading to further advancements in technology.

3. Overview of neuromorphic
algorithms

Artificial neural networks that imitate the structure and opera-
tion of the human brain are called neuromorphic artificial
neural networks (ANNs). The phrase “neuromorphic” describes
the design approach of replicating the structure and computa-
tional principles of the human brain. Neuromorphic artificial
neural networks (ANNs) are built to operate on specialized
hardware known as neuromorphic chips or processors, as
opposed to ordinary artificial neural networks which are
normally implemented on conventional computing systems.
These chips utilize the parallelism and low power consumption
characteristics found in biological neural networks to effec-
tively process neural network computations. Spiking neural
network models, which use discrete spikes or pulses of activity
to represent and transfer information, are frequently used in
neuromorphic ANNs. Traditional artificial neural networks use
continuous activation levels in contrast to this. Spiking neural
networks (SNN) result in various advantages including event-
driven computing, effective temporal information encoding,
and increased energy efficiency. These are thought to be more
physiologically realistic. An emerging area of research called

Mater. Adv., 2023, 4, 5882-5919 | 5887
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Table 1 Comparison of the characteristics of ANNs, SNNs, and biological neural networks

S. no. Properties Biological NNs SNNs ANNs
1 Representation of information Spikes Spikes Scalars
2 Learning model Neural plasticity Plasticity BP

3 Platform Brain Neuromorphic VLSI VLSI

“neuromorphic computing” intends to create hardware and
software architectures for computers that are modeled after the
structure and operation of the human brain.

The word “neuromorphic” is a combination of ‘“neuro,”
which refers to the brain and nervous system, and “morphic,”
which denotes the imitation or resemblance of a particular
form or structure. In Table 1, biological neural networks, ANN,
and SNNs are contrasted. ANNs are composed of multiple
layers of interconnected neurons. SNNs imitate the behavior
of neurons in the brain using spikes of electrical signals to

represent data. Both types of networks are used in machine
learning for pattern recognition and data analysis. As shown in
Fig. 6, biological neurons, ANNs, and SNNs differ from each
other. Biological neurons are processing units in the brain,
ANNs are artificial neurons that simulate the functions of
biological neurons, and SNNs are a type of ANN that mimics
the behavior of biological neurons using spiking signals.
Biological neurons are connected by synapses and commu-
nicate by exchanging electrical signals. In contrast, ANNs
are connected by weighted connections and communicate by

Structure of
biological neuron
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Fig. 6 Analysis of the biological neuron, ANN, and SNN.”°
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exchanging numerical values. SNNs communicate by exchan-
ging spike trains, which more closely resemble the behavior of
biological neurons. These systems’ specialized hardware and
built-in algorithms allow them to carry out tasks like pattern
recognition, sensory processing, and learning very effectively
and in parallel.”*””* Algorithms for neuromorphic computers
have been developed using a variety of strategies, as shown
in Fig. 7.

Neuromorphic computing systems are becoming increasingly
popular due to their ability to quickly process large amounts of
data and perform tasks that traditional computers may not be
able to do as easily. These systems also have the potential to
significantly reduce energy consumption in the future. Spiking
neural networks are a type of artificial neural network that
simulates both the timing and behavior of individual neurons.
It can benefit from the hardware’s event-driven design, making it
well-suited for neuromorphic computing. The firing rates and
synaptic weights of the neurons are calculated by SNN algo-
rithms to carry out operations like classification, grouping, and
prediction. Plasticity mechanisms modeled after biological
synapses are frequently included in neuromorphic computers,
enabling them to adjust to and learn from the input data.”>”®
The synaptic weights between neurons are modified by algo-
rithms based on Hebbian learning, spike-timing-dependent
plasticity (STDP), or other biologically inspired learning rules.
These algorithms give the system the ability to self-organize,
discover patterns, and enhance its functionality over time. The
event-driven processing strategy used by neuromorphic comput-
ing is one of its fundamental characteristics. The system
responds to events or changes in the input rather than proces-
sing data continuously.

Neuromorphic
computers
approaches

Fig. 7 Neuromorphic computer approach algorithms.
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To effectively manage incoming spikes or events and propa-
gate them through the network, triggering the necessary com-
putations and reactions, algorithms are devised. Spike
encoding and decoding methods are essential because neuro-
morphic computers frequently work on spiking brain activity.”*%'
The time and intensity of spikes are represented by spike trains,
which are created by spike encoding methods from continuous
data. Spike decoding algorithms, on the other hand, evaluate the
spiking activity produced by the system to extract significant
information or produce suitable outputs. Vision and sensory
processing tasks are particularly well suited for neuromorphic
computers.

To extract features and make sense of the input, hierarchical
processing is a common component of the algorithms used for
these applications. These algorithms make it possible to recog-
nize objects, detect motion, and identify gestures. It is crucial to
remember that research in the subject of neuromorphic com-
puting is still ongoing, and new techniques and algorithms are
constantly being created. The examples show some typical
methods, but researchers may also investigate creative algo-
rithms and modifications.**®* This research is pushing the
boundaries of what is possible and is revolutionizing the way
we interact with machines. It has the potential to unlock new
capabilities and applications that were previously impossible.
As technology continues to evolve, it will create exciting new
opportunities for exploration and development. A simplified
schematic illustration demonstrating how biological nocicep-
tors detect an external stimulus and send the signal to the brain
via the spinal cord is illustrated in (Fig. 8). The illustration
starts with an external stimulus operating on a particular bodily
part, such as heat, pressure, or chemicals.®® Specialized sensory
nerve endings called nociceptors are present throughout the
body. They are in charge of recognizing and reacting to unplea-
sant or potentially dangerous stimuli.

The nociceptors in the afflicted area are