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Modelling quenching mechanisms of disordered
molecular systems in the presence of molecular
aggregates†
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Exciton density dynamics recorded in time-resolved spectroscopic measurements is a useful tool to

recover information on energy transfer (ET) processes that can occur at different timescales, up to the

ultrafast regime. Macroscopic models of exciton density decays, involving both direct Förster-like ET and

diffusion mechanisms for exciton–exciton annihilation, are largely used to fit time-resolved experimental

data but generally neglect contributions from molecular aggregates that can work as quenching species.

In this work, we introduce a macroscopic model that includes contributions from molecular aggregate

quenchers in a disordered molecular system. As an exemplifying case, we considered a homogenous

distribution of rhodamine B dyes embedded in organic nanoparticles to set the initial parameters of the

proposed model. The influence of such model parameters is systematically analysed, showing that the

presence of molecular aggregate quenchers can be monitored by evaluating the exciton density long

time decays. We showed that the proposed model can be applied to molecular systems with ultrafast

decays, and we anticipated that it could be used in future studies for global fitting of experimental data

with potential support from first-principles simulations.

Introduction

The theoretical modelling of exciton density dynamics allows
shedding light on the photophysical processes occurring within
photoactive materials, such as those employed in the develop-
ment of artificial light-harvesting systems and organic light
emitting diodes. Typical materials of interest are those based
on conjugated polymers in the solid phase,1–4 where structural
defects localize the excited states into small portions of the
polymer chain acting as independent dyes, but several studies
have been performed on aggregates in the solid phase,5,6 thin
solid films of organic dyes7,8 and on the so-called host–guest
systems, where organic dyes are spatially distributed within
polymeric hosts in the form of films9,10 or nanoparticles.11,12 If
dyes are weakly interacting, one can assume that excitons are

localized on individual dyes and thus are able to move by dye
distribution. This exciton mobility can be described by invok-
ing an incoherent energy transfer (ET) hopping mechanism,
which can be successfully described by the Förster theory of the
ET.13,14 In the Förster model, the timescale governing the
donor–acceptor ET is strictly dictated by the radiative (or
fluorescence) lifetime of the donor molecule. Typical lifetimes
for fluorophores range within the nanosecond scale, but several
ETs have been experimentally observed to occur also on the
picosecond2,15 and ultrafast femtosecond16 timescales.

Other than the exciton mobility, the ET can be responsible
for quenching mechanisms which remove excitations from the
system. A quenching process driven by ET is the so-called
exciton–exciton annihilation (EEA), which leads to a loss of
excitations from the system due to the interaction between the
excited states of two molecular dyes in spatial proximity. As
shown in Fig. 1, the EEA occurs when an excited dye transfers
its excitation energy to another excited dye, promoting it to a
higher excited state while returning to its ground state. The
lifetime of higher excited states is usually very small due to the
fast non-radiative internal conversion processes which are
likely to relax back the dye to its first excited state. Since the
higher excited state can be rapidly depopulated via non-
radiative mechanisms, the whole process describes a fast loss
of excitation from the system.
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c Université de Strasbourg, CNRS, Institut de Physique et Chimie des Matériaux de

Strasbourg, UMR 7504, F-67000 Strasbourg, France
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The time evolution of the exciton density, which can also
occur in an ultrafast time scale,17 is generally studied by means
of transient absorption2,3,5–9,17 or photoluminescence
decay10,18,19 measurements. The recorded, time-resolved signal
is proportional to the time-dependent exciton density within
the sample, and the proportionality constant is usually recov-
ered by determining the number of absorbing dyes, i.e. their
excitation probability under illumination by the light pulse
used. In photoluminescence decay experiments, straightfor-
ward evidence for the presence of EEA is the acceleration of
the fluorescence signal decay upon increasing the excitation
power: since powerful irradiation excites a higher number of
dyes, excited dyes become closer in space thereby increasing
their annihilation probability. Still, the decay of the excitation
density can also be affected by other competing quenching
phenomena, such as the ET to non-fluorescent aggregates of
dyes that is often neglected, while the role of molecular
aggregation in the photophysical properties of optical systems
is attracting increasing attention. For instance, the effect of the
aggregation has been extensively studied in the application of
rhodamine B based dyes employed in the building of artificial
light harvesting nanosystems.11,20 Rhodamine B aggregates are
known to be fluorescence quenchers21,22 and it has been
demonstrated that the use of bulky hydrophobic counterions
efficiently prevent aggregation.23,24 Previous theoretical inves-
tigations suggested that such a quenching mechanism could be
due to the fact that rhodamine B dimers (with H-type aggrega-
tion) feature dark charge-transfer excited states very close in
energy to the bright states, allowing for internal conversion
processes that provide suitable paths for non-radiative
decays.22

Reliable theoretical simulations of the fluorescence decay
acceleration in the presence of EEA can thus provide essential
information on the spatial distribution of molecular excitations
and on the concomitant role of molecular aggregation in
photoactive materials. The theoretical simulation of the time
evolution of the exciton density in the presence of EEA could be
derived through a microscopic description based on the quan-
tum master equation formalism,25 which gives the time evolu-
tion of the population of each individual dye, but this level of
theory requires a deep knowledge of the dye distribution, in

particular of the distances between dyes and their relative
orientation. In fact, such an approach has been applied to
conjugated polymers for which simplified but reliable spatial
models are available,26–28 but for disordered systems detailed
information about the structure cannot be straightforwardly
achieved. A simpler level of description invokes for a macro-
scopic description of the exciton density by strictly assuming a
homogeneous distribution of dyes. Exclusively in this frame-
work, the exciton density n(t) (quantifying the number of
excited dyes per volume unit) in the presence of EEA can be
described using the following equation:

dnðtÞ
dt
¼ �1

t
n tð Þ � 1

2
kEEA tð Þn tð Þ2 (1)

Here, the first term describes the decay due to the excited state
dye lifetime, with lifetime t comprising both radiative and non-
radiative processes, while the second term describes the decay
due to EEA. As shown in Fig. 2, three different models have
been developed to express the rate constant kEEA.

Fig. 1 The mechanism for exciton–exction annihilation (EEA). The excita-
tion is transferred between two excited dyes (DYES 1 and 2), leading to an
excited state absorption (to the Nth excited state) in one dye (DYE 2) and to
a relaxation to the ground state in the other one (DYE 1). The Nth high-
lying state is expected to rapidly decay non-radiatively (red arrow) to the
first excited state, leading to the annihilation of one excitation (i.e. that of
DYE 1).

Fig. 2 Schematic representation of possible EEA mechanisms. (A) The
direct mechanism follows the Förster theory and the ET is governed by the
Förster radius Rd�d� . (B) The diffusion mechanism involves a sequence of
energy hops moving from the excited dye through the unexcited ones
described by a diffusion coefficient D, while the EEA is assumed to take
place when the exciton enters the contact sphere defined by the contact
radius RC. (C) The model of Gösele et al. (in the predominant direct
mechanism regime as proposed in ref. 8) describes the combined effect
of both direct and diffusive mechanisms as an effective diffusive mecha-
nism driven by the usual diffusion coefficient D but governed by a new
contact radius REEA, which in turns depends on both the Förster radius
Rd*d* and D.
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In the ‘‘direct mechanism’’ model, the EEA is assumed to
occur as described by the Förster ET theory (Fig. 2A), and the
rate constant takes the form originally derived by Förster13 for a
generic donor–acceptor pair:

kEEA tð Þ ¼ 2

3
pRd�d�

3

ffiffiffiffiffiffiffiffiffi
p

tradt

r
(2)

where Rd*d* is the Förster radius related to the ET between two
excited dyes and trad is the fluorescence lifetime of the dye. The
t�1/2 time dependence indicates the fact that excitations in
close proximity annihilate firstly, thus reducing with time the
probability of having annihilation events.

In the ‘‘diffusive mechanism’’ model, the excitations are
allowed to diffuse through dyes, and the EEA is assumed to take
place when two excitations reach a certain contact radius RC

(Fig. 2B). The rate constant takes the form derived for the
generic problem of a diffusing particle captured by an immo-
bile capturing center:29

kEEA tð Þ ¼ 8pDRC 1þ RCffiffiffiffiffiffiffiffiffiffiffi
2pDt
p

� �
(3)

Here, D is the diffusion coefficient describing the excitation
mobility within the dye network. If we consider excitations
moving in the dye network through a Förster hopping mecha-
nism, the diffusion coefficient may be expressed as30–33

D ¼ Z
Rd�d

6

trad

4

3
pCd

� �4=3

(4)

where Rd*d is the Förster radius related to the ET between an
excited and a relaxed dye, Cd is the dye concentration and
Z = 0.43 is a factor accounting for the homogeneous distribu-
tion of dyes. The capability of eqn (4) to correctly estimate the
diffusion coefficient has been analysed in detail by Colby
et al.,10 showing that its successful application could be com-
promised by several conditions such as the dye aggregation, the
breakdown of the dipole–dipole interaction to describe the
electronic coupling or the anomalous diffusion driven by
energetic and orientational disorder. In this work, we will
assume a framework in which the expression for the diffusion
coefficient given by eqn (4) is valid and the dye aggregation
contribution can be treated separately (as the aggregates, acting
as quenchers, will not be directly involved in the diffusion
processes). Eqn (4), in fact, allows for an interesting parame-
trization of the diffusion-related phenomena by simply intro-
ducing the additional Förster radius Rd*q.

Gösele et al.34–37 derived equations for the rate constant
considering both direct and diffusive mechanisms, as depicted
in Fig. 2A and B, and their results have been re-obtained
starting from a more sophisticated model by Jang et al.38 They
distinguish two different regimes, having one among the
diffusive or the direct ET mechanisms as predominant. For
each regime, they also consider two limiting temporal scales:
the short-time scale, where only one mechanism is assumed to
rapidly start, and the long-time scale, where a stationary regime
is assumed, i.e. the probability of having a decay due to both
mechanisms is considered constant in time. The authors

proposed that an approximate form for the global rate con-
stants (one for each regime) should be obtained by simply
summing the expressions for the two temporal scales. In the
predominant diffusion regime, at short times only the diffusive
mechanism is assumed to occur, and the global rate equation
takes the same form of the pure diffusive case, eqn (3). In this
work we will focus on the predominant direct ET regime (see
Fig. 2C), which has been already suggested for simulations of
the exciton density decays.9 In this regime, the diffusion is
assumed not to have started yet at short times, and the rate
constant kshort

EEA (t) becomes the same as that of the Förster model
in eqn (2), while at long times the rate constant takes the form

k
long
EEA ¼ 4pD0:676

Rd�d�
6

tradD

� �1=4

(5)

It is worth noting that although the direct mechanism is
predominant, for the rate constant a dependence on the diffu-
sion coefficient exists. The global rate constant is finally
calculated as

kEEA(t) E kshort
EEA (t) + klong

EEA (6)

which can be rewritten in a compact form as

kEEA tð Þ � 4pDREEA 1þ REEAffiffiffiffiffiffiffiffi
pDt
p

� �
(7)

where a new ‘‘annihilation radius’’ REEA has been introduced

REEA ¼ 0:676
Rd�d�

6

tradD

� �1=4

(8)

Since the expression obtained for the rate constant has the
same form as the diffusive mechanism one, eqn (3), we can
consider the combination of the two processes as a new
‘‘effective diffusion’’ process, with a new contact distance equal
to the annihilation radius (see Fig. 2C).

As mentioned above, it could be the case where EEA is not
the only process responsible for the decay of the excitation
density: if the system contains intruder quenching species
(such as non-fluorescent aggregates of dyes), the ET from
excited dyes to these molecular quenchers will act as a new
channel for wasting excitations. Once the excitation energy has
been transferred to quenchers, they likely do not relax instan-
taneously but rather feature a non-radiative lifetime, which
implies that an excited quencher density evolving in time has to
be considered. In this work, the excitation density time-
evolution of a photoactive system involving both the EEA and
the dye-to-quencher ET phenomena (with dyes’ aggregates as
quenchers) is phenomenologically modelled based on the
model of Gösele et al. in a regime where the direct ET is the
predominant effect. We report a detailed analysis of the effects
of the presence of a small amount of quenchers and of the
influence of all model parameters used to simulate the exciton
density decays in disordered molecular systems. In order to
describe the applicability of the model to a realistic system, we
consider as a hypothetical case of study the distribution of the
alkyl rhodamine B dye with bulky counterions within the
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organic nanoparticles presented in ref. 11, from which we take
some parameters, such as the dye’s fluorescence lifetime and
concentration. We finally discuss the usefulness of the model
for the global fitting of experimental data and its applicability,
which should stimulate future developments to obtain model
parameters from first-principles simulations.

Results and discussion

The time evolution of the excitation densities for dyes nd(t) and
quenchers nq(t) (we assume no triplet state population) is
described using the following system of coupled equations:

dndðtÞ
dt

¼ � 1

td
nd tð Þ � kEEA tð Þnd tð Þ2

�kQ tð ÞndðtÞ nTOT
q � nqðtÞ

h i
dnqðtÞ
dt

¼ � 1

tq
nq tð Þ þ kQ tð ÞndðtÞ nTOT

q � nqðtÞ
h i

(9)

where nTOT
q � nq(t) is the density of relaxed quenchers expressed

in terms of the total concentration of quenchers nTOT
q , and td

and tq being the total lifetimes of the dye and quencher,
respectively (accounting for both non-radiative and radiative
processes in the case of the dye).

The ET processes considered in our model are depicted in
Fig. 3. The rate constants for the EEA are described by eqn (7)
and (8) with a diffusion coefficient given by eqn (4), and similar
expressions are considered also for the dye–quencher ET:

kQ tð Þ ¼ 4pDRq 1þ Rqffiffiffiffiffiffiffiffi
pDt
p

� �
(10)

RQ ¼ 0:676
Rd�q

6

tradd D

 !1=4

(11)

In the following, the analysis of parameters affecting the
numerical solution of eqn (9) is reported by assuming a small
amount of quenching species within the dye distribution.
We consider as a reference dye rhodamine B, having a radiative
lifetime trad

d = 4.24 ns (corresponding to the measured value for
the 0.1% loaded nanoparticles in ref. 20) with a concentration
of CTOT

d = 0.13 dyes per nm3 (corresponding to the 30% loaded
nanoparticles in ref. 20). We initially assume the quencher to
not exceed 1% of the dye concentration, thus simulating a
typical experimental situation in which a residual aggregation
persists in the system despite the efforts made to prevent it.
We neglect, for simplicity, the possibility of having non-
radiative contributions to the lifetime of both the dye and
quencher. Eqn (9) has to be solved imposing certain initial
conditions, that is the exciton density at the time zero, nd(0): we
consider that immediately after the light pulse 7% of the
total dyes are excited (a population value falling in the
typical experimental range in ref. 9), while we assume that no
quenchers are initially excited. This assumption is based on the
fact that a small amount of aggregates is present in the
sample (we generally consider o1% of CTOT

d ) and likely their
absorption maximum is shifted from that of isolated dyes
since, to work as quenchers, a strong electronic coupling has
to be present among the monomeric units. The effect of varying
the initial values of the exciton density simulates the typical
acceleration of the exciton density decay upon a power light
increase in experiments (an example is provided in the ESI,†
see Fig. S1 in Section S.1).

The following analysis aims at highlighting the various
effects of the parameters entering our model, emphasizing
those features that could allow a straightforward identification
of the presence of intruder quenching species. We also explored
how much such analysis could depend on the initially chosen
values for dye/quencher lifetimes and concentrations, showing
the adaptability of our tools to various molecular systems
with ET processes occurring at different time scales, from
nanoseconds to ultrafast.

First, we consider the effects of the Förster radii Rd*d

and Rd*d*, governing the exciton mobility through diffusion
(influencing both diffusive EEA and diffusive ET to the
quenchers) and the direct EEA, respectively. Typical values
for Förster radii are up to 8 nm,39 thus we decided to
test values within the 3–6 nm range. To highlight the
effect of the two EEA processes, the Rd*q radius governing
the dye–quencher ET and the quencher concentration Cq are
set to small values, i.e. 2 nm and 0.25% of CTOT

d respectively.
From Fig. 4 it is clear that Rd*d* has an influence only on
the decays at short time, with the initial decay accelerating
upon increasing the radius while leaving the long time
evolution unaltered. This result indicates that the EEA
events, following the direct mechanism, start immediately
after the light pulse and becomes less probable with time,

Fig. 3 The two possible mechanisms for the exciton loss in the presence
of both EEA and quenching species (such as dimers in the case of
rhodamine B) described by the Gösele model in the predominant direct
mechanism regime. The new introduced contact radii REEA and Rq depend
on the Förster radii Rd*d* and Rd*q respectively, and also depend on the
same diffusion coefficient D.
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as the spatially closed excitations are depleted through
annihilation.

The influence of the Rd*d radius is quite different from that
of Rd*d*, as clearly shown in Fig. 5. Differently from the radius
governing the direct EEA, it affects both the short and the long
time evolution. While the influence on the short times is
similar to Rd*d*, here also the long-time decays accelerate upon
increasing the radius.

We now consider the effect of the parameters related to the
quencher species, i.e. its concentration Cq, Förster radius Rd*q

and radiative lifetime trad
d , as reported in Fig. 6, 7 and 8A,

respectively. It is evident that when the quencher is present in a
small amount, its influence can affect the long time evolution
only, since a few quencher molecules are very far from the
majority of excited dyes and then a certain time has to pass to
allow excitations to diffuse towards them. Since this specific
(isolated) effect on the long-time evolution cannot be obtained
by varying the parameters related to the EEA only, it represents
a straightforward signature for the presence of intruder
quenching species. Notably, all the trends described above
involving an initial amount of excited dyes (nd(0) = 7% of the
CTOT

d ), i.e. Fig. 2–7, are preserved when such an initial (fixed)

parameter is significantly increased (see Fig. S2–S7 in Section
S.2 of the ESI,† for trends with nd(0) = 25% of the CTOT

d ).
It is important to note that the timescale at which the ET

processes take place (which in the Förster theory are defined by
the molecules’ lifetime) does not affect the outcome of the
analysis reported above. For instance, as shown in Fig. 8, the
effect of the quencher lifetime tq for ET dynamics in
the picosecond and femtosecond timescales (Fig. 8B and C,
respectively) exhibits the same features observed in the nano-
second timescale (Fig. 8A). The effects of the other parameters
(Förster radii and quencher concentrations discussed in
Fig. 4–7) are also the same at different timescales, as reported
in Section S.3 of the ESI.†

The advantage of including quenching species in cases of
disordered molecular systems, such as those containing rho-
damine B taken as the exemplifying case in this work, relies on
the fact that a global fitting of experimental decays by using
eqn (9) could demonstrate and eventually quantify the presence
of intruder quenchers due to aggregation phenomena. It is
worth mentioning that we performed some preliminary tests on
real experimental data, observing that the model is able to well

Fig. 4 Effect of the Rd*d* radius governing the direct EEA mechanism on
the (normalized) exciton density decay. Fixed parameters are Rd*d = 5 nm;
Rd*q = 2 nm; tq = 4 ns; Cq = 0.25% of CTOT

d ; nd(0) = 7% of CTOT
d .

Fig. 5 Effect of the Rd*d radius governing both EEA and quenching
diffusive mechanisms on the (normalized) exciton density decay. Fixed
parameters are Rd*d* = 4 nm; Rd*q = 2 nm; tq = 4 ns; Cq = 0.25% of CTOT

d ;
nd(0) = 7% of CTOT

d .

Fig. 6 Effect of the Rd*q radius governing the direct quenching mecha-
nism on the (normalized) exciton density decay. Fixed parameters are
Rd*d* = 4 nm; Rd*d = 5 nm; tq = 4 ns; Cq = 0.25% of CTOT

d ; nd(0) = 7% of CTOT
d .

Fig. 7 Effect of the quencher concentration Cq (expressed as % of CTOT
d )

on the (normalized) exciton density decay. Fixed parameters are
Rd*d = 5 nm; Rd*d* = 4 nm; Rd*q = 2 nm; tq = 4 ns, Cq = 0.25% of CTOT

d ;
nd(0) = 7% of CTOT

d .
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fit fluorescence decays when fixing up to two parameters in the
proposed model. Clearly, such an ability of the model to fit
experimental data has to be ascribed to its very high flexibility,
originating from the large number of free parameters fitted,
including the Rd*d and Rd*d* Förster radii (governing the
diffusive and direct mechanisms of ET processes among dyes,
respectively) and the three parameters related to the quencher,
i.e. its lifetime tq, concentration Cq and Rd*q Förster radius.

Thus, to make applications of our model bringing real
physical information, one has to be able to experimentally

and/or theoretically determine the highest number of them.
The Rd*d can be straightforwardly obtained from the overlap
between the steady state absorption and emission spectra of
the dye.14,39 The Rd*d* Förster radius could be obtained from
transition absorption spectroscopy by isolating the excited state
absorption contribution and calculating the overlap with the
emission spectrum of the dye.9,40 This is less straightforward
than obtaining Rd*d since excited state absorptions often over-
lap with ground state bleaching and stimulated emission
signals. In this context, advanced simulations of nonlinear
electronic spectroscopy from first-principles, such those devel-
oped in our group in the recent years,41–45 would be of great
support to apply the present model to real systems. Still, getting
reliable deconvolution of transient absorption spectra into
specific (overlapping) signals is a very challenging task also
from a theoretical point of view, since signal lineshapes are
difficult to simulate quantitatively.42 Finally, regarding para-
meters associated with the dye aggregates (working as quench-
ers in our model), first-principles simulations would also be
crucial to estimate the Rd*q Förster radius, especially when such
aggregates cannot be isolated and their absorption spectra
recorded. Using structural models of these aggregates, indeed,
absorption and emission spectra could be simulated and their
Förster radius thus estimated. In such a way, one could restrict
the set of fitting parameters in our model to the quenchers’
concentration and lifetime only, providing fundamental
insights into the role of aggregation in the photophysical
properties of photo-responsive molecular materials.

Materials and methods

The system of coupled eqn (9) has been solved numerically by
means of an in-house Python code employing the scipi.inte-
grate package, available upon request to the authors. The
rhodamine B dye assemblies in polymeric nanoparticles of
ref. 20 have been used as the exemplifying case for a disordered
molecular system. We considered particles with 45 nm dia-
meter and 30% w/w dye loading. Form the average number of
rhodamine B molecules per particle reported in ref. 20, we
calculated the dye concentration CTOT

d . For the total lifetime td,
we considered the value measured for the nanoparticles with
the lowest loading (0.1% w/w) because in such a diluted sample
a negligible aggregation is expected, and the measured lifetime
should be representative for that of isolated dyes. The radiative
lifetime trad

d has been calculated from the fluorescence quan-
tum yield F of the low-loaded nanoparticles through the rela-
tion F = td/trad

d .

Conclusions

Exciton density dynamics in photoactive materials is signifi-
cantly affected by the possibility of having energy transfer (ET)
phenomena and the combined use of time-resolved spectro-
scopy and theoretical modelling has become a widely used tool
to recover fundamental information on the type and on the

Fig. 8 The effect of the quencher lifetime tq on the (normalized) exciton
density decay considering different timescales for the dye lifetime td,
including (A) nanosecond (td = 4.242 ns), (B) picosecond (tD = 4 ps), and
(C) femtosecond (td = 400 fs) timescales. Fixed parameters are Rd*d =
5 nm; Rd*d* = 4 nm; Rd*q = 2 nm; Cq = 0.25% of CTOT

d ; nd(0) = 7% of CTOT
d .
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extent of ET processes. When the photoactive system is
composed of a uniform distribution of donors and acceptors,
simple macroscopic models can be exploited to describe the
exciton density dynamics. Such macroscopic models, involving
both direct (Förster-like) and diffusive (with ET described by
classical diffusion) ET mechanisms, have been successfully
applied to describe the influence of exciton–exciton annihila-
tion (EEA) on the exciton density dynamics, but they usually
neglect any other quenching phenomena competing with EEA.
One of these phenomena that attracts significant attention is
the formation of dye aggregates acting as fluorescence quench-
ers (e.g. rhodamine B and derivatives).

In this work, we proposed a macroscopic model to simulate
exciton density dynamics in disordered molecular systems where
both direct (Förster-like) and diffusive (via classical diffusion) ET
mechanisms are involved, allowing both exciton–exciton annihila-
tion (EEA) and ET to molecular aggregates as possible quenching
mechanisms. To explore the applicability of the model on a realistic
system, we considered as a study case a homogeneous system in
which rhodamine B dyes are embedded in polymeric nanoparticles.
We performed a systematic analysis on the role of various para-
meters, including the Förster radius Rd*d that is used to express the
dye excitation diffusion coefficient, the Förster radii Rd*d* and Rd*q

governing quenching mechanisms via the EEA among dyes and dye-
to-aggregate ET, respectively, and the aggregate quencher’s concen-
tration and lifetime. The results suggested that while the Rd*d and
Rd*d* inevitably affect the short-time behaviour of the decay, the
parameters related to the quenchers have an influence only on the
long-time decays, providing a fingerprint of aggregation effects on
exciton density dynamics. Moreover, we showed that the effect of a
small amount of quencher exhibits always the same features,
independently of the power of the light source experimentally used
and, more importantly, independently of the ET timescales, includ-
ing the case of ultrafast dynamics. The overall outcome indicates
that the application of our model to real cases could allow straight-
forward identification of quenching effects arising from molecular
aggregates. This could be achieved by global fitting analysis of
experimental data that, however, could be compromised by an
extreme flexibility of the model, when too many parameters are
set free. Thus, we envisioned that the experimental determination of
some of the model parameters could be supported by first-
principles simulations. In particular, when the experimental deter-
mination is very challenging, as for parameters of the quenching
aggregated species or those derived from the deconvolution of time-
resolved electronic spectra of the dye, first-principles estimates of
parameters could enter in our model, potentially providing unique
information on the role of molecular aggregation in the photophy-
sical properties of photoactive materials.
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