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Algebraic diagrammatic construction for the
polarisation propagator in combination with
effective fragment potentials†

Reena Sen,a Andreas Dreuw *a and Shirin Faraji *b

The effective fragment potential (EFP) method for the efficient inclusion of solvation effects is combined

with the algebraic diagrammatic construction (ADC) scheme for the second- and third-order polarisation

propagator. The accuracy of these newly developed EFP-ADC(2) and EFP-ADC(3) methods is tested with

respect to supermolecular ADC calculations for a selected set of small solute�solvent complexes. The EFP

model for solvation introduces only marginal errors in the excitation energies and oscillator strengths of

singlet as well as triplet states, which are strictly localized on the chromophore, significantly below the

intrinsic errors of the parent ADC(2) and ADC(3) methods. It is only when delocalization of electron

density on the solvent molecules occurs that the error in the excitation energies increases, a well-known

behavior of environment models in general. Overall, EFP-ADC schemes prove to be reliable computational

approaches to simulate electronic absorption spectra in solution.

1 Introduction

Inclusion of the effect of a solvent on a chromophore or photo-
active molecule is critically important for the theoretical
description of photochemical and photophysical phenomena
in solution. Since the full quantum mechanical description of
the complete solute–solvent system is computationally generally
not feasible due to the steep computational scaling of electronic
structure methods,1 various solvation models exist to be used
within quantum chemical calculations. In such calculations, the
investigated system is separated into the molecule of interest,
which is calculated with some high-level quantum chemical
method, and the environment, which is modelled at a lower
level of quantum chemistry or using classical theories. Solvation
models are generally distinguished as implicit and explicit ones.

For an implicit treatment, continuum solvation models such
as polarisable continuum models (PCMs)2–4 and, in particular,
the conductor-like screening model (COSMO)5 are widely used.
In these models, the environment is treated classically as a
polarisable continuum incorporating solvent effects by consider-
ing bulk physical parameters of the medium such as the dielectric
constant and the refractive index. Thereby, sampling of nuclear

degrees of freedom is also implicitly taken into account. Hence,
continuum models thus provide free energies of solvation. They
are particularly well suited for modelling isotropic environments
like molecules in weakly interacting solvents, in which electrostatic
interactions dominate.

In explicit solvation models, the environment is generally
described with atomic resolution, which is particularly useful
for anisotropic molecular systems and when the chemistry is
driven by specific key solute–solvent interactions. This is, for
example, the case in typical quantum mechanical/molecular
mechanical (QM/MM) schemes,6 in which the point-charge
distribution of the environment is taken into account, which
is referred to as electrostatic embedding. Usually, the point
charges are taken from an empirical force-field and are often
too large, compensating for missing polarisation, because
such parameters are rarely intended to reproduce the micro-
scopic detail required for accurate embedding calculations.
In general, the empirical nature of MM force-fields limits their
predictive power.

In contrast, the polarisable embedding (PE) model7,8 is a
fragment based, hybrid quantum-classical embedding scheme.
The required parameters are obtained from quantum chemical
calculations of small split fragments of the molecular environ-
ment. The charge distribution of the environment is modelled
by fragment-based multicenter multipole expansions and
polarisation effects are taken into account by dipole–dipole
polarisabilities placed at the multipole expansion sites. PE is
generally capable of treating mutual polarisation of the
environment and the quantum region and it has been designed
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to obtain accurate molecular response properties, e.g., electronic
excitation energies.

The effective fragment potential (EFP)9,10 method is closely
related to PE embedding and the description of electrostatics
and polarisation is nearly identical, and for modelling inter-
molecular interactions, similar strategies based on multipolar
expansions have been utilised.11–13 However, EFP features a
more rigorous treatment of dispersion and exchange repulsion.
The EFP method is free from any fitted parameters and owing
to its construction, free from basis set superposition error. The
method was first introduced for the theoretical description of
biological molecules in large water clusters (EFP1),14,15 and
later extended to other solvents (EFP2).14

In order to include solvent effects in excited state calcula-
tions, the response of the EFP environment to changes in the
electronic distribution of the solute needs to be included.16–19

Existing implementations allow for the combination of EFP
with many popular excited-state methods including equation-
of-motion coupled cluster (EOM-CC),20–22 time-dependent
density functional theory (TDDFT),23–25 configuration interaction
singles with perturbative doubles (CIS(D)),26 and spin-opposite-
scaled (SOS) CIS(D).27 Here, we introduce the combination of EFP
with the algebraic diagrammatic construction scheme of the
second- and third-order polarisation propagator, ADC(2)28 and
ADC(3),29,30 respectively.

Recently, ADC schemes of the polarisation propagator have
attracted considerable attention because of their robustness
and reliable accuracy for excitation energies of predominantly
singly-excited states.31,32 Its mathematical formulation based
on the intermediate state representation (ISR) allows for the
convenient calculation of wave-function based excited state
properties.33 Since ADC schemes are size-consistent, they are
well suited to compute properties of large molecular systems.32

Besides computation of excited-state properties, the ISR
approach facilitates interfacing between ADC methods and
solvent models represented by one-particle potentials. Follow-
ing this route, ADC has been employed within classical QM/MM
schemes,34 and it has been interfaced with many other solvent
models such as PCM,35–37 PE38 and frozen-density embedding
(FDE).39–41

This paper is organised as follows. In the next section, the
basic theoretical concepts of EFP-ADC will be outlined before
its accuracy is tested for three different subsets of ‘‘solvated’’
molecules. First, representative organic molecules solvated
with one single molecule are investigated, then nitrobenzene
and coumarin solvated with different solvent molecules are
investigated, and finally, the excited states of thymine solvated
with one, two, three and five water molecules are studied. In
this study, singlet and triplet excited states are first calculated
for the isolated molecules in the gas phase and then super-
molecular calculation of the molecule–solvent complex is
performed at the ADC(2) and ADC(3) levels and afterwards
compared to the corresponding EFP-ADC calculations. Overall,
the excited states calculated at the EFP-ADC level agree very
favourably with the ones obtained at the supermolecular
ADC level.

2 Theoretical details

The theoretical details of the EFP method have been described
in detail previously,9,10,17 as well as the theoretical foundations
of ADC.28,29,32,33,42 Here, only the immediately required details
for the combination of EFP with ADC will be outlined. In general,
it is closely related to the combination of EFP with EOM-CC.17

EFP-ADC has been included into a development version of
Q-Chem 5.0.43

Within ADC schemes for the polarisation propagator, the
solution of the Hermitian eigenvalue equation

MX = XX, X†X = 1 (1)

yields excitation energies on and excited state vectors xn as
eigenvalues and eigenvectors, respectively. M corresponds to
the Hamiltonian shifted by the ground state energy expressed
in the intermediate state (IS) basis for excited states, both
obtained at some level of perturbation theory.33,44 The typical
Møller–Plesset partitioning of the Hamiltonian is employed,
Ĥ = F̂ + Û, with F̂ being the Fock-operator and Û the fluctuation
potential resembling electron correlation. Correspondingly, M is
also a perturbation theoretical expansion and can be written as

M = K + C(1) + C(2) + � � �C(n) (2)

where K corresponds to zeroth order, i.e. the expectation value
of the Fock operator of the zeroth-order intermediate states, the
Slater determinants. Hence, K is diagonal with orbital energy
difference between occupied and virtual orbitals. The IS basis is
important to note to be orthogonal and uncoupled from the
MPn electronic ground state, and therefore, a ground state
MP calculation is generally not required to obtain excitation
energies, but only a Hartree–Fock (HF) calculation for the required
one-particle energies and orbitals. More detailed derivations of
the algebraic diagrammatic construction scheme for the polarisa-
tion propagator (ADC) are given in the literature.28,29,32,33,42

Due to the structure of the ADC matrix (eqn (2)), different
pathways for treating external one-particle potentials within
ADC arise. On one hand, it can be included in the Fock-
operator to obtain perturbed one-particle energies and orbitals
and a standard ADC calculation is performed utilising those.
On the other hand, the one-particle potential can be repre-
sented in the IS basis and added to the ADC matrix after an
unperturbed HF calculation has been performed. At approxi-
mate ADC levels, both approaches offer advantages, however, to
include a one-particle potential at HF level provides fully
relaxed orbitals with respect to the potential and only minimal
changes to the existing ADC codes need to be made.

Effective fragment potentials are such one-particle poten-
tials, however, with the further complication of depending on
the wavefunction of the quantum system, the solute, as well.9,10

In particular, the induced dipoles on the solvent molecules as
well as the polarisation of the solute interdepend on each other.
Therefore, a two-level iteration scheme is employed and at each
iteration of the HF cycle, the induced dipoles of the effective
fragments are iterated until self-consistency with each other
and with the current HF determinant is achieved. Once these
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EFP-HF equations are converged, the obtained induced dipoles
of the solvent are consistent with each other and with the
electronic HF ground state of the solute, yielding a suitable EFP
one-particle potential to be included in subsequent calcula-
tions of the solute ‘‘alone’’, e.g. in computationally demanding
ground-state correlation methods or excited-state methods.
The total energy of the ground state is then given as

E0 = hC0|Ĥ + v̂C + v̂pol,0|C0i + EEFP
C + EEFP

pol,0 + EEFP/QM
disp + EEFP/QM

xrep ,
(3)

where the expectation on the right hand side of eqn (3) contains
the influence of the Coulomb and self-consistent ground state
polarisation potentials v̂C and v̂pol,0 in the QM region, while
EEFP

C and EEFP
pol,0 are the electrostatic and polarisation energies of

the EFP region, and EEFP/QM
disp and EEFP/QM

xrep correspond to the
dispersion and exchange repulsion energies of both the QM
and the EFP region. The details of how these energy contribu-
tions are evaluated can be found in ref. 17.

In our current implementation of EFP-ADC, induced dipoles
of the fragments are kept unchanged, neither re-adjusted self-
consistently at the MP level nor in a state-dependent manner
for the ADC excited states, as would be rigorously required. In
other words, standard ADC calculations are performed using
EFP polarized orbitals and orbital energies. This treatment is,
however, an excellent approximation when the HF wave func-
tion is a good zeroth-order approximation, which is a general
prerequisite for ADC to work well anyway. Nevertheless, at
CCSD level, the errors introduced by freezing the induced
dipoles at HF level and not relaxing them at CCSD level for
the ground state or at the EOM-CCSD level for the excited states
have been estimated to be less than 0.001 eV and 0.01 eV for
systems with a reasonable HF reference, respectively.17 How-
ever, only small solutes surrounded by a small number of
solvent molecules have been evaluated so far, and it should
be extended to large solutes with a large sample of solvent
molecules comparing the EFP response at HF and post-HF level.
In addition, the dispersion and exchange repulsion interactions
between the QM solute and the EFP solvent molecules are treated
identically like the EFP-EFP interactions as an additive a posteriori
correction to the total energy. These contributions are thus
independent of the considered electronic state.

As the first step of an EFP-ADC calculation, eqn (1) is solved
using the orbital energies and molecular orbitals of a converged
EFP-HF calculation keeping the EFP-HF polarisation potential
v̂HF

pol,0 frozen, i.e. the induced dipoles corresponding to the
EFP-HF ground state wavefunction. The ADC excitation energies
after diagonalisation of the ADC matrix contain the influence of
the Coloumb v̂C and polarisation v̂HF

pol,0 potential via the single-
particle energies contained in the zeroth-order ADC matrix K. All
other energy contributions arising from the EFP environment,
EEFP

C , EEFP
pol,0, EEFP/QM

disp and EEFP/QM
xrep of eqn (3) cancel each other in

the excitation energies, since the same Coulomb and polarisa-
tion field is employed for the ground and excited state and the
last two terms are independent of the electronic state. Note,
although the MP2 reference state employing v̂C and the frozen

v̂HF
pol,0 is never explicitly calculated, it is implicitly subtracted

owing to the construction of the ADC matrix.
The second step of an EFP-ADC calculation is the computa-

tion of a perturbative state-specific correction of the excitation
energies due to the response of the EFP potential, i.e. the
change of the induced dipoles on the solvent molecules, to
the electronic excitation, similar to the cLR method developed
for PCM.45 Therefore, the one-electron density of each excited
state serves to compute new induced dipole moments mk

n and
conjugated induced dipole moments �mk

n at the EFP sites in a
single calculation a posteriori and not self-consistently.
These are then used to compute the perturbative correction
according to

Don ¼
1

2

X
k

mk0 � mkn
� �

Fk
C þ Fk

nuc

� �

þ 1

2

X
k

�mknF
k
elec;n � �mk0F

k
elec;0

� �

þ 1

2

X
k

mk0 þ �mk0 � mkn � �mkn
� �

Fk
elec;n;

(4)

where the summation runs over all EFP sites. The final
EFP-ADC excitation energy of state n is eventually given as the
sum of the excitation energy obtained after the diagonalisation
of the EFP-ADC matrix and the perturbative correction Don. The
first two terms in eqn (4) describe the difference of the polarisa-
tion energy EEFP

pol of the QM/EFP system in the excited and ground
electronic states, while the last term corresponds to the leading
correction to the interaction of the ground-state-optimised
induced dipoles with the wave function of the excited state.17

An important advantage of the perturbative EFP-ADC scheme is
that the excited states are orthogonal to each other since they are
computed with the same HF ground-state field of the polarisable
environment. As a consequence, transition properties between
these states can easily be calculated. This would not be the case
if each excited state vector would be computed with respect to its
own self-consistent EFP field. In addition, the current EFP imple-
mentation can be used with any ADC variant available in Q-Chem,
ADC(2) and ADC(3) for excitation energies, the core-valence-
separated CVS variants,46–48 spin-opposite-scaled (SOS) variants,49

or spin–flip ADC.50,51 Also, all implemented excited-state proper-
ties and transition properties, like dipole moments, spin–orbit
couplings,52 and two-photon absorption cross sections,53 as well
as density-based54,55 and exciton analyses56 are readily available.

3 Computational details

The geometries of the selected molecular test systems have
been optimised at the MP2/cc-pVTZ level. All calculations are
done using pure Cartesian basis functions. Subsequent excited
state calculations were done using ADC(2) and ADC(3) for the
polarisation propagator with the cc-pVTZ basis set for the first
subset of test molecules (Fig. 1) and with the cc-pVDZ basis set
for the molecular systems of subsets II and III (Fig. 4 and 7).
The five lowest singlet and triplet states of the solute molecules
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of the test sets are first calculated without solvent isolated in
the gas phase, and then the solute–solvent complex in one
supermolecular ADC is calculated analogously to obtain the
solvent induced shift of the excitation energies. Subsequently,
EFP-ADC calculations are conducted describing the solvent
molecules as EFPs at Hartree–Fock level and using EFP polarized
orbitals and orbital energies. The error with respect to the
supermolecular ADC calculations is calculated and analysed.
All calculations have been performed with a development
version of Q-Chem 5.0 utilising the standard library for effective
fragment potentials.19,43

4 Performance of EFP-ADC

To test the accuracy of the EFP-ADC methods, three different
small test sets of molecular solvent–solute complexes have been
selected based on the type of solvent and strength of solute–
solvent interaction. The three different subsets are: (i) different
organic molecules solvated with one water molecule, (ii) nitro-
benzene and coumarin solvated with different single solvent
molecules, and (iii) thymine solvated with one, two, three and
five water molecules. In the following, the results for these
subsets will be briefly described individually and finally jointly
statistically evaluated.

4.1 Subset I: different organic chromophores solvated with
one water molecule

The seven molecular systems of this subset have been chosen
depending on the nature of their interaction with a single water
molecule and the feasibility of supermolecular ADC(2) and

ADC(3) calculations. The set includes thiophene, pyridine,
nitrobenzene, thymine, p-nitroaniline, naphthalene, and cou-
marin as solute and one single water molecule as the ‘‘solvent’’.
The geometries are kept the same for the supermolecular
ADC(n) calculations and corresponding EFP-ADC(n) calcula-
tions. At EFP-ADC(2) level, calculations have been performed
for the first five singlet and triplet excited states and the
corresponding oscillator strengths (Tables 1 and 2). Altogether,
the set comprises 35 singlet excitations and 35 triplet excita-
tions at EFP-ADC(2) level. For EFP-ADC(3), owing to its higher
computational effort, the testing has been restricted to only the
two smallest systems, i.e. thiophene and pyridine (see the ESI†).

Due to the introduction of one explicit water molecule, the
order of the first five singlet as well as triplet excited states may
change from the isolated gas phase situation. Therefore, a
thorough assignment of the states has been performed using

Fig. 1 Subset I of molecules, which are ‘‘solvated’’ with one single water
molecule as solvent.

Table 1 Vertical excitation energies and oscillator strengths of the five
lowest excited singlet states of the solutes and solute–solvent complexes
of subset I computed at ADC(2) level in the gas phase (isolated), at
supermolecular ADC(2) level as well as with EFP-ADC(2)

Molecule State

Excitation energy (eV) Oscillator strength

Isolated
Super-
ADC(2)

EFP-
ADC(2) Isolated

Super-
ADC(2)

EFP-
ADC(2)

Thiophene S1 5.835 5.843 5.846 0.0899 0.0859 0.0881
S2 6.180 6.172 6.177 0.1120 0.1167 0.1103
S3 6.713 6.638 6.688 0.0025 0.0019 0.0022
S4 6.777 6.742 6.782 0.0000 0.0000 0.0000
S5 7.592 7.579 7.623 0.0000 0.0009 0.0006

Pyridine S1 5.053 5.258 5.418 0.0041 0.0033 0.0044
S2 5.341 5.610 5.780 0.0000 0.0000 0.0000
S3 5.410 5.404 5.407 0.0292 0.0334 0.0349
S4 6.792 6.778 6.784 0.0227 0.0148 0.0164
S5 7.615 7.618 7.636 0.5911 0.5422 0.5909

Nitrobenzene S1 3.694 3.749 3.769 0.0000 0.0000 0.0000
S2 4.285 4.340 4.447 0.0002 0.0001 0.0002
S3 4.964 4.860 4.862 0.0076 0.0099 0.0100
S4 5.561 5.356 5.361 0.2631 0.2973 0.2777
S5 5.940 5.911 5.939 0.0839 0.0798 0.0854

Thymine S1 4.767 4.804 4.811 0.0000 0.0000 0.0001
S2 5.319 5.280 5.255 0.2167 0.2446 0.2266
S3 6.187 6.289 6.284 0.0000 0.0000 0.0001
S4 6.387 6.477 6.468 0.0676 0.0467 0.0501
S5 NA 6.622 6.670 NA 0.2388 0.2627

p-Nitroaniline S1 3.746 3.777 3.792 0.0000 0.0000 0.0000
S2 4.360 4.453 4.518 0.0002 0.0003 0.0003
S3 4.556 4.370 4.381 0.4271 0.4545 0.4352
S4 4.769 4.743 4.745 0.0098 0.0078 0.0079
S5 5.731 5.638 5.650 0.0004 0.0051 0.0065

Naphthalene S1 4.488 4.492 4.507 0.0000 0.0002 0.0004
S2 4.841 4.823 4.845 0.0961 0.0913 0.0963
S3 6.202 6.159 6.206 0.0000 0.0113 0.0047
S4 6.221 6.190 6.239 1.5297 1.4295 1.4804
S5 6.296 6.282 6.318 0.0000 0.0050 0.0407

Coumarin S1 4.246 4.270 4.265 0.1255 0.1305 0.1326
S2 4.503 4.795 4.679 0.0000 0.0000 0.0000
S3 5.005 4.998 4.998 0.2005 0.2317 0.2343
S4 5.783 5.799 5.799 0.0483 0.0169 0.0159
S5 6.176 6.229 6.220 0.5408 0.4957 0.4838
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molecular orbitals or even density-based analyses at all levels of
theory employed. The absolute error of the shifts corresponds
to the difference of the excitation energies. In Table 1, the
singlet excitation energies and oscillator strengths of the five
lowest singlet excited states and the corresponding oscillator
strengths of the molecular subset I are given at ADC(2) level, for
the isolated chromophores in the gas phase, including one
explicit water molecule in a supermolecular ADC(2) calculation
as well as using EFP-ADC(2). The analogous data for the five
lowest triplet states are given in Table 2. Since the agreement
between the supermolecular ADC(2) and the EFP-ADC(2) values
are generally very good, we focus in the following discussion
only on the outliers, which exhibit a larger error in the EFP-ADC
excitation energies.

In the case of pyridine, the S1 and S2 states are observed to
possess the largest solvent shifts of 0.205 eV and 0.269 eV and
show the largest error of solvatochromic shift of �0.16 eV

and �0.17 eV at the level of EFP-ADC(2), respectively. Analysis
of the molecular orbitals involved in these two excited states
reveals that they possess np* character. The molecular orbital
corresponding to the lone pair at the nitrogen atom is strongly
perturbed due to formation of a hydrogen bond to the water
molecule, which leads to a delocalisation of electron density onto
the water in the supermolecular ADC(2) calculations (Fig. 2).

This explains, on one hand, the large solvent-induced shift
of the excitation energy, and on the other hand, the large error
in the EFP calculation. Such strong interactions leading to
electron density delocalisation are simply not well described
within the EFP model. The triplet states T2 and T5 also
correspond to np* excited states, and not surprisingly, exhibit
the same error at EFP-ADC(2) level. The same effect is seen at
the EFP-ADC(3) level as well (ESI†).

The mean signed error (MSE) of the 35 singlet excitation
energies for subset I is �0.021 eV with a standard deviation of
0.049 eV, which implies that singlet excitation energies are usually
overestimated at EFP-ADC(2) level as compared to supermolecular
ADC(2) calculations. The mean absolute error (MAE) for the

Table 2 Vertical excitation energies and oscillator strengths of the five
lowest triplet singlet states of the solutes and solute–solvent complexes of
subset I computed at ADC(2) level in the gas phase (isolated), at super-
molecular ADC(2) level as well as with EFP-ADC(2)

Molecule State

Excitation energy (eV)

Isolated Super-ADC(2) EFP-ADC(2)

Thiophene T1 4.116 4.111 4.111
T2 4.934 4.958 4.961
T3 6.368 6.350 6.349
T4 6.449 6.426 6.453
T5 6.481 6.417 6.460

Pyridine T1 4.519 4.589 4.589
T2 4.575 4.772 4.930
T3 5.054 5.012 5.012
T4 5.304 5.337 5.339
T5 5.340 5.568 5.730

Nitrobenzene T1 3.443 3.507 3.525
T2 3.708 3.750 3.750
T3 4.164 4.171 4.185
T4 4.694 4.109 4.207
T5 4.961 4.586 4.586

Thymine T1 3.847 3.853 3.839
T2 4.551 4.587 4.597
T3 5.460 5.468 5.468
T4 6.034 6.161 6.145
T5 6.079 6.057 6.044

p-Nitroaniline T1 3.507 3.539 3.551
T2 3.725 3.625 3.628
T3 3.791 3.824 3.824
T4 4.130 4.233 4.296
T5 4.545 4.541 4.542

Coumarin T1 3.294 3.337 3.342
T2 4.144 4.136 4.136
T3 4.304 4.495 4.606
T4 4.521 4.585 4.587
T5 4.988 5.061 5.063

Naphthalene T1 3.309 3.311 3.315
T2 4.357 4.361 4.370
T3 4.709 4.698 4.709
T4 4.901 4.912 4.930
T5 5.008 5.008 5.024

Fig. 2 Representative lone pair n orbital of pyridine, which is delocalised
over the water solvent molecule. Excitations out of such delocalised
orbitals usually exhibit larger errors at EFP-ADC level.

Fig. 3 EFP energy contributions with respect to the QM ground state in
Hartree, energy correction for the QM SCF energy due to the EFP; mean
solvent shift and MSE for triplet and singlet excitation energies in eV; and
MAE for singlet and triplet excitation energies in eV separately for each
molecule of subset I.
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excitation energies of subset I was found to be 0.031 eV. For
oscillator strengths, the accuracy is�0.0029� 0.0152. For a deeper
analysis of the error contributions, Fig. 3 shows a comparison of
the ground-state EFP-EFP energy contributions, the correction of
the QM SCF energy due to the EFP, the average solvent shift, MSE
for triplet and singlet excitation energies, and the mean solvent
shifts. The solvent shift is calculated by subtracting the excitation
energies of isolated solutes from the supermolecular ADC(2)
energies of solute–solvent complexes to gain a pure quantum
mechanical reference value. Pyridine, among all studied systems,

has the largest average solvent shift of 0.094 eV and the largest
absolute mean errors for both singlets and triplets. Naphthalene
and p-nitroaniline, on the other hand, are seen to have the
strongly repulsive EFP energy contributions of 1.172 Hartree and
0.739 Hartree, respectively, though the MAEs are rather low, which
implies that repulsive interactions of the water molecule with the
excited states of naphthalene and p-nitroaniline are well expressed.

4.2 Subset II: nitrobenzene and coumarin with different
solvents

In subset II of the selected test molecules (Fig. 4), the errors in
the solvatochromic shifts of the excitation energies and oscil-
lator strengths of nitrobenzene and coumarin are analysed in
the presence of different single solvent molecules at the
EFP-ADC(2) and EFP-ADC(3) level.

For that objective, MP2 optimised molecular geometries of
the solute and the solute–solvent complexes are used and the
excited electronic states are calculated at the ADC(2), ADC(3), as
well as EFP-ADC(2) and EFP-ADC(3) levels using the cc-pVDZ
basis set. For nitrobenzene, single solvent molecules of aceto-
nitrile, methanol and chloroform are included, while coumarin
is simulated in the presence of acetonitrile and methanol
molecules. This test set comprises a total of 30 singlet and
triplet excited states. In the following section, the focus lies on
the ADC(3) level; corresponding data at the ADC(2) level can be
found in the ESI.†

In Table 3, the data for the five lowest excited singlet states
of nitrobenzene and coumarin at ADC(3) level are compiled.
The overall agreement between the results for the excitation
energies and oscillator strengths obtained at supermolecular
ADC(3) and EFP-ADC(3) levels is very good. The only larger
deviations of EFP-ADC(3) from supermolecular ADC(3) of about
0.1 eV are found for all excited singlet states of the nitrobenzene–
acetonitrile solute–solvent complex. Again, a delocalisation of

Fig. 4 Molecules in subset II, which are solvated with one molecule of a
given solvent.

Table 3 Vertical excitation energies and oscillator strengths of the five
lowest excited singlet states of the solutes and solute–solvent complexes
of subset II computed at ADC(3) level in the gas phase (isolated), at
supermolecular ADC(3) level as well as with EFP-ADC(3)

Molecule
solvent State

Excitation energies (eV) Oscillator strength

Isolated
Super-
ADC(3)

EFP-
ADC(3) Isolated

Super-
ADC(3)

EFP-
ADC(3)

Nitrobenzene
CH3OH S1 4.026 4.070 4.090 0.0000 0.0000 0.0000

S2 4.412 4.555 4.583 0.0001 0.0001 0.0001
S3 4.831 4.756 4.773 0.0041 0.0066 0.0061
S4 5.475 5.366 5.403 0.2364 0.2843 0.2496
S5 5.531 5.531 5.533 0.0320 0.0314 0.0348

CH3CN S1 4.026 4.024 3.917 0.0000 0.0000 0.0000
S2 4.412 4.475 4.355 0.0001 0.0004 0.0001
S3 4.831 4.719 4.816 0.0041 0.0066 0.0040
S4 5.475 5.275 5.488 0.2364 0.2543 0.2422
S5 5.531 5.506 5.411 0.0320 0.0322 0.0339

CCl4 S1 4.026 3.987 3.989 0.0000 0.0009 0.0009
S2 4.412 4.369 4.374 0.0001 0.0001 0.0001
S3 4.831 4.765 4.783 0.0041 0.0040 0.0041
S4 5.475 5.410 5.415 0.2364 0.1989 0.2345
S5 5.531 5.441 5.484 0.0320 0.0334 0.0308

Coumarin
CH3OH S1 4.326 4.360 4.365 0.1138 0.1119 0.1161

S2 5.002 5.000 5.010 0.1909 0.2105 0.2164
S3 5.054 5.157 5.155 0.0001 0.0001 0.0001
S4 5.754 5.826 5.828 0.0222 0.0192 0.0202
S5 6.020 6.033 6.049 0.0560 0.0470 0.0409

CH3CN S1 4.326 4.341 4.346 0.1138 0.1104 0.1175
S2 5.002 4.985 4.999 0.1909 0.2129 0.2196
S3 5.054 5.240 5.188 0.0001 0.0002 0.0001
S4 5.754 5.858 5.844 0.0222 0.0250 0.0248
S5 6.020 6.004 6.015 0.0560 0.0247 0.0244

Table 4 Vertical excitation energies of the five lowest excited triplet
states of the nitrobenzene–solvent complexes computed at ADC(3)
level in the gas phase (isolated), at supermolecular ADC(3) level and with
EFP-ADC(3)

Molecule solvent State

Excitation energy (eV)

Isolated Super-ADC(3) EFP-ADC(3)

Nitrobenzene
CH3CN T1 3.164 3.216 3.214

T2 3.716 3.714 3.724
T3 3.765 3.755 3.779
T4 4.153 4.296 4.322
T5 4.422 4.337 4.355

CH3CN T1 3.164 3.219 3.109
T2 3.716 3.660 3.607
T3 3.765 3.716 3.756
T4 4.153 4.215 4.099
T5 4.422 4.306 4.406

CCl4 T1 3.164 3.122 3.126
T2 3.716 3.617 3.625
T3 3.765 3.762 3.766
T4 4.153 4.110 4.115
T5 4.422 4.354 4.378
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Fig. 5 EFP energy contributions with respect to the QM ground state in Hartree; mean solvent shift and MSE for triplet and singlet excitation energies
in eV; and MAE for singlet and triplet excitation energies in eV separately for solvated nitrobenzene: the left plot is for the performance of EFP-ADC(2) and
the right plot is for EFP-ADC(3).

Fig. 6 EFP energy contributions with respect to the QM ground state in Hartree; mean solvent shift and MSE for triplet and singlet excitation energies
in eV; and MAE for singlet and triplet excitation energies in eV separately for coumarin: the left plot is for the performance of EFP-ADC(2) and the right
plot is for EFP-ADC(3).
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the involved occupied orbitals onto the acetonitrile can be identi-
fied as the reason for these slightly larger errors. The excitation
energies obtained at supermolecular ADC(2) and EFP-ADC(2)
levels behave essentially identically (ESI†).

Inspecting the deviations in the triplet excitation energies at
EFP-ADC(3) level (Table 4), it becomes apparent that the agree-
ment between supermolecular ADC(3) and EFP-ADC(3) calcula-
tions is even better than for the singlet states. Also, for the
previously problematic case of the nitrobenzene–acetonitrile
complex, the agreement is slightly improved as the deviations
are smaller for the triplet states. Seemingly, orbital delocalisa-
tion has a smaller effect on triplet states than on singlet states.

It is instructive to relate the magnitude and the character of
the EFP-quantum region interaction to the observed errors
(Fig. 5). Among the tested solvents, CH3OH and CH3CN are
seen to have large repulsive EFP-energy contributions to the
electronic ground state of nitrobenzene of almost 0.8 Hartree.
For water, this EFP ground state energy contribution is even
more repulsive with 0.9 Hartree (Table 3). For CCl4, this
contribution is much smaller and attractive by 0.1 Hartree.
The magnitude of the EFP-quantum region interaction energy
is a direct measure for the interaction strength of the solvent
molecule with nitrobenzene, and in general, the stronger the
interaction, the larger the solvent shifts of the excitation
energies, and the larger the absolute errors.

The solvent shifts observed for the excited states of coumarin
are simulated in the presence of molecules of tetrachloro-
methane and methanol at EFP-ADC(2) and EFP-ADC(3) levels,
respectively. The data for the five lowest excited singlet states of
coumarin at ADC(3) level are compiled in Table 3. In general, the
excitation energies computed at the EFP-ADC(3) level agree very
favourably with those obtained at the supermolecular ADC(3)
level (Fig. 6), and the maximum deviation is as small as 0.06 eV.

4.3 Thymine solvated with n water molecules (n = 1, 2, 3, and 5)

For the third subset of the test, the nucleobase thymine was
chosen as the solute molecule solvated with up to five water
molecules (Fig. 7), since it possesses two hydrogen-bond donor
sites and two hydrogen-bond acceptor sites, which provides a
large solute–solvent interaction range. The solvent shift of the
first five singlet and triplet states in response to solvation with
one to five water molecules is analysed following precisely the
same procedure as in the previous Section 4.2.

For the thymine�water clusters with one, two, three and five
water molecules, the first five excited singlet and triplet states
have been calculated comprising n - p* as well as p - p*

excited states. As the interaction strength increases with the
number of water molecules, the order of the excited states may
vary when one water molecule is added. In Tables 5 and 6, the
vertical excitation energies and oscillator strengths for singlet
and triplet states, respectively, obtained at supermolecular
ADC(3) and EFP-ADC(3) levels are compiled together with the
main orbital contributions to the transitions. The frontier
molecular orbitals are displayed in Fig. S1 of the ESI.† Since
the order of states varies with increasing number of water
molecules, the leading orbital transitions are also shown for
all states. Many excited states, however, possess more than one
dominant orbital transition, thus, the given orbital transitions
serve only as the orientation, while the assignment has been
made based upon careful analysis of the transition densities.
The same data obtained at the ADC(2) level can also be found in
the ESI† as well. The numbering scheme of the excited states
refers to the supermolecular ADC level, i.e. the Si excited state in
thymine + 3H2O, for example, is the ith excited state at the
supermolecular ADC level.

Overall, the agreement between the values for the excitation
energies of the five lowest singlet and triplet states of the
thymine�water complexes obtained at supermolecular ADC(3)
and EFP-ADC(3) levels is remarkable. The largest deviation
observed is 0.099 eV for the S2 state of thymine�3H2O. All other
computed excitation energies exhibit a much smaller deviation.

Fig. 7 Molecular structures of the thymine�water clusters (subset III)
serving as tests for EFP-ADC.

Table 5 Vertical excitation energies and oscillator strengths of the five
lowest excited singlet states of thymine in the gas phase (isolated) and the
thymine�nH2O complexes at supermolecular ADC(3) level as well as with
EFP-ADC(3). For the characterisation of the transition, 0 - 0 refers to
HOMO - LUMO, �1 - +1 to HOMO�1 - LUMO+1, etc.

Thymine�
nH2O State Transition

Excitation energy (eV) Oscillator strength

Super
ADC(3)

EFP-
ADC(3)

Super
ADC(3)

EFP-
ADC(3)

Isolated S1 �2 - 0 5.358 — 0.0001 —
S2 0 - 0 5.567 — 0.2295 —
S3 �1 - 0 6.797 — 0.0498 —
S4 �3 - +2 6.936 — 0.0000 —
S5 0 - +1 6.989 — 0.0000 —

1H2O S1 �2 - 0 5.394 5.403 0.0001 0.0005
S2 0 - 0 5.524 5.499 0.2531 0.2339
S3 �1 - 0 6.909 6.881 0.0396 0.0340
S4 0 - +2 6.978 7.019 0.1890 0.2127
S5 �3 - +2 7.164 7.069 0.0001 0.0011

2H2O S1 0 - 0 5.427 5.444 0.2341 0.2179
S2 �2 - 0 5.644 5.725 0.0001 0.0001
S3 �1 - 0 6.804 6.817 0.0444 0.0437
S4 0 - +2 6.966 7.001 0.2511 0.2533
S5 �3 - +2 7.123 7.189 0.0005 0.0002

3H2O S1 0 - 0 5.311 5.354 0.2355 0.2063
S2 �2 - 0 5.813 5.912 0.0003 0.0001
S3 �1 - 0 6.771 6.821 0.0592 0.0507
S4 0 - +1 6.951 7.002 0.2986 0.3008
S5 �4 - +1 7.104 7.167 0.0001 0.0003

5H2O S1 0 - 0 5.454 5.493 0.0010 0.0016
S2 �2 - 0 5.610 5.623 0.2481 0.2135
S3 0 - +1 6.712 6.797 0.1756 0.1717
S4 �1 - 0 6.971 6.974 0.1308 0.1075
S5 �5 - +1 7.473 7.578 0.0006 0.0002
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It is also interesting to realise that the mean absolute error in
the solvation shifts stays practically constant with increasing
number of water molecules from one to five with a value of
0.03 eV (Fig. 8, right), which is much smaller than the inherent
error of the ADC(3) method.30 In Fig. 8, it can be seen that the
interaction strength of the solvent water molecules with
thymine does indeed increase with the number of water

molecules from �0.25 to almost +0.6 Hartree, and yet, the
EFP approach is capable of capturing the solvent influence on
the excited states (Table 7).

At the ADC(2) level, the agreement between supermolecular
and EFP calculations is slightly worse (Fig. 8, left), but still
good, as the error introduced through the EFP model is still
much smaller than the inherent error of the ADC(2) excitation
energies. Overall, the same trends hold for EFP-ADC(2) as
observed for EFP-ADC(3) (see the ESI†).

5 Summary and conclusion

EFP-ADC(2) and EFP-ADC(3) have been introduced by combin-
ing two established methods: algebraic diagrammatic construc-
tion (ADC) methods for excitation energies and the effective
fragment potential (EFP) approach as a polarisable environment
model for solvation. These methods have been implemented
into Q-Chem and extensively tested with respect to selected
molecular solute�solvent complexes with different solvents and
varying interaction strengths.

The overall accuracy of the EFP-ADC approaches has been
found to be very high for singlet excitation energies with mean
signed errors at the EFP-ADC(2) level of �0.042 � 0.066 eV
and �0.021 � 0.057 eV at the EFP-ADC(3) level (Table 5). The
mean absolute error for singlet excitation energies is slightly
larger, 0.052 eV and 0.041 eV for EFP-ADC(2) and EFP-ADC(3),
respectively, however, they are substantially smaller than the
inherent errors in excitation energies of the parent ADC(2) and
ADC(3) schemes. In general, EFP-ADC(3) outperforms EFP-ADC(2)
owing to the smaller absolute errors and smaller standard devia-
tions for singlet energy excitations. In general, triplet excitation
energies have smaller errors at EFP-ADC(2) as well as EFP-ADC(3)
levels with a mean absolute error of about 0.03 eV for both
methods (Table 5). Oscillator strengths are generally very accurately

Table 6 Vertical triplet excitation energies of thymine + nH2O for EFP-
ADC(3). For the characterisation of the transition, 0 - 0 refers to HOMO -

LUMO, �1 - +1 to HOMO�1 - LUMO+1, etc.

State Transition ADC(3) EFP-ADC(3)

Isolated T1 0 - 0 3.669 —
T2 �2 - 0 5.086 —
T3 �1 - 0 5.400 —
T4 0 - +2 6.100 —
T5 �3 - +2 6.681 —

1H2O T1 0 - 0 3.661 3.664
T2 �2 - 0 5.129 5.131
T3 �1 - 0 5.378 5.383
T4 0 - +2 6.095 6.101
T5 �3 - +2 6.797 6.830

2H2O T1 0 - 0 3.682 3.682
T2 �1 - 0 5.340 5.347
T3 �2 - 0 5.386 5.468
T4 0 - +2 6.001 6.012
T5 �1 - +2 6.859 6.867

3H2O T1 0 - 0 3.652 3.666
T2 0 - +1 5.325 5.346
T3 �2 - 0 5.570 5.670
T4 �1 - 0 5.917 5.952
T5 �4 - +1 6.865 6.927

5H2O T1 0 - 0 3.675 3.687
T2 0 - +1 5.296 5.316
T3 �2 - 0 5.358 5.375
T4 �1 - 0 6.020 6.043
T5 �1 - +1 6.808 6.810

Fig. 8 EFP energy contributions with respect to the QM ground state in Hartree; MSE and MAE for triplet and singlet excitation energies in eV for the
thymine�nH2O complexes (n = 1, 2, 3, and 5) at the level of EFP-ADC(2) (left) and EFP-ADC(3) (right).
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reproduced with errors of only 0.001 � 0.013 and 0.001 � 0.005 for
EFP-ADC(2) and EFP-ADC(3), respectively. Outliers with larger errors
occur when the molecular orbitals involved in the electronic
transition are delocalised over the solvent molecule. For such
situations, this solvent molecule needs to be included in the
quantum region of the solute and not treated as an EFP
fragment (Fig. 9).

A previous benchmark study of EFP-CCSD(T) using the S22
dataset for non-covalent interactions revealed a mean absolute error
of 0.039 eV extrapolating the results to the complete basis set limit.57

This agrees nicely with the results obtained for the EFP-ADC
methods. However, at the moment, QM-EFP dispersion and
exchange repulsion interactions are not yet implemented, therefore,
the errors are expected to get even lower once these contributions
are included. However, if the solvatochromic shifts are very small
due to very weak solute–solvent interactions and lie below the
numerical noise level of EFP-ADC of about 0.05 eV, as for solvated
naphthalene, for example, EFP-ADC is not accurate enough to
predict the solvent shifts correctly. Since the EFP-EFP interaction
scales as N2, simulations of systems with a very large number of
solvent molecules, with a considerably smaller quantum system,
will eventually be controlled by the EFP scaling. In general, EFP-ADC

methods reproduce excitation energies and oscillator strengths with
very good accuracy and are thus highly valuable in computing
electronic absorption spectra of organic chromophores in solution.
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