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Investigating the properties of fatty acid-based
ionic liquids: advancement in AMOEBA force field†

Sahar Heidari and Hedieh Torabifard *

Developing the multipolar-polarizable AMOEBA force field for large molecules presents its own set of

complexities. However, by segmenting the molecules into smaller fragments and ensuring that each

fragment is transferable to other systems, the process of parameterizing large molecules such as fatty acids

can be simplified without compromising accuracy. In this study, we present a fragment-based AMOEBA FF

development for long-chain fatty acid ionic liquids (LCFA-ILs). AMOEBA enables us to incorporate

polarization to measurably enhance the precision in modeling these large highly charged systems. This is of

significant importance since the computational investigation of ILs needs accurate modeling. Additionally, to

leverage the tunability of ILs, it is essential to test numerous anion and cation combinations to identify the

most suitable formulation for each application. However, conducting such experiments can be resource-

intensive and time-consuming, but accurate molecular modeling can expedite the exploration process.

Here, the newly developed parameters were evaluated by comparing the decomposed intermolecular

interaction energies for ion pairs with energies determined by quantum mechanics calculations as a

reference. By employing this FF in molecular dynamics simulations, we predicted bulk and structural

properties including density, enthalpy of vaporization, diffusion coefficient, structure factor and radial

distribution function of diverse LCFA-ILs. Notably, the good agreement between the experimental data and

those calculated using our parameters validates the accuracy of our methodology. Therefore, this new

procedure provides an accurate approach to parameterizing large systems, paving the way for studying

more complicated systems such as lipids, polymers, micelles and membrane proteins.

1 Introduction

Ionic liquids (ILs) are salts characterized by a melting point of
less than 100 1C,1 generally formed of an organic cation and
inorganic anion that remain liquid across a broad temperature
range due to their low lattice energy.2,3 The first IL was introduced
in 1914, with a surge of interest during the 1980s.4,5 ILs have
unique physicochemical properties such as high thermal and
electrochemical stability, good thermal and electrical conductivity,
exceptional solubility across a wide range of substances, and low
vapor pressure. These properties make them attractive for many
applications in various fields.6–8 ILs are suitable alternatives as
solvents, electrolytes, and catalysts in industry, which have made
them an interesting topic for research in recent years.9–11 Despite
the advantages of ILs, concerns about their usage have been
raised in both industrial and health-related fields due to possible
toxicity and low biodegradability.12 Since employing ILs as green

solvents was one of the essential characteristics that scientists
relied on in the initial stages of research, these concerns
decreased the interest in their applications. However, the green
character of ILs could be improved by making ions from bio-
sources.13–16 A large number of task-specific ILs have been created
from various combinations of environmentally friendly and low-
cost bio-based ions, which has attracted researchers’
attention.16,17 Bio-based ILs, derived from renewable and non-
toxic bio-sources such as amino acids18 from proteins, sugar19

from cellulose and fatty acids20 from vegetables, offer promising
solutions for addressing issues such as water pollution, oil deple-
tion and medical applications.12,19,21

Long-chain fatty acid ionic liquids (LCFA-ILs) are a particu-
lar class of bio-based ILs obtained from algae-derived oils or
vegetables. LCFA-ILs are mostly comprised of ammonium,
phosphonium, and imidazolium cations combined with differ-
ent natural fatty acid carboxylates as anions.22–25 They are
classified as hydrophobic ILs and are green alternatives to
conventional ILs in applications such as liquid–liquid extrac-
tion, metal extraction,26,27 and lubricants.23 Due to their hydro-
phobicity, efficient and green manufacturing principles, and
antimicrobial properties,22 LCFA-ILs can overcome the above
concerns and deserve more investigations as bio-based ILs.
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The synthesis of ILs can be carried out via different classes
of cations combined with a wide range of anions. In other
words, a single cation can be combined with one of the
numerous available anions to form a new IL. Changes in the
ion selection can dramatically affect the physical properties of
an IL.28 Many combinations of anion–cation constituents with
different characteristics should be tested to find a specific IL to
address a particular issue. However, experimental investiga-
tions to find a suitable IL structure for a specific application
among many anion–cation combinations can be a costly and
time-consuming process. Instead, molecular dynamics (MD)
simulation can be used as a powerful tool to design ILs, predict,
and tune their properties before attempting experimental
investigations.29–32 To perform a reliable MD simulation, we
need accurate force fields (FFs). While some FFs utilize partial
atomic charges to describe molecules’ electrostatic interac-
tions, they may fail to predict some properties correctly due
to the lack of anisotropy, polarization, and the charge density
penetration effect.33

To improve the representation of non-bonded interactions,
multipolar-polarizable FFs such as Atomic Multipole Optimized
Energetics for Biomolecular Applications (AMOEBA),34 have
been introduced.35 AMOEBA utilizes explicit polarization
through induced dipoles and a multipole expansion up to
quadrupoles at the atomic level to provide a better description
of charge density anisotropy and electrostatic interactions
compared to conventional FFs that use point charges.36 More-
over, incorporating explicit polarization enhances the precision
in representing non-bonded interactions. Due to the significant
electron polarizability in IL systems,37 several studies showed
that polarizable FFs like AMOEBA give an accurate description
of the ILs systems.38–42

In this study, we use multipolar-polarizable AMOEBA FF to
model various LCFA-ILs. We introduce a new approach based
on AMOEBA FF development for amino acids and aliphatic
compounds.43,44 We introduce a fragment-based multipolar
polarizable AMOEBA FF specifically designed for n-
butylammonium oleate ([C4NH3]+[OLE]�), but transferable to
other FA-IL systems. Experimental liquid densities for
this system at five different temperatures are reported in the
literature,45 enabling the validation of the newly developed
parameters. Through comprehensive analyses, we demon-
strate the potential of our FFs in accurately predicting the
properties of FA-ILs. We applied the parameters developed
for [C4NH3]+[OLE]� to study two other FA-IL systems:
ammonium palmitate ([NH4]+[PALM]�), with an existing experi-
mental density at room temperature, was used to demonstrate
the transferability of the newly developed FF to other
FA-ILs. Additionally, 1,3-ethylmethylimidazolium palmitate
([EMIM]+[PALM]�) was modeled to predict its properties using
the new FFs. This method facilitates accurate modeling of large
molecules such as FAs, lipids, micelles and polymers by gen-
erating transferable fragment-based parameters, thereby
enhancing the applicability of MD simulations. Section 2 out-
lines our parameterization approach and the validation pro-
cess. We then describe the MD simulation methodology. In

Section 3, we discuss the comparison of the calculated para-
meters with quantum mechanics (QM) and molecular
mechanics (MM) data. We also discuss the findings derived
from MD simulations of the three different FA-IL systems,
which were created from the anions and cations represented
in Fig. 1 at different temperatures.

2 Method

The parameterization details and a concise description of the
parameter fitting methodology and MD simulation, followed by
related analyses, are discussed in this section. Section 2.1
describes the parameterization of bonded and non-bonded
interactions. Sections 2.2 and 2.3 describe the parameter
evaluation and MD simulation method, respectively.

2.1 Parameterization of the fatty acid-based ionic liquid

The parameterization procedure for the cation and anion
follows the AMOEBA parameterization method.28 The AMOEBA
potential contains both non-bonded and bonded terms to
represent inter- and intra-molecular interactions (see eqn (1)).

U = Uband + Uangle + Utorsion + Uout + Uby + Ucoul + Upol + UvdW

(1)

where the first five potentials are bond stretching, angle bend-
ing, torsional rotations, out-of-plane bending, and bond-angle
cross term, respectively. The remaining terms represent the
non-bonded interactions, namely Coulomb interactions, polar-
ization, and van der Waals (vdW).43

There are different functional forms to calculate the bond
and angle parameters. In AMOEBA, these parameters are
calculated using Hooke’s law with higher-order terms34 to
provide a better description of bond and angle energies. Since
high energies are required to deform bonds and angles, most
structural changes come from torsion and non-bonded terms.
Due to the highly charged and polarized nature of ILs, our main
focus is on non-bonded interactions i.e., electrostatic, polariza-
tion, and vdW.

Permanent atomic multipoles should be fitted for each atom
from monopole up to quadrupole terms, oriented in the global

Fig. 1 The structures of cations and anions studied in this work.
Parameters developed for fragments shown in red in [C4NH3]+[OLE]�

ionic pairs.
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XYZ coordinate frame. This can be generated via Stone’s33

original DMA procedure. The methodology to get the distrib-
uted atomic multipoles for cations and anions from Gaussian
distributed multipole analysis (GDMA) is well-established.33

Polarization is accounted by using the induced atomic
dipoles approach,43 which is calculated by placing an inducible
atomic polarizable point dipole moment, mi, on every atomic
site using eqn (2).

mi = aiEi (2)

where ai is the atomic polarizability, and Ei is the electric field
at that site.

The last term to be considered is vdW interactions. The vdW
interactions are described by the buffered Halgren’s46 potential
shown in eqn (3).

UvdW rij
� �

¼ eij
1þ 0:07

rij

R0
ij

 !
þ 0:07

0
BBBB@

1
CCCCA

7

1þ 0:12

rij

R0
ij

 !7

þ0:12

� 2

0
BBBBB@

1
CCCCCA (3)

where eij is the potential well, rij is the distance between sides i
and j, and R0

ij is the distance for sites i and j with minimum
energy interaction.

The parameterization process requires separate parameter-
ization for cations and anions. However, this is impractical for
large molecules such as fatty acids because QM calculations
that are needed to get multipoles are computationally expen-
sive. To address this challenge, we performed parametrization
for molecule fragments instead of for the entire molecule. This
method allows us to parameterize large molecules by breaking
them down into smaller fragments. Additionally, it gives the
advantage of transferring the parameters obtained from one
molecule to other molecules containing similar fragments.

In this method, we aim to calculate parameters for the
fragments of the molecule that do not exist in the AMOEBA
FF or literature. In this study, –CH2–NH3

+ from the n-
butylammonium and –CH2–COO� and –CH2–CHQCH–CH2–
from oleate were the fragments needed to be parameterized
(Fig. 1). To parameterize these fragments, we capped them with
an ethyl group as shown in Fig. S1 (ESI†). By incorporating the
newly developed parameters for our new fragments into the
original AMOEBA FF, we could effectively model various systems.
N-butylammonium oleate was selected for parameterizing the
required fragments due to the availability of the experimental
densities at five different temperatures, which is crucial for the
thorough validation of the obtained parameters.

All intramolecular parameters and vdW values for both
the anion and cation were initially taken from the original
AMOEBA FF.34,47 However, missing bonded parameters, in the
oleate, were determined using values calculated by Li and co-
workers.48 For n-butylammonium, the missing bonded and
vdW parameters were provided by Ponder et al.49

AMOEBA FF relies significantly on an enhanced electrostatic
potential, which is built upon atomic multipoles and induced

dipole moments. To establish permanent atomic multipoles
and polarization for each molecule, we conducted initial QM
calculations using the seven-step protocol outlined by Ren
et al.44 on capped fragments (Fig. S1, ESI†). The ab initio
geometry optimization followed by single-point energy calculation
were carried out at the MP2 level of theory and 6-311G(1d,1p) and
aug-cc-pVTZ basis sets, respectively, using Gaussian 16.50 GDMA
computes the atomic multipole moments in the global frame.
Following this, the POLEDIT program in TINKER51 was used to
rotate the atomic multipoles into a local frame on each atomic
site, enabling the generation of conformation-independent
atomic multipole parameters for large molecules with various
polarization groups.44 The dipole and quadrupole orientations
were determined based on the local reference frames created by
neighboring atoms.

Another crucial step in this process involves defining intra-
molecular direct polarization groups to separate the contribution
of intramolecular polarization from the DMA multipole values.52

In the case of large molecules, polarization doesn’t just come from
the electric field of neighboring molecules but also from remote
regions within the same molecule. Therefore, a group-based
intramolecular polarization approach has been developed.47 These
groups typically consist of functional groups, the ones that can
rotate, and those with resonance. In our study, for example,
–COO�, –CH2–, –CH3–, –HCQCH– and –CH2–NH3

+ were consid-
ered distinct polarization groups. Fig. S1 (ESI†) shows the polar-
ization groups in each fragment. This approach ensures a more
accurate representation of intramolecular polarization effects.

Ultimately, the TINKER51 package’s potential program was
employed to fine-tune the permanent atomic multipole para-
meters. The reference potential used in this fitting step was
obtained through a single-point calculation at the MP2/aug-cc-
pVTZ level. We selected five and three low-energy conformers for
capped fragments of oleate and n-butylammonium, respectively,
and used all conformers simultaneously in the fitting process. In
this step, the partial charge values (monopoles) were kept intact,
whereas the dipole and quadrupole moments were free to adjust
or relax. Finally, the multipoles were fitted only to the fragments
without the capping ethyl groups. The final multipole and
polarization parameters for each fragment were transferred to
the original AMOEBA parameter file where we added other
bonded and non-bonded parameters. Once the fragments’ para-
meters transferred, there were some non-integral charges on the
molecule which were fixed manually.52

In AMOEBA, polarization effects are addressed using Thole’s
interaction induction model, incorporating distributed atomic
polarizability.53,54 Under this induction model, induced dipoles
originating from atomic centers reciprocally polarize all other
atoms. To avoid the polarization catastrophe,33 a damping
function with the damping factor of 0.39 is implemented at
short range.44

Besides the parameters for [C4NH3]+[OLE]�, which were
added to the AMOEBA FF, parameters for the other two systems
were required for the purpose of evaluation and prediction.
Parameters for [NH4]+ already exist in the AMOEBA FF. The
parameters for [PALM]� are identical to those parameterized
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for [OLE]�, while the parameters for [EMIM]+ were previously
calculated by our group. All the parameters are now available at
Zenodo https://doi.org/10.5281/zenodo.13362550.

To validate the accuracy of our parameters, we compared the
non-bonded energies obtained using our parameters with those
from QM. Symmetry-adapted perturbation theory (SAPT)55

was used as the QM energy decomposition analysis method
which directly computes intermolecular interactions through
perturbation and separates the total interaction energy into
components: Edisp (dispersion), Eexch (Pauli repulsion), Eelst

(permanent electrostatics), and Eind (sum of polarization and
charge transfer). While SAPT offers advantages by remaining
unaffected by basis set superposition error, it lacks the cap-
ability to uniquely separate charge transfer energy due to
uncertainties in decomposing higher-order contribution
terms.56,57 A series of [C4NH3]+[OLE]� and [EMIM]+[PALM]�

ion pairs were generated separately by varying the distance
between the anion around the cation randomly using
Avogadro58 to calculate non-bonded interaction energies for
each ion pair. To account for varying distances between the ion
pairs, we generated 82 pairs for [C4NH3]+[OLE]� and 135 pairs
for [EMIM]+[PALM]�, ensuring comprehensive coverage of pos-
sible configurations. The energies calculated using SAPT0 with
MP2 level of theory, employing the Psi4 package59 as a QM
reference, were compared with the results obtained from the
developed parameters using ANALYZE program in the TINKER
package.51 Good agreement between the calculated energies for
ion pairs from QM and MM validates the credibility of the
generated parameters. Once the parameters were determined,
we performed MD simulations and compared the calculated

results with experimental data as a second step of parameter
validation.

2.2 Molecular dynamics simulation methodology

The initial structures were created by Avogadro.58 Packmol60

was used to create a cubic simulation cell with 200 ion pairs
containing optimized cations and anions. After preparing the
initial structure of our system, MD simulations were conducted
via Tinker-HP61 simulation package using our developed
AMOEBA FF. The first step involved energy minimization using
the conjugate gradient minimization algorithm to ensure the
absence of any close contacts between the structures in the box.
Since the minimization is computed at absolute zero, the
temperature was gradually increased during the heating stage
to the desired value. The system was heated up to 500 K and
subsequently cooled down to the target temperature in the NVT
ensemble. For each system, 3.5 ns of NVT simulations were
conducted during the heating phase. To reach the equilibrium,
we performed simulations on the NVT ensemble with an
integration time step of 1.0 fs. The particle mesh Ewald
method62,63 was employed by considering the vdW and Ewald
cutoff radius of 9.0 Å to compute non-bonded and long-range
electrostatic interactions. After equilibration, the production
was carried out via the NPT ensemble at 1 atm with the same
time step and cutoff. For temperature and pressure control, the
Bussi thermostat64 and Berendsen barostat65 were employed.
The same procedure was done for each IL combination at
different temperatures. The total simulation time for all sys-
tems after equilibration is reported in Table S1 (ESI†). Using
the simulation results, we calculated bulk and structural prop-

Fig. 2 Comparison of intermolecular interaction energies for the [C4NH3]+[OLE]� ion pair with randomly varied distances between the anion and cation,
using SAPT (QM) and the newly developed parameters (MM).
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erties such as density (r), enthalpy of vaporization (DHvap),
diffusion coefficient (D�), radial distribution function (RDF),
and total structure factor S(q). Density was directly determined
from the output of the NPT simulation, while other properties
were calculated using obtained trajectories. More details on
calculating DHvap, D�, RDF and S(q) are provided in Sections
3.2.2, 3.2.3 and 3.2.4, respectively.

3 Results and discussion
3.1 Comparison of the decomposed energies calculated by
molecular mechanics and quantum mechanics

We compared electrostatics, polarization, and vdW energies using
our parameters (MM) with electrostatics, induction, and the
combined dispersion and exchange-repulsion energies in SAPT
(QM), respectively. Fig. 2 shows the comparison of decomposed
energies calculated by QM and MM for [C4NH3]+[OLE]� IL system.
The slope and square correlation coefficient of the total inter-
molecular interaction energy indicate strong agreement between
QM and MM. The other decomposed energies exhibit good
correlations, except for polarization. This discrepancy is attributed
to induction energy in SAPT, which includes charge transfer
along with polarization. The same comparison was reported in
Fig. S2 (ESI†) for [EMIM]+[PALM]� IL to ensure that the newly
developed parameters are transferable to different systems. Simi-
lar to [C4NH3]+[OLE]�, the decomposed energy comparison for
[EMIM]+[PALM]� demonstrates excellent agreement for total,
electrostatics and vdW energies. Interestingly the correlation
between MM and QM polarization energies for [EMIM]+[PALM]�

improved significantly. This could be due to the fact that the
electron density in [EMIM]+ is de-localized compared to [C4NH3]+.

3.2 Simulation results

3.2.1 Ionic liquid density. Despite a satisfactory agreement
between the decomposed energies obtained from QM and MM,
MD simulations were performed for [C4NH3]+[OLE]� IL to
further assess the quality of the newly developed parameters
by calculating their properties and comparing them with avail-
able experimental data. To be specific, there are experimental
density data available for [C4NH3]+[OLE]� at five different
temperatures and for [NH4]+[PALM]� at 298 K.66 The results
obtained from our MD simulations and experimental data45 for
the liquid density of [C4NH3]+[OLE]� is presented in Table 1.

The densities were averaged from the point that the NPT
simulation for each IL system was stabilized. The trajectory
ranges for averaging densities are reported in Table S1 (ESI†).
Overall, our data shows that density decreases by increasing the
temperature. At temperatures of 288.15 K, 293.15 K, 298.15 K,
and 303.15 K, there is a notable agreement between the
calculated and experimental data, with less than 0.30% error.
However, at 308.15 K, there is a 10% error (Table 1). This
discrepancy could be attributed to an error in the experiment,
as the density is expected to decrease with increasing tempera-
ture, which is not observed in the experimental data for 308.15 K,
or to the system being at a borderline temperature, which
presents a challenge for accurate MD simulations. Another study
also reported the density for this system as 1.0048 g cm�3 at
room temperature67 which shows around 12% error compared
to our calculation and the other experimental value45 that we
used for our comparison.

To validate the transferability of our parameters to different
FA-ILs, we opted for [NH4]+[PALM]� IL. Experimental density
data for this compound is available at 298 K.66 Our model
demonstrates an excellent agreement with the experiment,
showing an error of approximately 0.5% (Table 1). Additionally,
we used the same parameters to model [EMIM]+[PALM]� and
predict their densities at 315 K and 320 K. These temperatures
were selected to ensure that the system remains in its liquid
phase throughout the simulation.29 These density comparisons
confirm the reliability of our newly developed parameters to
calculate other bulk and structural properties of different FA-ILs.

3.2.2 Enthalpy of vaporization. We calculated the heat of
vaporization to evaluate the interaction strength between
cation–anion pairs. The DHvap is the energy that an ion pair
needs to escape from the liquid to the gas phase. Assuming
ideal gas behavior, we estimated the required energy to evapo-
rate the ionic pair, using the following formula44 (eqn (4)).

DHvap = Egas � Eliq + nRT (4)

where DHvap equals the difference between the potential energy
of the gas phase (Egas) and the liquid phase (Eliq) at a specific
temperature (T).

The potential energy in the gas phase was determined
by conducting stochastic MD simulations for an isolated opti-
mized cation–anion pair at the specified temperature. The
potential energies of the liquid phase at different temperatures

Table 1 Available experimental data, calculated densities, and corresponding % error are reported for the liquid density of [C4NH3]+[OLE]�,
[NH4]+[PALM]� and [EMIM]+[PALM]� IL systems at different temperatures. All reported densities are averaged from the last stable segment of NPT
simulation which is defined in Table S1 (ESI)

Ionic liquid Temperature (K) Calculated density (g cm�3) Experimental density (g cm�3) % Error

[C4NH3]+[OLE]� 288.15 0.8950 � 0.0025 0.8925 0.28
[C4NH3]+[OLE]� 293.15 0.8910 � 0.0021 0.8893 0.19
[C4NH3]+[OLE]� 298.15 0.8876 � 0.0026 0.8861 0.17
[C4NH3]+[OLE]� 303.15 0.8853 � 0.0026 0.8829 0.27
[C4NH3]+[OLE]� 308.15 0.8815 � 0.0030 0.9796 10.01
[NH4]+[PALM]� 298 0.9061 � 0.0029 0.9109 0.52
[EMIM]+[PALM]� 315 0.9311 � 0.0026 — —
[EMIM]+[PALM]� 320 0.9298 � 0.0028 — —
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were extracted from the last five ns of the NPT simulations. The
calculated DHvap values are provided in Table 2. While there is
no experimental data to compare with our calculated DHvap,
there is an expected trend in the results. For the [C4NH3]+-
[OLE]� system, DHvap decreased with increasing temperature.
The [EMIM]+[PALM]� system also follows the trend, exhibiting
a decrease in DHvap with increasing temperature.

3.2.3 Diffusion coefficient. The self-diffusion coefficient is
an important characteristic of liquids, influenced by various
factors such as the geometric arrangement, ion dimensions,
charge distribution, and the intensity of intermolecular
forces.28 A common way to calculate D� in homogeneous media
involves using the Einstein equation (eqn (5)) by calculating the
mean square displacement.

D� ¼ lim
t!1

MSD�ðtÞh i
6t

(5)

where MSD�(t) is the mean square displacement, which can be
calculated using the production trajectories, and t is the time.
The DIFFUSE program in TINKER51 utilizes this equation to
calculate the mean square displacement (MSD) and D� at
various time steps. Here, we calculated the D� for [C4NH3]+-
[OLE]�, [NH4]+[PALM]� and [EMIM]+[PALM]� ILs. The calcu-
lated D� are reported in Table 3.

According to Del Pópolo and Voth,68 D� should be calculated
from the MD trajectories at the diffusive regime (where the slope
of the log–log plot of MSD-time equals one). We plotted log MSD
over log time for all systems at different temperatures to find the
diffusive regime (hx2i E t).69 Fig. S3 (ESI†) shows the MSD-time
plots for all systems, and Table S1 (ESI†) shows the trajectory
ranges from which diffusion is calculated. The average diffusion
coefficients over the diffusive region were then calculated and
reported in Table 3. The values are within the range of calculated

diffusion coefficients for similar FA systems.70,71 At 353 K, diffu-
sion coefficient values for myristic acid and lauric acid in FA-
based deep eutectic solvents were reported as 0.1 � 10�8 cm2 s�1

and 6.4 � 10�8 cm2 s�1, respectively, which aligns with the range
of our calculated D� for FA-based ILs.70,71 Moreover, D� for 2-
hydroxyethylammonium oleate was experimentally determined at
353 K.72 The reported diffusion coefficient for oleate ranges from
32.6 � 10�8 cm2 s�1 to 14.4 � 10�8 cm2 s�1, aligning with the
diffusion range we calculated. Although these values are higher
than our calculated diffusion coefficient for [C4NH3]+[OLE]� at
308 K (1.7 � 10�8 cm2 s�1), this difference is expected due to the
increase in diffusion with temperature and differences in struc-
tures. Additionally, self-diffusion coefficient for oleic acid
was reported as 50.0 � 10�8 cm2 s�1 at 303.15 K,73 which is
higher than that of [C4NH3]+[OLE]� at the same temperature
(1.2 � 10�8 cm2 s�1). This difference is reasonable, as the
interaction between the cation and anion in [C4NH3]+[OLE]�

reduces diffusion. Furthermore, for [C4NH3]+[OLE]�, for which
we calculated the diffusion coefficient at five different tempera-
tures, the results are consistent with the fact that liquids diffuse
more readily with increasing temperature.

3.2.4 Radial distribution function. The radial distribution
function (RDF), commonly referred to as g(r), offers insights into
the structural arrangement of ILs. This analytical tool, along with
coordination numbers (n(r)), enables the examination of the
distribution of different species within the mixture. Coordination
numbers specifically indicate the count of molecules situated
within the primary solvation shell as depicted by RDFs.74 RDFs
were calculated using VMD75 from the production trajectories of
the studied IL systems. Due to the narrow temperature range,
similar RDF results were observed across the [C4NH3]+[OLE]� IL at
various temperatures. Therefore, RDF at 298.15 K were selected to
represent the data for this system. For [EMIM]+[PALM]�, only
the data for the system at 315 K is presented, as the RDF results
show a similarity between 315 K and 320 K. The calculation of
atom–atom RDFs was conducted for the oxygen (O) atoms of FA
anions and the nitrogen (N) atoms of cations in [C4NH3]+[OLE]�,
[NH4]+[PALM]�, [EMIM]+[PALM]� ILs in order to explore the short-
range geometrical features. The results are depicted in Fig. 3
which shows the uniformly packed structure for all systems. The
sharp peak at a distance of 2.55 Å between the O and N atoms in
[C4NH3]+[OLE]� and [NH4]+[PALM]� suggests a high probability of
finding N atoms around O atoms. However, this peak decreases
significantly for [EMIM]+[PALM]�. The coordination number (n(r))
is determined by numerically integrating the function g(r), provid-
ing insight into the distribution of species around each other. The
first solvation shell of the RDF between anions and cations is
observed at approximately 3 Å for all three systems. Integration of
the RDF reveals a value of 1.94 for the [NH4]+[PALM]� and 1.51
for [C4NH3]+[OLE]� in the first shell, which are higher than the
values of 0.62 and 0.85 corresponding to each of the N atoms
in [EMIM]+[PALM]� IL. Furthermore, at greater distances
(i.e., at 7 Å), the distribution of cations around anions is highest
for [NH4]+[PALM]�, followed by [C4NH3]+[OLE]� and then [EMIM]+-
[PALM]�. This trend is promising, considering the differences in
the size of the cations.

Table 2 Enthalpy of vaporization (DHvap) for different systems across
different temperatures

Ionic liquid Temperature (K) DHvap (kcal mol�1)

[C4NH3]+[OLE]� 288.15 45.3959
[C4NH3]+[OLE]� 293.15 44.3247
[C4NH3]+[OLE]� 298.15 43.2353
[C4NH3]+[OLE]� 303.15 43.1013
[C4NH3]+[OLE]� 308.15 42.3501
[NH4]+[PALM]� 298 40.1900
[EMIM]+[PALM]� 315 50.2718
[EMIM]+[PALM]� 320 40.8265

Table 3 Self diffusion coefficient (D�) for different systems across differ-
ent temperatures

Ionic liquid Temperature (K) D� � 10�8 (cm2 s�1)

[C4NH3]+[OLE]� 288.15 0.5
[C4NH3]+[OLE]� 293.15 0.6
[C4NH3]+[OLE]� 298.15 0.8
[C4NH3]+[OLE]� 303.15 1.2
[C4NH3]+[OLE]� 308.15 1.7
[NH4]+[PALM]� 298 0.5
[EMIM]+[PALM]� 315 0.5
[EMIM]+[PALM]� 320 0.5
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A complementary approach to studying the structure of ILs
is calculating the structure factor (S(q)) from the RDF obtained
through MD simulations.76 The S(q), represents local correla-
tions between particles, indicating the likelihood of finding one
particle at a certain distance from another.77 We calculated the
total S(q) using viewSq78 module in VMD with X-ray form factor.
Fig. S4 (ESI†) indicates the total S(q) for [C4NH3]+[OLE]�,
[NH4]+[PALM]� and [EMIM]+[PALM]� at 298.15 K, 298 K and
315 K, respectively. The x axis is q (wave number) which is
related to real-space distance by q = 2p/r. ViewSq calculates the
S(q) from q = 0.5 Å�1 because theoretical data are unreliable
below this q value due to the finite size of the simulation cell.79

The peaks at low q regions in Fig. S4 (ESI†) indicate the
intermolecular correlations, for example, the peak at around
2.46 Å�1 correlates well with the O–N distance of 2.55 Å in RDF.
A double-peaked pattern in S(q), with peaks near q = 0.8 Å�1

and 1.5 Å�1, is a characteristic feature of many ILs.80–84 The
first peak is linked to charge alternation, reflecting periodic
anion–anion and cation–cation ordering, while the second
corresponds to charge adjacency, indicating near-neighbor ion
interactions.85 This pattern has been consistently observed in
neutron and X-ray scattering studies of various ionic liquids,
including imidazolium86,87 and ammonium88–90-based sys-
tems. Therefore, although we lack experimental data for direct
comparison, the calculated S(q) suggests similar and ordered
structures across all three systems, indicating that the overall
short-range structural shape of the liquids is almost the same.

4 Conclusions

This work presents an approach for FF parameterization of
large systems, with a particular focus on modeling LCFA-ILs.

We address the complexities associated with developing a
multipolar-polarizable FF for large molecules by employing a
fragment-based strategy. By segmenting the molecules into
smaller, transferable fragments, we simplify the parameteriza-
tion process without sacrificing accuracy. AMOEBA enables the
effective incorporation of polarization effects, thereby enhan-
cing the precision of modeling complex, charged systems such
as LCFA-ILs. Furthermore, conducting MD simulations with
our FF allows for predicting bulk and structural properties of
diverse LCFA-ILs. The consistency between our computational
results and available experimental data validates the reliability
and accuracy of our approach, which holds implications for
future research on even more intricate systems such as lipids,
micelles, polymers and membrane proteins.
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Data availability

Input files for the molecular dynamics simulations including
parameters and initial coordinate files, are available at https://
doi.org/10.5281/zenodo.13362550. The parameterization was
conducted using Gaussian 16, while molecular dynamics simu-
lations and subsequent analyses were performed using the
Tinker software.

Fig. 3 Calculated site–site radial distribution function (g(r)) and coordination number (n(r)) for [C4NH3]+[OLE]� at 298.15 K, [NH4]+[PALM]� at 298 K and
[EMIM]+[PALM]� at 315 K with respect to the distance between the O atom of FA and N atom of cation.
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Giannetti and R. B. Torres, J. Therm. Anal. Calorim., 2018,
131, 2925–2942.

46 T. A. Halgren, J. Am. Chem. Soc., 1992, 114, 7827–7843.
47 P. Ren and J. W. Ponder, J. Comput. Chem., 2002, 23,

1497–1506.
48 H. Chu, X. Peng, Y. Li, Y. Zhang, H. Min and G. Li, Mol.

Phys., 2018, 116, 1037–1050.
49 Y. Shi, M. L. Laury, Z. Wang and J. W. Ponder, J. Comput.

Aided Mol. Des., 2021, 35, 79–93.
50 M. J. Frisch, G. W. Trucks, H. B. Schlegel, G. E. Scuseria,

M. A. Robb, J. R. Cheeseman, G. Scalmani, V. Barone,
G. A. Petersson, H. Nakatsuji, X. Li, M. Caricato,
A. V. Marenich, J. Bloino, B. G. Janesko, R. Gomperts,
B. Mennucci, H. P. Hratchian, J. V. Ortiz, A. F. Izmaylov,
J. L. Sonnenberg, D. Williams-Young, F. Ding, F. Lipparini,
F. Egidi, J. Goings, B. Peng, A. Petrone, T. Henderson,
D. Ranasinghe, V. G. Zakrzewski, J. Gao, N. Rega,
G. Zheng, W. Liang, M. Hada, M. Ehara, K. Toyota,
R. Fukuda, J. Hasegawa, M. Ishida, T. Nakajima,
Y. Honda, O. Kitao, H. Nakai, T. Vreven, K. Throssell,
J. A. Montgomery, Jr., J. E. Peralta, F. Ogliaro,
M. J. Bearpark, J. J. Heyd, E. N. Brothers, K. N. Kudin,
V. N. Staroverov, T. A. Keith, R. Kobayashi, J. Normand,
K. Raghavachari, A. P. Rendell, J. C. Burant, S. S. Iyengar,
J. Tomasi, M. Cossi, J. M. Millam, M. Klene, C. Adamo,
R. Cammi, J. W. Ochterski, R. L. Martin, K. Morokuma,
O. Farkas, J. B. Foresman and D. J. Fox, Gaussian16 Revision
C.01, Gaussian Inc., Wallingford CT, 2016.

51 J. A. Rackers, Z. Wang, C. Lu, M. L. Laury, L. Lagardère,
M. J. Schnieders, J.-P. Piquemal, P. Ren and J. W. Ponder,
J. Chem. Theory Comput., 2018, 14, 5273–5289.

52 Y. Shi, Z. Xia, J. Zhang, R. Best, C. Wu, J. W. Ponder and
P. Ren, J. Chem. Theory Comput., 2013, 9, 4046–4063.

53 B. T. Thole, Chem. Phys., 1981, 59, 341–350.
54 P. T. Van Duijnen and M. Swart, J. Phys. Chem. A, 1998, 102,

2399–2407.
55 K. Szalewicz, Wiley Interdiscip. Rev.: Comput. Mol. Sci., 2012,

2, 254–272.
56 A. J. Misquitta, J. Chem. Theory Comput., 2013, 9, 5313–5326.
57 K. U. Lao and J. M. Herbert, J. Chem. Theory Comput., 2016,

12, 2569–2582.
58 M. D. Hanwell, D. E. Curtis, D. C. Lonie, T. Vandermeersch,

E. Zurek and G. R. Hutchison, J. Cheminf., 2012, 4, 1–17.
59 R. M. Parrish, L. A. Burns, D. G. Smith, A. C. Simmonett,

A. E. DePrince III, E. G. Hohenstein, U. Bozkaya,
A. Y. Sokolov, R. Di Remigio and R. M. Richard, J. Chem.
Theory Comput., 2017, 13, 3185–3197.

60 L. Martnez, R. Andrade, E. G. Birgin and J. M. Martnez,
J. Comput. Chem., 2009, 30, 2157–2164.

61 L. Lagardère, L.-H. Jolly, F. Lipparini, F. Aviat, B. Stamm,
Z. F. Jing, M. Harger, H. Torabifard, G. A. Cisneros and
M. J. Schnieders, Chem. Sci., 2018, 9, 956–972.

62 T. Darden, D. York and L. Pedersen, J. Chem. Phys., 1993, 98,
10089–10092.

63 U. Essmann, L. Perera, M. L. Berkowitz, T. Darden,
H. Lee and L. G. Pedersen, J. Chem. Phys., 1995, 103,
8577–8593.

64 G. Bussi, D. Donadio and M. Parrinello, J. Chem. Phys., 2007,
126, 014101.

65 H. J. Berendsen, J. v Postma, W. F. Van Gunsteren, A. DiNola
and J. R. Haak, J. Chem. Phys., 1984, 81, 3684–3690.

66 AMMONIUMPALMITATE.chemicalbook.com, https://m.che
micalbook.com/ProductChemicalPropertiesCB7506349_EN.
htm.

67 P. Berton, S. Manouchehr, K. Wong, Z. Ahmadi,
E. Abdelfatah, R. D. Rogers and S. L. Bryant, ACS Sustainable
Chem. Eng., 2019, 8, 632–641.
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