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The world today is witnessing the significant role and huge demand for molecular detection and screening
in healthcare and medical diagnosis, especially during the outbreak of COVID-19. Surface-enhanced
spectroscopy techniques, including Surface-Enhanced Raman Scattering (SERS) and Infrared Absorption
(SEIRA), provide lattice and molecular vibrational fingerprint information which is directly linked to the
molecular constituents, chemical bonds, and configuration. These properties make them an
unambiguous, nondestructive, and label-free toolkit for molecular diagnostics and screening. However,
new issues in molecular diagnostics, such as increasing molecular species, faster spread of viruses, and
higher requirements for detection accuracy and sensitivity, have brought great challenges to detection
technology. Advancements in artificial intelligence and machine learning (ML) techniques show
promising potential in empowering SERS and SEIRA with rapid analysis and automatic data processing to
jointly tackle the challenge. This review introduces the combination of ML and SERS/SEIRA by
investigating how ML algorithms can be beneficial to SERS/SEIRA, discussing the general process of
combining ML and SEIRA/SERS, highlighting the molecular diagnostics and screening applications based
on ML-combined SEIRA/SERS, and providing perspectives on the future development of ML-integrated
SEIRA/SERS. In general, this review offers comprehensive knowledge about the recent advances and the
future outlook regarding ML-integrated SEIRA/SERS for molecular diagnostics and screening.
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1. Introduction

Surface-enhanced spectroscopy is a significant spectroscopic
technique and could be classified as Surface-Enhanced Raman
Scattering (SERS) spectroscopy,’ surface-enhanced infrared
absorption spectroscopy (SEIRA) spectroscopy,> and surface-
enhanced fluorescence (SEF).> SERS and SEIRA provide lattice
and molecular vibrational fingerprint information, respectively,
which is directly related to the molecular constituents, chemical
bonds, and configuration.*® This correlation makes them
powerful analytical tools for unambiguous, nondestructive, and
label-free detection of substances in biology, medicine, elec-
trochemistry, catalysis, materials science, etc.” Since the
intrinsic mechanisms of SEF and the other two are quite
different, we will not discuss them in this review. The discovery
of SERS stems from the unprecedentedly intense Raman spectra
of molecules adsorbed on specially prepared roughened silver
electrodes, as demonstrated by Fleischmann et al. in 1974.*°
This stronger-than-expected spectrum was further investigated
and carefully calculated as a million-fold enhancement by Van
Duyne et al. in 1977 and then it was dubbed the SERS effect."*
Serval years later (in 1980), a similar phenomenon in infrared
spectroscopy was observed by Hartstein et al. using films of
randomly distributed silver nanoparticles in the attenuated-
total-reflection (ATR) setup,'? which is known as SEIRA. Since
the underlying mechanism of SEIRA and SERS is the interaction
between molecules and plasmonic resonance, their excitation is
geometry-dependent and their substrate dimensions are on the
micro-/nano scale. Along with the rapid development of nano-
fabrication and nano-synthesis techniques in recent years,
SEIRA and SERS technologies have advanced rapidly and
various types of substrates and applications were demonstrated,
such as single-molecule (SM) SERS," Tip-Enhanced Raman
Spectroscopy (TERS)," scattering-type scanning near-field
optical microscope (s-SNOM)," shell-isolated nanoparticle-
enhanced Raman spectroscopy (SHINERS),” resonant SEIRA,*
graphene-based SEIRA,”” and more. Nonetheless, their
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technical limitations have become increasingly prominent in
the process of technological evolution and application.

First of all, it is challenging and time-consuming to deal with
the huge volumes of spectral data in many applications such as
the detection of multiple biomarkers and viruses and the
monitoring of biological responses in multiple processes.
Especially, the volume of spectral data is inevitably ever-
increasing with the development of sophisticated SERS/SEIRA-
based applications.® Furthermore, the processing of each set
of spectral data is also complex and time-consuming, which
generally includes normalization, baseline calibration, and
feature signal extraction. Another issue for SERS and SEIRA is
the spectral overlapping of various molecules, which greatly
limits the application scope of SERS and SEIRA. For instance,
almost all kinds of protein molecules suffer from IR spectral
overlapping between 1600 and 1700 cm™ ', where the amide I
and amide II vibration bands are located (proteins are special
types of amides)."® Third, anomalies and artifacts are critical
challenges for SERS and SEIRA, which restricts SERS and SEIRA
to low accuracy, poor stability and reliability. Factors that cause
anomalies and artifacts are various, ranging from instrumental
effects, sample effects, to contamination in sampling proce-
dures.” More specifically, the instrumental effects include
shifts in the wavenumber scale, multi-passing errors, detector
effects, noise effects, dark noise, etc. The sample effects contain
sample heating, fluorescence interference in Raman spectra,
and matrix absorption. The contamination in sampling proce-
dures includes ambient lighting, air, sample support surfaces,
sample containers, and sample movement. Finally, the manual
design of surface-enhanced spectroscopy substrates is time-
consuming and inefficient and various analytes require
customized structure designs to ensure the matching of
molecular vibrations and plasmonic resonances, which is
particularly prominent in SEIRA spectroscopy.” Therefore, the
automatic design of substrates is highly desirable and helps to
facilitate the practical application of the technology. In general,
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Fig.1 Development path of Al-augmented surface-enhanced Raman and infrared spectroscopy. The common SERS substrate is nanoparticles
with dimensions ranging from tens to hundreds of nanometers® and the common SEIRA substrate is nanoantennas with micro-level dimensions.
SEIRA and SERS are widely used in biochemical and energy fields. SERS: Surface-Enhanced Raman Scattering; SEIRA: surface-enhanced infrared
absorption; SM SERS: single-molecule SERS; s-SNOM: scattering-type scanning near-field optical microscope; TERS: tip-enhanced Raman
spectroscopy; PCA: principal component analysis; DFA: deterministic finite automaton; SVM: support vector machine; ANN: artificial neural
network; CNN: convolutional neural network; CFNN: cascade forward neural network; HCA: hierarchical cluster analysis. Reproduced with

permission.®* Copyright 2020 Royal Society of Chemistry.

in response to the above-mentioned bottlenecks, researchers
are looking for breakthroughs in other aspects.

A potential solution to the bottleneck is an algorithm anal-
ysis technique, which was widely employed in early chemo-
metrics.”* Specifically, it is used to analyze and mine chemical
data and to design optimal experiments or choose measure-
ment procedures. The well-known algorithms include principal
component analysis (PCA), principal component regression
(PCR), multiple linear regression (MLR), linear discriminant
analysis (LDA), and more.?** However, the implementation of
these algorithms requires the support of high-performance
computing. Therefore, the addressing of these issues can not
only rely on algorithms, but also requires the assistance of
computers. Artificial intelligence (AI) is a part of computer
science that tries to enable machines to perform tasks that
typically require human intelligence. It utilizes the computing
power of machines and intelligent algorithms to free people
from complicated data analysis.>* Therefore, AI could provide
novel strategies for overcoming the challenges faced by surface-
enhanced spectroscopy, which also makes common SEIRA and
SERS intelligent tools and analysis platforms. One of the basic
requirements for Al is learning, and it is generally agreed by
most researchers that there is no Al without learning.*® There-
fore, machine learning (ML) is one of the most rapidly devel-
oping and significant subfields of Al research.”*** At the very
beginning of ML development (1950s-1960s), there are three

540 | Nanoscale Adv, 2023, 5, 538-570

major branches, that is, symbolic learning proposed by Hunt
et al., statistical methods by Nilsson, and neural networks by
Rosenblatt.** Nowadays, these branches develop advanced
methods and can be divided into four categories, that is, clas-
sification, regression, clustering, and dimensionality
reduction.**** The algorithms for these branches include
support vector machine (SVM), k-nearest neighbor (kNN), deci-
sion tree (DT), convolutional neural network (CNN), k-means,
PCA, etc.*° These algorithms have been well employed in
SEIRA and SERS. The development path of Al-augmented
surface-enhanced spectroscopy is shown in Fig. 1.°**° During
the exploration, the researchers have demonstrated many
advantages of ML-augmented SEIRA and SERS over conven-
tional approaches. ML offers the inimitable possibility of
solving pressing challenges in the field of surface-enhanced
spectroscopy and is receiving increasing attention.

As noted above, although ML and surface-enhanced spec-
troscopy are complementary in terms of technical characteris-
tics, ML-augmented SEIRA and SERS are still in their infancy
and their efficient combination is challenging. The landmark
work of many researchers has greatly advanced the field, but
their technical approaches are diverse and their perspectives are
somewhat distinct. Therefore, the purpose of this review is to
summarize some of the masterpieces in the technological
evolution and to provide a timely discussion and perspectives of
ML-augmented SEIRA and SERS and their applications in

© 2023 The Author(s). Published by the Royal Society of Chemistry
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molecular diagnostics, the most representative and active field
according to our literature survey. Firstly, we introduce the
concept of ML-augmented surface-enhanced spectroscopy and
discuss the benefit of ML for SEIRA and SERS. Then, we present
the development and application of ML-augmented SEIRA and
SERS from the perspective of substrate design, data processing,
and decision-making. Finally, we conclude and look ahead to
the future of advanced technologies.

2. Concept of machine learning
enhancing SERS and SEIRA

2.1 Benefits of machine learning for SERS and SEIRA

The principles of SERS and SEIRA include electromagnetic field
enhancement and chemical effect.®” The underlying mecha-
nisms of electromagnetic field enhancement are mainly about
the interaction of molecules and plasmons excited in a SERS/
SEIRA substrate.®**® The detailed theoretically analysis of
SERS and SEIRA can be found in Note S1 (ESIt). Fig. 2a-d is the
schematic of electromagnetic field enhancement for SERS and
SEIRA. Another mechanism for SERS and SEIRA is the chemical
effect. It refers to contributions that are associated with the
transfer of electrons between adsorbed molecules and the SERS/
SEIRA substrate. It can be achieved by electron transfer in the
ground or excited states of the molecule-metal system. The
commonly used SERS substrates include anisotropic nano-
particles, core-shell nanoparticles, single-nanoparticle dimers,
self-assembled nanoparticles, nanostructure based on hole-
mask colloidal lithography, nanopillars, nanostructured
dielectrics and hybrids, and so on.*”> The SEIRA substrates are
sub-wavelength nanoantennas or metamaterials which are
artificial sub-wavelength structures with extraordinary physical
properties distinct from the intrinsic properties of naturally
available materials.”*® The nanofabrication technologies for
preparing SEIRA/SERS substrates include chemical preparation
methods, photolithography, electron beam lithography,
magnetron sputtering, electron beam evaporation, and
more.***” The widely used theory for modeling SERS/SEIRA
includes perturbation theory,"® temporal coupled-mode
theory,'**° coupled harmonic oscillator theory,"* and so on.
As mentioned earlier, machine learning is complementary to
SERS/SEIRA and offers unparalleled possibilities for solving
pressing challenges related to spectral artifacts, overlapping,
and huge volumes of spectral data (Fig. 2e). Based on the
current reported work, the benefits of machine learning for
SERS and SEIRA can be summarized as follows.*>'1>7123
Machine learning algorithms enable the automated design
of SERS/SEIRA substrates to avoid time-consuming and onerous
design processes. Taking SEIRA's antenna design as an
example,™* its first step is to analyze the infrared spectrum of
the analyte molecule and obtain the position of the molecular
vibration. Then, an appropriate antenna structure is chosen to
excite plasmonic resonances that match the molecular vibra-
tional frequencies. There is a lot of repetitive work involved
here. First, the selection of the structural shape is a critical and
continuous optimization process. It requires designers to utilize

© 2023 The Author(s). Published by the Royal Society of Chemistry
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simulation software (such as FDTD solutions) to compare the
figures of merit of different shapes, such as sensitivity,
enhancement factor, bandwidth, and so on. While design
experience can reduce the number of iterations in the process, it
could lead to design deviations due to personnel differences.
Another iterative work at this stage is to match antenna reso-
nances and molecular vibrations via the tuning of antenna
dimensions, since zero detuning allows for more efficient
molecule-plasmon coupling. Additionally, a multiband design
is necessary to enhance SEIRA's ability to identify molecules if
the detection target is a specific molecule in the mixture.
Furthermore, the limitations of nanofabrication are also issues
to be considered at the device design stage. A good design
considering all of these factors takes a lot of effort and time.
Fortunately, these time-consuming and repetitive tasks are easy
and efficient for ML-assisted design systems. For example,
genetic algorithms were used to automatically generate highly
sensitive antenna structures that match well with molecular
peaks.'”® Furthermore, the number of iterations and machine
learning efficiency can be improved by employing the physical
constraints of causality to directly learn the response functions
of antennas.” In common deep neural networks, the function
in the hidden layers to output predictions is unknown like
a black box. It works but it is unknown how or why it works. By
incorporating physical knowledge into hidden layers, the
network is able to learn the physical relationships between the
input physical parameters. Automatic learning of the under-
lying physics can improve the accuracy of prediction results.

Machine learning algorithm also helps SERS/SEIRA reduce
anomalies and artifacts. As mentioned earlier, anomalies and
artifacts are common in SERS/SEIRA, mainly caused by instru-
mental effects, sample effects, to contamination in sampling
procedures. The presence of anomalies and artifacts limits
SERS/SEIRA to high noise, low accuracy and resolution, poor
stability and reliability. Machine learning can address these
issues in the following ways."*®*'** Well-trained ML model can
identify and reduce noise by the difference with the sample
signal in changing frequency and spectral location. More
specifically, the change time of the sample is typically on the
second or even minute level, while some noise signals such as
background noise from the instrument are usually high
frequency. The position of the signal of some contaminants in
the substrate in the spectrum could also be distinct from the
sample. Based on these differences, a well-trained ML model
can distinguish and attenuate noise. Additionally, ML can
identify the “right” signals and correct anomalies to improve
the accuracy, resolution, and stability of SERS/SEIRA. More
specifically, during the training of the ML model, the correct
signal is used and “remembered” by the model via extracting
features.”*® When anomalous and artifact signals are fed into
a trained model, its features will be outside the normal range.
Models can ignore or even correct anomalies and artifacts
depending on what they were trained on."*' These improve-
ments are greatly crucial for SERS/SEIRA when it comes to on-
site applications.

Machine learning algorithms are beneficial for solving
problems about spectral overlap in SERS/SEIRA. Spectral

Nanoscale Adv., 2023, 5, 538-570 | 541
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Fig. 2 Concept of machine learning-enhanced SERS and SEIRA. (a) Conventional Raman scattering S,, and Raman spectrum with incident
radiation R,,,. (b) Surface-enhanced Raman scattering using nanoparticle substrates. Enhanced local field (EL,,) is achieved by utilizing the
localized surface plasmon polariton (LSP) of nanoparticles, and then the excitation and radiation efficiency of Raman scattering is improved by

the interaction with LSP, which is expressed as ES,,

. (c) Conventional IR absorption and spectrum A, of molecules with incident IR radiation /,,

(d) Surface-enhanced infrared absorption. Enhanced absorption of molecules (EA,, ) is realized by the near-field coupling of LSP and molecules
(e) Challenges and issues of SEIRA and SERS. (f) Model categories of machine learning for SERS and SEIRA. (g) Relationship between Al, ML, and

DL. (h) Benefits of ML brought to SERS and SEIRA.

overlap of analytes is a common challenge for spectral detection
methods, and for SERS and SEIRA, it impairs the identification
capability and limits the scope of application. Fortunately, the
spectra of different analytes partially overlap, which presents an
opportunity for ML to address this issue."”**® By extracting the
complete spectral signature of an analyte, ML can quickly and
automatically identify and classify analytes. For example,
nucleotides and sucrose are spectrally overlapping around
1000-1200 cm ' due to their C-O stretching vibrations.
However, there is no spectral overlap around 1400-1600 cm ™.
Nucleotides are infrared active in this region due to the C-N

542 | Nanoscale Adv, 2023, 5, 538-570

stretching vibration, while sucrose lacks it. Therefore, well-
trained ML algorithms taking advantage of this distinction
can accurately identify and classify them in mixed analytes.>®
Finally, machine learning algorithms assist SERS and SEIRA
to analyze and process data quickly, directly, and automatically,
and relieve the pressure of massive spectral data through
dimensionality reduction. In the real-time monitoring applica-
tion of SERS and SEIRA, the output data is three-dimensional
information, including spectral intensity, wavelength, and
time. Additionally, if multiple analytes are targeted, the infor-
mation becomes four-dimensional (category information

© 2023 The Author(s). Published by the Royal Society of Chemistry
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added).”®'*® All these factors lead to the generation of a huge
amount of spectral data. Fast and accurate analysis and pro-
cessing of these data is a major challenge for SERS and SEIRA.
Some ML algorithms such as PCR can reduce the dimension of
information on the premise of preserving information features,
thereby reducing the amount of data, decreasing data
complexity, simplifying data processing, and quickly outputting
test results.’®* It can be foreseen that the increase in the amount
of data is inevitable due to the technological development of
SERS and SEIRA and the emergence of new applications.
Therefore, the dimensionality reduction of spectral data by
using ML algorithms is of great help to SERS and SEIRA.

2.2 General process for combining ML and SEIRA/SERS

Machine learning is a powerful analytical tool that is widely
used in the Internet of things (IoT),"**'** wearable sensors,*****
human-machine interaction (HMI),"*** and smart
sensing.'®*1%170181 According to the function of the algorithm
and the problem it solves, machine learning can be divided into
classification, regression, clustering, and dimensionality
reduction, as shown in Fig. 2f. From the perspective of learning
methods, machine learning is inspired by human learning
mechanisms, and can be divided into supervised, unsupervised,
and semi-supervised learning (Fig. 3a). Supervised learning is
the most common way."'®® Supervised ML algorithms first train
a model with known labeled or annotated input data (learning
set) and responses (output), and then use the trained model to
predict the response on new input data. This approach provides
the strictest framework and strongest guarantees. Due to the
relevance of the learning set and new data, the accuracy of the
response prediction of the model in supervised learning
depends on the training of the learning set. Common super-
vised ML algorithms include linear or logistic regression, deci-
sion trees and random forests, support vector machines,
convolutional neural networks, and recurrent neural networks.
When data is not annotated or labelled, the ML is called
unsupervised learning. Most unsupervised tasks are related to
probability density estimation. Representative unsupervised ML
algorithms include autoencoders, dimensionality reduction
(e.g., principal component analysis), and clustering (e.g., k-
means)."®® So far, the use of unsupervised ML has been more
limited than supervised learning. Semi-supervised ML is
a hybrid configuration between supervised and unsupervised."®
In semi-supervised ML, the expected output of the learning set
is partially known. One representative case is that semi-
supervised ML is used to cluster and then label the data space
to assist a supervised algorithm in finding the decision
boundary.’®® Some ML algorithms that are relevant to SERS/
SEIRA and have great research potential are listed in Note S2
(ESTH).

The process of combining supervised and unsupervised ML
algorithms with SEIRA/SERS is different. Supervised learning
requires supervision to train a model, and unsupervised
learning finds patterns in data, as shown in Fig. 3b, where the
model training presented in the dashed box is performed under
supervision. The top priority for the whole process is to select an

© 2023 The Author(s). Published by the Royal Society of Chemistry
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appropriate ML algorithm based on the task objective. Then,
the preprocessing of raw spectral data is required for both
supervised and unsupervised ML algorithms.™ Since baseline
wander is a common problem in analysis with IR and Raman
spectroscopy, baseline correction is the first step in the pre-
processing of raw spectral data. For infrared spectroscopy, the
common method includes polynomial baseline correction,
adaptive smoothness parameter penalized least squares
method,"° Lorentz fitting, and constrained base-line correction
based on a peak shift.*** In terms of Raman spectroscopy, the
Savitsky-Golay-smoothing method is used to correct the base-
line.” Then, by sequentially subtracting the signal from the
baseline and normalizing, a valid signal containing the target
molecular features is obtained, which is used as the input to the
ML algorithm.” Normalization is necessary because it can
compare the errors of the models and also reduce the impact of
abnormal samples on the training process. In many cases, PCA
is also used for noise reduction and dimensionality reduction
during preprocessing.' It is worth noting that some informa-
tive features in the original data may be accidently removed
during the preprocessing. Therefore, it is necessary to pay
attention to the change of features in preprocessing. The
learning of the ML model consists of three stages, namely
training, validation, and testing. The datasets corresponding to
the three stages are training set, validation set, and test set,
respectively. Therefore, the raw data needs to be divided into
training set, validation set, and test set in preprocessing, and
the ratio could be 60%, 20%, and 20%."** The training dataset is
the example dataset used during the learning process to find the
best hyperparameters for the model. The validation set is an
example dataset used to tune the hyperparameters of the model
throughout the model development process, adding a feedback
loop to the training of the model. The test dataset is a separate
dataset from the training and validation dataset and is used to
evaluate the final model chosen during the validation process.
Since the signal to the target is obtained from the same SERS/
SEIRA platform, the test dataset follows the same probability
distribution as the training dataset.

In neural network models, weight initialization is a crucial
design choice.™” Its purpose is to avoid layer activation outputs
exploding or vanishing during the forward pass through the
models. Common initialization methods include constant
initialization and random initialization.'”® For constant initial-
ization, all weights in the neural network are initialized to
a constant value C (typically 0). While constant initialization is
simple, it is nearly impossible to break activation symmetry,
making some models inefficient to learn. Random initialization
can break the symmetry and let each neuron learn a different
function of its input, but high or low weights could lead to
exploding or vanishing gradients. Some new initialization
techniques, such as He"™ and Xavier™ initialization, are
proposed to achieve a good starting point for initialization. After
weight initialization, hyperparameter tuning becomes a critical
task for the ML model.” Common hyperparameter types
include (i) x in k-NN, (ii) regularization constant, kernel type,
and constants in SVMs, and (iii) number of layers, number of
units per layer, and regularization in a neural network. To find
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the optimal value for hyperparameters, the tuning methods
such as grid search, random search, and Bayesian optimization
could be implemented. After hyperparameter tuning, cross-
validation is often utilized to estimate the prediction perfor-
mance of a model with the hyperparameter. An appropriate
hyperparameter helps avoid under-fitting (high training and
test errors) and overfitting (low training error but high test
error). Under-fitting and overfitting can be observed in a loss
curve which reflects the model error and answers the question

544 | Nanoscale Adv., 2023, 5, 538-570

“how bad our model is doing”.*** As shown in Fig. 3c, the loss
decreases over time as the model learns, and the lower the loss,
the better the model performance. Notably, it means overfitting
starts when the loss on the test/validation set transitions from
decreasing to increasing.*®® The performance of the classifica-
tion models for the test data can be displayed in a confusion
matrix, as shown in Fig. 3d. It is represented in the form of
a matrix and divided into two dimensions, the actual and pre-
dicted results along with the total number of predictions.*** It

© 2023 The Author(s). Published by the Royal Society of Chemistry
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shows the error of the model performance, hence also called the
error matrix. Another representative evaluation parameter is the
receiver operating characteristics (ROC) curve, which reveals the
performance of the classification model across all classification
thresholds, as shown in Fig. 3e. The area under the ROC curve is
called AUC. AUC provides an aggregated measure of perfor-
mance across all possible classification thresholds and repre-
sents the trade-off between sensitivity and specificity.”® In
addition to the confusion matrix, ROC and AUC, there are many
evaluation parameters, such as accuracy, precision, recall,
specificity, f1 score, and precision-recall curve.?***® The key
metrics that are commonly used for evaluating and reporting
the data processing performance include mean squared error
(MSE), root mean squared error (RMSE), mean absolute error
(MAE), and average standard deviation of the mean (SDM). MSE

. 1

is computed as MSE = - Z (Y; — Y;)%, where Y and Y are the
i1

measured and predicted values, respectively. RMSE is

computed as RMSE = v/RMS. MAE is calculated as the sum of

) 1 & .
absolute errors, that is, MAE = ” Z le;|, where e; is the abso-
=1

lute error. SDM is expressed mathematically as

1
SDM = \/1/n 3 (X; — Xp)?, where Xy, = > Xi. MSE, RMSE,

and MAE are often used to evaluate the difference between
measured and predicted results. After introducing the benefits,
algorithm types, and general process of ML-based SERS/SEIRA,
we will explain and demonstrate it in the later section by
reviewing the detailed application of machine learning in SEIRA
from the perspective of substrate design, data processing, and
decision-making.

3. Machine learning-enhanced
substrate design of SERS and SEIRA

As discussed in previous chapters, machine learning algorithms
enable the automated design of SERS/SEIRA substrates, thereby
avoiding time-consuming and tedious design processes. Many
efforts have been invested in it.>*’>** In 2018, Jafar-Zanjani and
co-workers demonstrated that an adaptive GA simplifies and
automates the design of increasingly complex SEIRA
substrates.”'® To achieve algorithmic manipulation of substrate
patterns, digitized binary elements are proposed as alternative
high-dimensional building blocks for complex customizable
multifunctional applications, as shown in Fig. 4a-i. Binary-
pattern antennas provide more degrees of freedom for
complex designs targeting multi-functional design goals under
the support of powerful computing resources. GAs are inher-
ently parallel algorithms capable of speeding up optimization
tasks by a factor close to the number of parallel workers.
Therefore, it has advantages in dealing with multi-dimensional
function domains and discrete solution domain problems such
as binary-pattern antenna design. For conventional GA, the
weights of different objective functions are constant throughout
the optimization process, and important objectives have higher
priority and weight. However, the small weights given to less

© 2023 The Author(s). Published by the Royal Society of Chemistry
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important objectives could deviations in the optimization and
very slow convergence. The adaptive GA they proposed could
overcome this problem by only considering the non-zero cost of
high-priority objectives and updating the objective update
criteria for the objective function in the optimization process
(Fig. 4a-ii). As a result, the spectrum of the binary-pattern
antennas automatically designed by adaptive GA is in good
agreement with the target spectrum (Fig. 4a-iii).

Of course, binary-pattern antennas are not the solution that
all designers want. In most cases, with the antenna pattern
already selected, researchers only need algorithms to optimize
the performance of the antenna to high-level goals. In 2019,
Nadell and co-workers demonstrated the use of deep neural
networks (DNN) to model complex all-dielectric antennas and
achieve performance optimization, as shown in Fig. 4b-i.>"” A
DNN is a kind of ANN with multiple layers between the input
layer and the output layer. It finds the correct mathematical
manipulation of whether the input and output are linear or non-
linear. The geometric parameters x of the antenna such as
radius, height along with ratios were used as the input layer of
the DNN, and the corresponding spectra S was set as the
predictions of the output layer in the training process. While
DNNs could build hidden layers by exploiting additional
network parameters during training, it increased the difficulty
of optimization and led to poorer generalization. Taking
knowledge of the underlying physics as input and pre-learning
these quantities during training could improve network
performance and reduce the difficulty of optimization (Fig. 4b-
ii). The agreement of the prediction spectrum of the model with
the target spectrum demonstrated the power of the DNN in the
optimization of SEIRA substrate design. The MSE for the cross-
validation set after training can be used to evaluate the
prediction accuracy of the model (Fig. 4b-iii).

When considering coupled molecules in substrate design,
machine learning is required to model the vibrational behavior
of molecules and optimize the enhancement performance of
the SEIRA signal. In 2021, Li and co-workers utilized a GA-based
ML to automatically design a sensitive SEIRA substrate for
COVID-19 (severe acute respiratory syndrome coronavirus 2)
detection, as shown in Fig. 4c-i."*® Currently, the commercial-
ized COVID-19 diagnostic methods include
transcription-polymerase chain reaction (RT-PCR) test, sero-
logical test or immunoassay, and chest computed tomography
(CT). These methods suffer from their respective disadvantages,
such as low sensitivity for CT and time-consuming for RT-PCR.
Plasmonic methods with the potential for point-of-care (POC)
diagnostics are highly desirable. The first step for modeling the
vibrational behavior of molecules was the extraction of molec-
ular complex permittivity from its infrared spectrum. Then, the
optimal solution, with high sensitivity, zero detuning of plas-
monic resonance and molecular vibration, high enhancement
factor, and so on, is rapidly found from multi-design parameter
problems by exploiting the excellent parallel capabilities of GA
(Fig. 4c-ii). Furthermore, the mutation of COVID-19, which
poses a great challenge to common diagnostic methods, can be
easily distinguished by SEIRA methods by comparing the
intensity and frequency of peaks of the virus. Overall, the use of

reverse
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Machine learning-enhanced substrate design. (a) Schematic view of SEIRA substrate designed by using an adaptive genetic algorithm.?

(i): 3D view of the substrate. (ii): Design process using GA. (iii): Comparison of the predicted and simulated spectra. Copyright 2018 Springer
Nature Limited. (b) Illustration of the all-dielectric SEIRA substrate designed by using neural network architecture.? (i): 3D view of the substrate.

(ii): Design process using neural network algorithm. (iii): MSE error in

cross-validation. Copyright 2019 Optical Society of America. (c) SEIRA

substrate design using a genetic algorithm for the detection of COVID-19.2¢ (i): 3D view of the substrate. (ii): Design process. Copyright 2021

American Chemical Society.

machine learning in the design of SEIRA antennas is booming,
while its use in SERS substrate design is rare. Because antennas
for SEIRA are generally on the micrometer scale, wherein
antenna patterns with various design parameters can be real-
ized by using top-down fabrication-based photolithography and
direct writing technique. That is, the multi-parameter complex
design of antennas for SEIRA requires the help of powerful
technical resources of machine learning. In terms of SERS, its
signals are large and complex in many applications. Studies
employing ML to aid SERS process data and make decisions are
more common.

Systematic inverse design based on machine learning can
accelerate the design of SEIRA/SERS substrates to achieve
tailored optical responses. The underlying idea of the ML-
assisted reverse design is to train an ML model by learning
the relationship between physical responses and structures,

546 | Nanoscale Adv, 2023, 5, 538-570

and then provide structural patterns based on the desired
physical responses. A well-trained model can remove the need
of computationally intensive numerical simulations from the
pattern. Fig. 5a shows the simultaneous inverse design of
material and structural parameters of core-shell nanoparticle-
based nanophotonic substrate, demonstrated by So and co-
workers.”*® Since the structural parameters are continuous
quantities and the material parameters are discrete quantities,
it is difficult to achieve the simultaneous inverse design of these
two parameters using an algorithm. By combining both
regression and classification into the same implementation
(Fig. 5a-ii), core-shell nanoparticles are designed in reverse to
meet the user-drawn spectra (Fig. 5a-i). In the model training
process, a large number of parameters and corresponding
spectra obtained through forward design are required. After
training, the model is tested by using a hand-drawn Lorentzian

© 2023 The Author(s). Published by the Royal Society of Chemistry
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function with peaks at specific locations (Fig. 5a-iv). The
parameters of the core-shell nanoparticle are obtained and the
predicted spectra match well with the target spectra (Fig. 5a-v).

Semi-supervised learning algorithms can also be used in the
reverse design, which reduces the amount of data for training,
where both labeled and unlabeled data are used for training. Ma
and collaborators propose a network that differs from other
inverse design methods.** It takes input geometry and encodes
the structural design and optical responses as latent variables
with predefined distributions (Fig. 5b-i). Randomly sampling
and decoding these latent variables from the latent space can
reconstruct the original structural geometry, thereby enabling
inverse design. Fig. 5b-ii shows the simulated spectra using the
parameters obtained from the inverse design (middle and
bottom pane in Fig. 5b-ii), which matches well with the required
spectrum (upper panel). The sampling process provides
a variety of outputs for the same target spectrum, that is, it
generates many candidates for reverse design. Furthermore,
they demonstrated that the proposed model can automatically
learn to distinguish different shapes through encoding-
decoding training iterations on labeled and unlabeled data
(Fig. 5b-iii).

Besides, inverse design of nanophotonic structures using
unsupervised learning algorithms is also feasible. Liu and workers
adopted a generative adversarial network (GAN) in the network
model to reverse design the arbitrary geometry of the substrate
(Fig. 5¢).* GAN is an unsupervised learning architecture. It
consists of two networks, namely a generator and a critic. They
compete against each other and learn simultaneously to create
authentic pattern. The generator receives the random noise and
generates a pattern of the structure that should have the desired
optical properties. The pattern is judged by the critic and then the
critic decides whether it comes from the structural geometry of
interest. The objective of the generator network is to deceive the
critic network by generating authentic pattern. After training, the
generator model can create designs that resemble patterns in the
actual geometric data (Fig. 5c-i). In addition to a generator and
a critic required by traditional GAN models, the authors also add
a simulator network to approximate the optical properties of the
generated design patterns (Fig. 5c-ii). After unsupervised training,
the model is able to provide structural patterns for a given spec-
trum. For specific spectral requirements, the simulated spectra of
the test pattern and the generated pattern (via reverse design) are
well matched (Fig. 5c-iii).

4. Machine learning-enhanced data
processing of SERS and SEIRA

As discussed in previous chapters, machine learning algorithms
assist SERS and SEIRA to analyze and process data quickly,
directly, and automatically, and achieve high accuracy and
resolution through noise reduction. Taking SEIRA as an
example, Meng and colleagues demonstrated noise reduction
by using a frame averaging model.> The sensor signals recor-
ded by the system are generally data including noise. Noise in
the data can be effectively suppressed by taking the recorded
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data without the analyte as a reference and normalizing the raw
data, as shown in Fig. 6a. Furthermore, the error bars of the
data are significantly reduced by increasing the frequency
(frame) of data acquisition and performing frame averaging
(Fig. 6a-ii). It shows that proper data preprocessing to generate
datasets for training ML models is critical and beneficial to the
improvement of ML model accuracy. John-Herpin and co-
workers compared the performance of SEIRA-based biosen-
sors with/without using ML models in monitoring the dynamics
of biomolecular reactions, as shown in Fig. 6b.”® The biological
reaction is the release of nucleotides and sucrose in the lipo-
somes by utilizing melittin to perforate the lipid membrane of
liposomes (Fig. 6b-i). The results of the biosensor is analyzed
using a MLR model. The hypothesis of MLR is A(x) = 0, + 61x; +
0,x, + ... + 0,x,, where 6 is called regression coefficient and x is
measurement data. The cost function is

) = fo = - S (o) — ¥

am i—1
optimal value of # from the training set, the result of monitoring
the molecular change in dynamic process is extracted, as shown
in Fig. 6b-ii. The detailed mathematics behind MLR can be
found in Note S3 of ESI.} By using the DNN model (Fig. 6b-iii-v)
to process the data of the biosensor, new results could be ob-
tained, as shown in Fig. 6b-vi. Overall, the trends in results with
and without machine learning were similar. Significant
increases in sucrose and nucleotide signals were observed after
the first injection of Melittin. The liposome signal stabilized,

input

C(0o, 064, .. By obtaining the

while the sucrose and nucleotide molecule signals stabilized at ¢
= 100 min. Notably, compared to results without machine
learning, the Melittin signal had few false negatives and
remained stable around zero before it was introduced. This
shows that the DNN method helps to effectively reduce the
interference effect of the matrix, and the information extracted
by DNN yielded superior performance.

In terms of SERS, spectral statistics and data processing
methods have grown significantly. The first step, before spectral
comparison and further data processing, is to normalize the
data. Fluorescence removal, filters' signal removal, baseline
subtraction, intensity normalization, smoothing, and more are
commonly used routines. A brief overview of the possible use of
these tools, as well as several ways to analyze and compare
spectra, is presented: (1) the construction of spectral libraries
and automatic searches; (2) the determination of flowcharts and
criteria for the unambiguous characterization of the studied
materials, and (3) the use of chemometrics for data classification.
Some examples relying on these statistical tools to advance our
knowledge on the aging of materials or the determination of
individual components in mixtures are also presented. The
importance of data processing in the use of surface-enhanced
Raman spectroscopy is significant. But current progress is
limited by cumbersome and intensive data collection steps. More
important, a typical lab-scale SERS experiment requires the user
to evaluate the quality and reliability of the result as the data are
being collected. There is an urgent need to develop to simplify
and accelerate data processing steps. The challenge can be
addressed by ML-enhanced data processing in SERS.**'">**

© 2023 The Author(s). Published by the Royal Society of Chemistry
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Wiley and Sons.

Alstrom and co-workers®*® proposed a Bayesian Non-negative
Matrix Factorization (NMF) approach to identify the locations of
target molecules. This method can successfully analyze the
spectra and extract the target spectrum, as shown in Fig. 7a. A

© 2023 The Author(s). Published by the Royal Society of Chemistry

visualization of the loadings of the basis vector is created and
the results show a clear SNR enhancement. Compared to
traditional data processing, the NMF approach enables a more
reproducible and sensitive sensor. It was able to identify the
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(a) Improving the robustness of SERS by NMF .22 (i): The Raman microscope used to collect data. (ii): A side-view up of a Raman substrate

depicting the nanopillars. (iii): Illustration of the principle behind the SERS substrates. (iv): An example of a Raman map that has been locally
contaminated (red and green spectra). (v): Noise filtering using NMF. The left-hand side is the loadings in the left drawn as Raman maps and the
right-hand side is the corresponding basis vector in S. Copyright 2014 IEEE. (b) Schematic flowchart of the Vis-CAD.??¢ (i): Data preparation and
processing. (ii): Stochastic Forest chain model. (iii): Model testing. Copyright 2022 American Chemical Society.

estradiol glow base spectrum as one of the basis vectors at high
concentrations. This allows for more accurate and robust data
analysis when the SERS substrate is contaminated by unknown
molecules, as shown in Fig. 7a-iv. A further advantage of using
NMF for SERS data is that the method is interpretable, because
the basis vectors identified can be related to the expected
physical effects (Fig. 7a-v). At the same time, both the high
demand for mass data and the low interpretability of the
mysterious black-box operation significantly limit the well-
trained model to real systems in practical applications. Aim-
ing at these two issues, Luo and co-workers***® constructed
a novel machine learning algorithm-based framework (Vis-
CAD), integrating visual random forest, characteristic ampli-
fier, and data augmentation (Fig. 7b). The introduction of data
augmentation significantly reduced the requirement of mass
data, and the visualization of the random forest clearly pre-
sented the captured features, which helps to determine the
reliability of the algorithm. For instance, the trace analysis of
individual polycyclic aromatic hydrocarbons in a mixture

550 | Nanoscale Adv., 2023, 5, 538-570

achieves a confidence accuracy of no less than 99% under
optimized conditions. The visualization of the algorithm
framework clearly shows that the captured features are closely
related to the characteristic Raman peaks of each individual, as
shown in Fig. 7b-i. Moreover, the sensitivity to trace individuals
can be improved by at least 1 order of magnitude compared to
the naked eye. The lesser need for the proposed algorithm for
massive data and the visualization of the operational process
provides new avenues for the indestructible application of
machine learning algorithms, and it helps the SERS field to
improve the limits of sensitivity for both qualitative and quan-
titative analysis of traces.

5. Machine learning-enhanced
decision-making of SERS and SEIRA

ML-assisted decision-making, such as the automatic determi-
nation of analyte types through classification algorithms, is the
most widely used and well-established in SEIRA and SERS. Its

© 2023 The Author(s). Published by the Royal Society of Chemistry
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detection targets are diverse, mainly including small molecules,
biomarkers, circulating tumour cells, pathogens, proteins,
bacteria, and DNA.

5.1 ML-enabled detection of small molecules

In SEIRA, simultaneous detection of multiple molecules is
challenging because of spectral overlap. By training the ML
model to become familiar with the spectra of molecules, it can
accurately distinguish and identify multiple molecules in
a mixed environment. For example, the IR spectra of glucose
and fructose partially overlap due to the presence of C=0
vibrations in both. Kithner and co-workers demonstrated the
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discrimination and detection of physiological levels of glucose
and fructose by developing a PCA-assisted SEIRA biosensor, as
shown in Fig. 8a.’® It works by placing a SEIRA substrate in
internal reflection mode on a flow cell (Fig. 8a-ii), which is
flushed through an attached tube connector to deliver analytes
in and out of the flow cell (Fig. 8a-i). Then PCA algorithm is used
to decompose measurement data and represented them as a set
of orthogonal and uncorrelated eigenfunctions called principal
components (PC) and eigenvalues defined as termed scores
(SCs). The first-order PC corresponds to the variance that
contributes the most, and thus constitutes the largest contri-
bution. Similarly, the second-order PC contributes the second
largest, and so on. The more significant the correlation between
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Fig. 8 ML-enhanced detection of small molecules. (a) Glucose detection using PCA-assisted SEIRA.%¢ (i): Schematic diagram of the biosensor.
(ii): SEM image of the biosensor. (iii): First and second principal components of the measurement data using PCA. (iv): Visualization of classifi-
cation results. Copyright 2019 American Chemical Society. (b) Multiple chemical detection using SVM-assisted SEIRA.*?2 (i): Schematic diagram of
the SEIRA-based sensor. (ii): Visualization of classification results for different analytes. (iii): Confusion matrix for analyte classification results.
Copyright 2021 American Chemical Society. (c) Volatile organic compounds (VOCs) detection using PCA/LDA-assisted SEIRA.*?* (i): Schematic
diagram of the SEIRA-based VOC sensor. (ii): The measured spectra of analytes showing spectral overlapping, which is difficult to distinguish
clearly with the classic data processing methods. (iii): The measured raw spectral data. (iv): Data preprocessing using PCA. (v): The weight of
scores of each spectrum in 3D space. (vi): The confusion map for analyte classification results. Copyright 2022 Springer Nature Limited.
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the various datasets is, the less PC is needed to describe the
features of the entire dataset. The PCs and corresponding SCs
are shown in Fig. 8a-iii and iv. Clearly, the PCA algorithm can
extract solutions of different concentrations, which is a key
element of an automated evaluation procedure. To achieve
automatic evaluation, the PCs data obtained by using PCA
requires further supervised learning through classification
algorithms. Meng and co-workers demonstrated chemical
material identification by using the PCA algorithm and SVM
classifier to process the data of a plasmonic mid-infrared filter
array-detector array.'” The sensor integrates a plasmonic filter
array with an IR detector array, as shown in Fig. 8b-i. First, the
data of the detector is calculated as PC1, PC2, and PC3 via PCA
algorithms (Fig. 8b-ii). The PCA begin with the standardization
of the continuous variables of the dataset. The next is to
construct the matrix by
1 N
A=cov(X,Y)= ——
N-13=
are the specific training dataset from variables X and Y, and u,
and w, are the means of the variables. The eigenvector of
a matrix A is calculated by AV = Av™, where A is the eigenvalue
and 7 is the eigenvector. The 1st PC v, is the eigenvector of the
sample covariance matrix A associated with the largest eigen-
value. The 2nd PC v, is the eigenvector of the sample covariance
matrix A associated with the second largest eigenvalue. Then,
the SVM model is trained to identify which chemical is present
and determine the concentration of a specific analyte. The
hyperplane is often used to separate the different classes in
SVM. It can be expressed as w-x — b = 0, where w is a weights
that determines the orientation of the hyperplane and b is the
bias. The distance of any point x in dataset to the hyperplane is
calculated as d = |w"-x — b|/||w||. The training task is to maxi-
mize the distance d using the training dataset (see Note S3 of
ESIT for details). The confusion matrix demonstrates good
automatic identification of the different analytes with a 10-fold
cross-validated accuracy value of 95.34%. The sensitivity and
bandwidth of SEIRA are often limited by the small overlap
between molecules and sensing hotspots, as well as by sharp
plasmonic resonance peaks. Our group developed a wavelength-
multiplexed hook-shaped nanoantenna array for continuous
broadband detection to capture multiple absorption peaks in
the fingerprint region, as shown in Fig. 8c-i.*** For different
analytes with the same functional group, their SEIRA spectra
overlap in many regions (Fig. 8c-ii). Therefore, it is difficult to
distinguish them in mixtures using narrow-band SEIRA
substrates. With the help of PCA and SVM algorithms, 100%
recognition accuracy is achieved (Fig. 8c-iii-vi). This strategy
can be designed to cover the entire infrared fingerprint range,
that is, by designing the antenna length for specific molecular
monitoring, such as proteins, sugars, lipids, nucleic acids, and
volatile organic compounds.

covariance

(Xi — ux)(Y; — uy), where X; and Y;

5.2 ML-enabled detection of biomarkers

Although SERS has been applied to monitor biomarkers for
different disorders (neurological, infectious, and genetic
diseases), the direct addition of complex biological media onto
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a plasmonic substrate may give rise to SERS spectra where the
presence of individual biomarkers cannot be identified. Most
studies are based on the screening of biomarkers that display
both high affinity toward metal surfaces and high Raman cross
sections. When such molecules are present in the probe solu-
tion, they can easily dominate the SERS signal, masking the
presence of other analytes while their characteristic fingerprint
is obvious in the spectra. This screening, even at very low
concentrations, is highly advantageous, therefore, reaping the
reward of fast SERS monitoring. This may be the reason why
similar biomolecules are reported in most ongoing applica-
tions. In the scenario of impaired signal enhancement, classical
methods for SERS spectral analysis, where a direct correlation
between vibrational peaks and the presence of individual
metabolites can be established, are no longer sufficient.
Therefore, chemometrics methods have emerged as a reliable
alternative to conventional approaches. In this context, multi-
variate and machine learning algorithms can be devised to
substantially improve data processing, such as the calibration
and classification of multicomponent samples and the identi-
fication of interferences in complex biochemical systems. A
wide range of multivariate statistical and machine learning
methods are currently available to decipher the optically rich
and complex information contained in SERS spectra. For
instance, some groups have tackled quantification challenges of
biomarkers by using a so-called SERS digital procedure, which
considers the number of SERS event counts rather than SERS
intensities and couples them with machine learning.>*>*"->%

Kim and co-authors demonstrated the detection of extra-
cellular vehicles (EVs) as an excellent resource of diagnostic
biomarkers in serum samples from normal controls individ-
uals, and chronic pancreatitis and pancreatic cancer patients
using a SERS-based immunoassay technique,”” as shown in
Fig. 9a. Applying a machine learning algorithm (Fig. 9a-iv) to the
analysis of the expression level of EVs biomarkers in pancreatic
cancer, chronic pancreatitis, and normal control individuals,
the sensitivity and specificity were measured as 0.95 and 0.96,
respectively, which suggests the great potential of using this
biomarker to differentiate pancreatic cancers from chronic
pancreatitis. Dual-modal (FrgeRsgrs, FrRsers) fluorescence-
SERS quantum dot (QD)-embedded silver bumpy nanoparticles
(Fig. 9b-i) are developed by Cha and co-authors for high-
throughput multiplex analysis.>®® Each FrRggrs hanoprobe
produces strong SERS and fluorescence signals for multiplex
analysis (Fig. 9b-ii). Based on this dual-modality, a barcode-
based machine learning algorithm that transforms spectra
into barcodes and identifies chemical information is created, as
shown in Fig. 9b-iv. The multiplex detection platform
comprising the FrRsgrs Nanoprobes and the high-throughput
analysis algorithm will be extremely useful for analyzing and
encoding biological targets.

5.3 ML-enabled detection of circulating tumor cells

Cancer metastasis is the main reason for cancer-related death.
Circulating tumor cells (CTCs) shed from primary or metastatic
tumor cells at the very early stages of cancer may enter into the

© 2023 The Author(s). Published by the Royal Society of Chemistry
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Fig. 9 (a) A SERS-based immunoassay for pancreatic cancer (PC) tumor-derived extracellular vesicles (EVs) quantification??’ (i): functionalizing
gold substrate with thiol and CD81 antibody. (ii): Capturing normal and tumor-derived EVs present in the serum sample. (iii): Loading EphA2-NPs-
reporter to enhance Raman signal and selectively label tumor-derived EVs. (iv): The classification tree trained with the whole dataset of peak-
value Raman shifts with depth = 2. Copyright 2021 John Wiley and Sons. (b) Dual-modal fluorescence—-SERS quantum dot (QD)-embedded silver
bumpy nanoparticles are developed for biomarkers high-throughput multiplex analysis.?* (i): Nanoprobes are prepared from silica-coated silver
bumpy nanoshells (AgNS@SIO,). (i) Each dual-modal (FrggRsers. FrRsers) nanoprobe produces strong SERS and fluorescence signals for
multiplex analysis. (iii): A barcode-based machine learning algorithm that transforms spectra into barcodes and identifies chemical information is
created. (iv): The result of applying density-based spatial clustering of applications with noise (DBSCAN) to the spectrum of 4-bromobenze-
nethiol (4-BBT), and the corresponding barcode. Copyright 2021 Elsevier.
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(a) Fast discrimination of tumor cells by label-free SERS and deep learning?¥ (i): structure of the residual network unit. (ii): The basic

structure of ResNet, which consists of a convolutional layer, pooling layer, two residual blocks, and two fully connected layers. (iii): The Raman
spectra of tumor cells are enhanced by the silver film substrate and aluminum plate substrate. (iv): t-distributed stochastic neighbor embedding
(t-SNE) diagram after extracting original data features by the ResNet model which contains two residual blocks. (v): t-SNE diagram after
extracting original data features by the ResNet model which contains five residual blocks. Copyright 2021 AIP Publishing LLC. (b) Schematic
representation of the proposed experimental concept.?*® (i): preparation of functional AuMs and their interaction with culture medium sample.
(ii): simultaneous preparation of gold grating. (iii): deposition of AuMs on the surface of the gold grating. (iv): SERS measurements. (v): imple-
mentation of CNN for SERS result interpretation. (vi): Accuracy and loss evolution during the CNN learning and validation. (vii): The visualization of
predictive ability of the proposed SERS/CNN approach. Copyright 2020 Elsevier.
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(a) Identification of methicillin-resistant Staphylococcus aureus bacteria using SERS and ML (). Scheme of using surface-enhanced

Raman spectroscopy combined with machine learning techniques for rapid identification of pathogens. (ii): Multiple class boundaries of the SVM
classifier with linear kernel function in a 2-dimensional PCA plane. SVM hyperplanes found by the one-vs.-all method and linear kernel function. (iii):
MRSA-vs.-all. (iv): MSSA-vs.-all. (v): L. pneumophila-vs.-all. (vi): 5-Fold cross-validated confusion matrix of the k-nearest neighbor classifier for the
identification of Staphylococcus aureus strains and Legionella pneumophila. Copyright 2020 Royal Society of Chemistry. (b) Comparative Analysis of
Machine Learning Algorithms on SERS of clinical Staphylococcus species™® (i): Schematic illustration of CNN data flow during processing SERS
spectra of Staphylococcus species. (ii): Clustering results of nine Staphylococcus species via (iii): k-means, (iv): DBSCAN, and (v): agglomerative
nesting (AGNES). Copyright 2021 Frontiers Media SA. (c) SERS-Based Odor Compass: Locating Multiple Pathogens®® (i): NMF components
determined from analyte training datasets. (ii): Cross-validation accuracy of the models used. Copyright 2019 American Chemical Society.
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human peripheral blood and metastasize to distant tissues.
CTCs can be accurately examined in vitro by cell culture,
phenotype, and genotype analysis. Hence, CTCs are important
tumor markers for clinical analysis such as early tumor diag-
nosis, postoperative evaluation, monitoring of cancer treat-
ment, and diagnosis of recurrence or metastasis. The SERS
method possesses the features of remarkable detection sensi-
tivity, a non-destructive nature, label-free detection, a quick
spectrum response, and a molecular fingerprint spectrum. In
the past decade, SERS technology serving as a bio probe has
been increasingly applied to detect circulating tumor cells due
to its unique detection advantages.>**>** In the past few years,
the detection of CTCs using SERS has been extensively studied.
Wu and co-authors developed an AuNP-MBA-rBSA-FA SERS
bioprobe for the direct detection of CTCs in blood with high
specificity and high sensitivity. The SERS peak intensity and the
number of cancer cells in the range of 5-500 cells per mL
exhibited a good linear relationship (R*> = 0.9935), indicating
that this SERS bioprobe could be applied to quantitative anal-
ysis of CTCs in human peripheral blood.*** Pang and co-workers
developed a Fe;O0,@Ag magnetic NP and Au@Ag nanorod
complex SERS bioprobe. The limit of detection for hepatocel-
lular carcinoma CTCs can reach 1 cell per mL in human
peripheral blood samples based on dual signal-enhancing
strategies.”*® Sensitivity is an important factor for CTC detec-
tion, but the feature of SERS spectral stability, biocompatibility,
and anti-interference ability should also be optimized in CTC
analysis systems.

The SERS spectra of blood cells and various tumor cells are
measured (Fig. 10a-iii) with the silver film substrate by Fang and
co-workers.?" It is found that there are significant differences in
nucleic acid-related characteristic peaks between most tumor
cells and blood cells. These spectra are classified by the feature
peak ratio method, the principal component analysis combined
with K-nearest neighbor, and residual network, which is a kind
of deep learning algorithm. The results showed that the ratio
method and PCA-kNN can only distinguish SERS spectra that
come from blood cells and some kinds of distinct tumor cells,
while the built residual network (ResNet) model can perfectly
classify SERS spectra of blood cells and all kinds of tumor cells
with an identification accuracy of 100%. The research studies
demonstrate that the silver film SERS substrate can stably
enhance the Raman scattering signal of cells, and the deep
learning algorithm can quickly and effectively identify the SERS
spectra of tumor cells and blood cells, as shown in Fig. 10a-iv
and v. Erzina and co-workers**® presented the advanced
approach for the detection of compositional changes in culture
medium arising from the metabolic activity of tumor or normal
cells (Fig. 10b). The approach combines innovative techniques
from the field of machine learning. First, the functionalized
nanoparticles, after the interaction with biosamples, were
deposited on the gold grating surface to achieve plasmonic
coupling and high SERS enhancement. Subsequently measured
SERS spectra are used as the input for advanced CNN training
and validation, while the kind of nanoparticles surface func-
tionalization serves as additional parameters, increasing the
flexibility and reliability of the method. The CNN classification
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results were then translated into sensitivity and specificity for
each cell kind and 100% accuracy in the discrimination of
tumour and normal cell's cultivation media was achieved, as
shown in Fig. 10b-vii. Such an approach is useful to make
clinical decisions rapidly and accurately possible.

5.4 ML-enabled detection of pathogens

SERS has enabled the detection of pathogens at extremely low
levels. In a typical SERS process, test targets are directly
attached to the surface of NPs to generate enhanced Raman
signals.>*® However, the exposed surface of metal nanoparticles
easily absorbs other interfering molecules, resulting in insuffi-
cient SERS signal stability.**® Pathogen detection using label-
free SERS methods is mainly accomplished by mixing noble
metal nanoparticles with bacterial cells in solution, or by
forming nanoparticle films on substrates for bacterial attach-
ment. The adsorption sites mainly include nanostructured
metal surfaces and noble metal NPs surfaces.?*>** In addition,
platforms are
also used for pathogen detection to improve SERS activity,
pathogen isolation ability, and detection speed. Despite some
progress, current methods and platforms still face challenges in
qualitative and quantitative analysis of real samples. Machine
learning has strong advantages in improving qualitative and
quantitative analysis capabilities, improving high sensitivity,
reproducibility of results, and shortening data analysis time.
Combining SERS sampling and machine learning data
analysis, Hong designed and developed a simple, fast, and
inexpensive optical sensing platform.>*® The pre-processing of
spectral measurement employed gold nanoparticle colloid
mixing with the serum from patients with colorectal cancer
(CRC) to predict the disease. Portable Raman spectrometer and
the PCA were used to determine the phenotypic variations of
fungal cells Candida albicans (C. Albicans) under the influence of
different antifungals with various mechanisms, and unknown
antifungals were predicted using the established PCA model.*”
In another study, Tang and co-workers analyzed SERS through
machine learning algorithms to discriminate bacterial patho-
gens quickly and accurately.>®® Surface-enhanced Raman spec-
troscopy combined with machine learning techniques enables
rapid discrimination between methicillin-resistant and
methicillin-sensitive = Gram-positive  Staphylococcus —aureus
strains and Gram-negative Legionella pneumophila (controls)."*®
A total of 10 methicillin-resistant S. aureus (MRSA), 3
methicillin-sensitive S. aureus (MSSA) and 6 L. pneumophila
isolates were used. The obtained spectra indicated high repro-
ducibility and repeatability with a high signal-to-noise ratio, as
shown in Fig. 11a-i. PCA, HCA, and various supervised classifi-
cation algorithms were used to discriminate both S. aureus
strains and L. pneumophila. The results indicate that SERS
combined with machine learning can be used for the detection
of antibiotic-resistant and susceptible bacteria and this tech-
nique is a very promising tool for clinical applications. Tang
and co-workers'® compared three unsupervised machine
learning methods and 10 supervised machine learning
methods, respectively, on 2752 SERS spectra from 117

the multifunctional SERS*** and microfluidic®®
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Staphylococcus strains belonging to nine clinically important
Staphylococcus species to test the capacity of different machine
learning methods for bacterial rapid differentiation and accu-
rate prediction. According to the results, density-based spatial
clustering of applications with noise (DBSCAN) showed the best
clustering capacity (Rand index 0.9733) while CNN topped all
other supervised machine learning methods as the best model
for predicting Staphylococcus species via SERS spectra (ACC
98.21%, AUC 99.93%). As shown in Fig. 11b-ii. This study shows
that machine learning methods are capable of distinguishing
closely related Staphylococcus species and therefore have great
application potential for bacterial pathogen diagnosis in clin-
ical settings. Thrift and co-workers presented the first SERS
odor compass (Fig. 11c-1).>*® Using a grid array of SERS sensors,
machine learning analysis enables reliable identification of
multiple odor sources arising from the diffusion of analytes
from one or two localized sources. Specifically, CNN and SVM
classifier models achieve over 90% accuracy for a multiple odor
source problem. This system is then used to identify the loca-
tion of an Escherichia coli biofilm via its complex signature of
volatile organic compounds. Thus, the fabricated SERS chem-
ical sensors have the needed limit of detection and quantifica-
tion for diffusion-based odor compasses. Solving the multiple
odor source problem with a passive platform opens a path
toward an Internet of things approach to monitoring toxic gases
and indoor pathogens.
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5.5 ML-enabled detection of proteins

Protein detection and identification are important for proteo-
mics and early diagnosis of various diseases. SERS is a powerful
assay that is non-destructive and non-invasive. In addition,
SERS has been used to directly detect proteins without any
Raman labels and has the property to effectively distinguish
target molecules in complex environments. Kahraman and co-
workers have proposed a sensitive and reproducible method
for label-free detection of proteins based on the self-assembly of
AgNPs and proteins on hydrophobic surfaces.>® SERS spectral
features and reproducibility were observed. The lowest detect-
able concentration was as low as 0.5 ug mL ™. To improve the
sensitivity and selectivity of immunoassays, nanostructure-
based SERS nanotags have attracted increasing attention.*¢*%
Multiplexed protein detection is also an important topic in the
field of SERS immunosensors.>*>% In addition to traditional
SERS strategies,
learning has attracted increasing attention in protein detection.

Barucci and co-workers'® performed in situ rapid and highly
sensitive analysis by label-free SERS. Then resorted to a hybrid
analytical method consisting of PCA obtained by band-fitting the
SERS spectra of protein samples. Compared to the application of
standard PCA to raw spectral data, the method succeeded in
classifying proteins excellently and preserving the biological
differences contained in their SERS spectra. The scheme is shown
in Fig. 12a-i. The field of application of this method combined

the combination of SERS with machine
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(a) Label-free SERS detection of proteins based on machine learning classification of chemostructural determinants.**® (i): Scheme of

label-free SERS detection of proteins based on machine learning classification of chemo-structural determinants. (ii): Average area intensity
values upon fitting the SERS spectra. (iii): Exemplary cross-validated PC1 vs. PC2 score plot of area intensity values. (iv): PCA loading plot. (v): PCA
explained variance. Copyright 2020 Royal Society of Chemistry. (b) Schematic diagram of COVID-19 SERS sensor design and single-virus
detection mechanism.?®’ (i): SARS-CoV-2 can be localized by “virus-traps” nanoforest composed of the oblique gold-nanoneedles array (GNAs).
Through machine learning and identification techniques, the identification standard of virus signals is established and utilized for virus diagnoses.
(ii): Schematic diagrams of single-virus detection by selectively capturing and trapping virus, and the multi-SERS enhancement mechanism.
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(ii): functionalization of BCNCs, (iii): bacteria detection assay, (iv): SERS, and v: machine-learning applications. Copyright 2020 American

Chemical Society.

with machine learning involves the detection and analysis of
proteins and can also be extended to other biomolecular species.
The expression of the S-protein in the coronavirus makes it
a marker for detecting the virus. Yang and co-workers have
developed a functionalized gold “virus-traps” nanoarray as
a novel COVID-19 SERS sensor to capture and identify viruses
with extremely high sensitivity and specificity.>*” The S protein is
specifically immobilized within a region of strong electromag-
netic field enhancement 10 nm from the nanoneedle surface,
which includes “lightning rod” and “hot spot” effects that can
enhance the highly enhanced Raman signal unique to the S
protein of the SARS-CoV-2 virus. The identification standard of
SERS signals established by machine-learning and identification
techniques has been utilized to identify simulated COVID-19
from urines with a viral load of as low as 80 copies mL ' as
short as 5 min. Viruses are captured by functionalized surfaces,
generating enhanced signals, and ancillary processes of machine
learning, as shown in Fig. 12b-ii, which is of great significance for
achieving real-time monitoring and early warning of coronavirus.

5.6 ML-enabled detection of bacteria

SERS has many advantages in particular in terms of analysis
time, sensitivity, and sample preparation, gaining tremendous

558 | Nanoscale Adv., 2023, 5, 538-570

interest in the past few years for the detection, identification,
and quantification of bacteria. There are two main approaches
to SERS analysis of bacteria: “label-free” and “label-based”
methods. The “label-free” approach is based on the detection of
bacterial Raman fingerprints. SERS studies using label-free
methods have typically focused on the analysis of pathogenic
bacteria such as Staphylococcus aureus,**®*>”° Escherichia
coli,>”**”> or Salmonella typhimurium.****”**”® SERS nanoprobes
were developed and applied for indirect detection, identifica-
tion, or quantification of bacteria with higher sensitivity, spec-
ificity, and reproducibility than label-free methods.>””*”® Thus,
in scenarios used for quantification purposes, label-based
methods are more commonly used. To date, unambiguously
observed spectral signatures in bacterial SERS spectra have
remained difficult due to overlapping signals from various
species. It is an efficient method to improve spectral classifi-
cation and shorten detection time through machine
learning.””***® Researchers propose a pathogen-classification
system combining machine learning and the SERS platform,
expressing the task as a cost-sensitive classification problem,
and taking state-of-the-art cost-sensitive classification algo-
rithms from machine learning to complete the task.*®' This
study validates the usefulness of machine learning algorithms

© 2023 The Author(s). Published by the Royal Society of Chemistry
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in building the system. Coincidentally, when using machine
learning algorithms to analyze conditioned media from bacte-
rial cultures in a complex environment, 1 ng mL™" limit of
detection of pyocyanin and robust quantification of concen-
tration cover 5 orders of magnitude can be achieved.*®*

Rapid antimicrobial susceptibility testing (AST) is an integral
tool to mitigate the unnecessary use of powerful and broad-
spectrum antibiotics that leads to the proliferation of multi-
drug-resistant bacteria. Using a sensor platform composed of
SERS sensors (Fig. 13a-i) with control of nanogap chemistry and
machine learning algorithms (Fig. 13a-ii) for analysis of complex

View Article Online
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spectral data, bacteria metabolic profiles after post-antibiotic
exposure are correlated with susceptibility. DNN models can
discriminate the responses of Escherichia coli and Pseudomonas
aeruginosa to antibiotics from untreated cells in SERS data in
10 min after antibiotic exposure with greater than 99% accuracy.
Deep learning analysis is also able to differentiate responses from
untreated cells with antibiotic dosages up to 10-fold lower than
the minimum inhibitory concentration observed in conventional
growth assays. Unsupervised Bayesian Gaussian mixture analysis
achieves 99.3% accuracy in discriminating between susceptible
versus resistant to antibiotic cultures in SERS using the extended
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Fig. 14 (a) SERS-based ssDNA composition analysis.?® (i): Experimenta

I

BC~— 8

L results of SERS spectra presenting the adenine-related peak for different

adenine concentrations in ssDNA molecules. All peaks are normalized and shifted so their Raman shifts are aligned to enhance the visibility of the
peak broadening. (ii): Comparison between the RC-predicted concentration of adenine bases in ssDNA molecules and the actual value. (iii):
Schematic description of the proposed RC architecture for SERS spectra chemical composition analysis/classification. Copyright 2022 AIP
Publishing LLC. (b) DNA discrimination from SERS database in DNN mode.?*° (i): Schematic illustration of three-layer feed-forward network for
DNA discrimination from SERS database. (ii): Target output for the vector definition of nine DNA targets. (iii): Test results of verification topologies
after training of the deep neural network and DNA mixture discrimination from the SERS database in DNN mode. (iv): Scheme of binary and
ternary mixtures of pl6, p21, and p53 (30 bp). (v): Target output for the vector definition of four DNA mixture targets. (vi): Corresponding test
results of verification topologies after training of the deep neural network. Copyright 2018 American Chemical Society.

© 2023 The Author(s). Published by the Royal Society of Chemistry Nanoscale Adv., 2023, 5, 538-570 | 559


http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d2na00608a

Open Access Article. Published on 07 de novembre 2022. Downloaded on 2/2/2026 10:34:35.

Thisarticleislicensed under a Creative Commons Attribution-NonCommercial 3.0 Unported Licence.

(cc)

Nanoscale Advances

latent space. Discriminative and generative models rapidly
provide high classification accuracy with small sets of labeled
data, which enormously reduces the amount of time needed to
validate phenotypic AST with conventional growth assays. Thus,
this work outlines a promising approach toward practical rapid
AST, the schematic diagram is shown in Fig. 13a-iii.”®** Rahman
and co-workers report the application of concanavalin A lectin-
modified Bacterial cellulose nanocrystals (BCNCs) for bacterial
isolation and label-free SERS detection of bacterial species using
Au nanoparticles (AuNPs).** The SERS spectral dataset was
analyzed using machine learning-based SVM techniques, and the
SVM classifier demonstrated high overall accuracy of 87.7% in
correctly distinguishing bacterial strains, as shown in Fig. 13b.

5.7 ML-enabled detection of DNA

In the previous study, many studies concerning label-free
detection of unmodified DNA sequences were reported,
mostly adsorbed on the surface of AgNPs or AuNPs.>®32%¢
Modifying DNA with an extrinsic Raman label or constructing
SERS nanotags is the other general approach to DNA detection,
which has much broader applications than label-free methods.
Wang and co-workers®®” presented a hairpin DNA-assisted
silicon-based SERS sensor for ultrahigh sensitivity and speci-
ficity detection of a deafness gene. This detection strategy could
efficiently discriminate deafness-causing mutations in a real
sample at the femtomolar level, a concentration about 100
times lower than that detected by conventional detection
methods. Sensitive multiplex DNA detection using SERS
biosensors is growing in popularity. SERS is an attractive
method for multiplex DNA detection because it can easily
differentiate between mixtures of fluorescent labels. Fast,
sensitive, and accurate analysis of spectral data is another
important development, and machine learning is a fascinating
solution.”®**** Dixit and co-workers give a review on the mech-
anisms of gene sequence classification using machine learning
techniques,”® which includes a brief detail on bioinformatics,
a literature survey, and key issues in DNA Sequencing using
Machine Learning. Taking advantage of the unique merits of
SERS methodology in the collection and construction of
a database (e.g., abundant intrinsic fingerprint information,
noninvasive data acquisition process, strong anti-interfering
ability, etc.). Based on SERS measurements showed changes in
the spectra of spermatozoa, suggesting DNA damage.'® In
addition, machine learning (ML) methods were used to evaluate
the performance of three classification algorithms (ANN, x-NN,
and SVM) in the identification task of the groups exposed to
difenoconazole. The results obtained by ML algorithms were
very promising with accuracy = 90% and validated the
hypothesis that exposure to difenoconazole reduces sperm
quality. More, the DNA probes, developed, target a specific
segment of the nucleocapsid phosphoprotein (N) gene of SARS-
CoV-2 with high binding efficiency.”®® cervical squamous cell
carcinoma (CSCC) detection.?*”

Nguyen and co-workers report on a room temperature
inhomogeneous broadening as a function of the increased
adenine concentration and employ this feature to develop one-
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dimensional and two-dimensional chemical composition clas-
sification models of 200 long single-stranded DNA sequences.>*®
Afterward, they develop a reservoir computing chemical
composition classification scheme of the same molecules and
demonstrate enhanced performance that does not rely on
manual feature identification, as shown in Fig. 14a-iii. Taking
advantage of the unique merits of SERS methodology in the
collection and construction of a database (e.g, abundant
intrinsic fingerprint information, noninvasive data acquisition
process, strong anti-interfering ability, etc.), herein Shi et al.>*®
set up a SERS-based database of deoxyribonucleic acid (DNA),
suitable for artificial intelligence (AI)-based sensing applica-
tions (Fig. 14b-i). The database is collected and analyzed by
silver nanoparticles (Ag NPs)-decorated silicon wafer (Ag
NPs@Si) SERS chip, followed by training with a deep neural
network (DNN). As proof-of-concept applications, three kinds of
representative tumor suppressor genes, iLe., p16, p21, and p53
fragments, are readily discriminated in a label-free manner, as
shown in Fig. 14b-iv. Prominent and reproducible SERS spectra
of these DNA molecules are collected and employed as input
data for DNN learning and training, which enables selective
discrimination of DNA target(s). The Al-based sensing method
for distinguishing single DNA targets and DNA mixtures, with
accuracy rates of 90.28 (Fig. 14b-iii) and 74.83%, respectively
(Fig. 14b-vi).

5.8 ML-enabled disease diagnosis and therapy

SERS have been used in a variety of different applications for the
detection and therapy of disease. For example, detecting the
activity of intracellular enzymes,**>** breast cancer®*?°® and
more. Chou and co-workers demonstrated the detection of the
B-amyloid peptide, which is a key component in plaques in
sufferers of Alzheimer's disease.**” Analysis of the SERS signals
found that it was possible to discriminate between the different
protein forms, in particular, a-helices could be discriminated
from p-sheets, and between the different B-sheet forms
discrimination was also possible. Having a method by which to
characterize the disease process is hugely beneficial and it could
be used as a method to monitor disease development. The rich
and diverse applications of the remarkable SERS for disease
detection are a direct result of the numerous advantages they
confer, due to their specificity of spectra. Improved robustness,
reliability of results through machine learning improved
robustness, reliability, reproducibility, and sensitivity of results
through machine learning. This technology is a major
contender to improve our ability to detect diseases.
Combining machine learning algorithms and acquired SERS
spectra to develop a brand new monitoring platform, Kazem-
zadeh and co-workers findings demonstrate the platform's
ability to effectively fingerprint and efficiently classify, for the
first time, three distinct subtypes of breast cancer EVs following
the application.**® This platform and characterization approach
will enhance the viability of EVs and nanoplasmonic sensors
towards clinical utility for breast cancer and many other appli-
cations to improve human health. Grieve and co-workers
developed a cell-free, label-free SERS approach using gold
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Fig. 16 Flow chart of machine learning-enhanced SERS (a) the formation process of the SERS database.??” (i): SEM image of captured extrinsic
Raman label on the gold-coated substrate. (ii): collecting the SERS signal using Raman spectroscopy. (iii): The concentration was quantified
intensity at 1336 cm ™. Copyright 2021 John Wiley and Sons. (b) Model categories and tools of machine learning for SERS. (c) Demo for the results

nanoparticles (nano SERS) to classify hematological malignan-
cies referenced against two control cohorts: healthy and non-
cancer cardiovascular disease.>®” A predictive model was built
using machine-learning algorithms to incorporate disease
burden scores for patients under standard treatment. Results
show linear- and quadratic-discriminant analysis distinguished

562 | Nanoscale Adv., 2023, 5, 538-570

of different algorithms (i): classification.?#® (ii): Regression.® (iii): Dimensionality.*** (iv): Clustering.**¢ Copyright 2020 Optical Society of America.

three cohorts with 69.8 and 71.4% accuracies, respectively.
Koster and co-workers using label-free SERS to demonstrate
that a dual-isolation method is necessary to isolate EVs from the
major classes of lipoprotein.* However, combining SERS anal-
ysis with machine learning-assisted classification, they show
that the disease state is the main driver of distinction between

© 2023 The Author(s). Published by the Royal Society of Chemistry
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EV samples, and is largely unaffected by choice of isolation. The
study describes a convenient SERS assay to retain accurate
diagnostic information from clinical samples by overcoming
differences in lipoprotein contamination according to the
isolation method. Shin and co-workers demonstrate an accurate
diagnosis of early-stage lung cancer, using deep learning-based
SERS of the exosomes, as shown in Fig. 15a."® Their approach
was to explore the features of cell exosomes through deep
learning and figure out the similarity in human plasma exo-
somes, without learning insufficient human data. The deep
learning model was trained with SERS signals of exosomes
derived from normal and lung cancer cell lines and could
classify them with an accuracy of 95%. In 43 patients, including
stage I and II cancer patients, the deep learning model pre-
dicted that plasma exosomes of 90.7% of patients had higher
similarity to lung cancer cell exosomes than the average of the
healthy controls. The similarity was proportional to the
progression of cancer. Notably, the model predicted lung cancer
with an area under the curve (AUC) of 0.912 for the whole cohort
and stage I patients with an AUC of 0.910. These results suggest
the great potential of the combination of exosome analysis and
deep learning as a method for early-stage liquid biopsy of lung
cancer. Karunakaran and co-workers have stepped up on
a strategic spectroscopic modality by utilizing the label-free
ultrasensitive SERS technique to generate a differential spec-
tral fingerprint for the prediction of normal (NRML), high-grade
intraepithelial lesion (HSIL) and cervical squamous cell carci-
noma (CSCC) from exfoliated cell samples of the cervix, as
shown in Fig. 15b-ii.>*** Three different approaches i.e., single-
cell, cell-pellet and extracted DNA from the oncology clinic as
confirmed by Pap test and HPV PCR were employed. Gold
nanoparticles as the SERS substrate favored the increment of
Raman intensity and exhibited signature identity for amide III/
nucleobases and carotenoid/glycogen respectively for estab-
lishing the empirical discrimination. Moreover, all the spectral
invention was subjected to chemometrics including the SVM
which furnished an average diagnostic accuracy of 94%, 74%,
and 92% in the three grades. Combining SERS read-out and
machine learning techniques in field trials promises to reduce
the incidence in low-resource countries.

The demonstration of the identification program for
machine learning-augmented SERS is shown in Fig. 16. First,
a large amount of measurement data is collected through the
SERS substrate to form a database (Fig. 16a). Then, the SERS
database provides great support for fast, sensitive, label-free,
and non-destructive molecular detection and identification
with the assistance of appropriate ML algorithms. Fig. 16b
shows several representative ML analysis results with the best
models in the corresponding application scenarios. However,
choosing an appropriate algorithm for a specific database
remains challenging. Because, with the large volumes of data
generated during SERS analysis, not all algorithms could ach-
ieve relatively high accuracy. Many machine learning algo-
rithms have not been explored, which may be appropriate for
the analysis of Raman spectra and worthy of further investiga-
tion. Most of the diagnostic treatments for diseases are based
on biomarkers, which are biological molecules produced in the

© 2023 The Author(s). Published by the Royal Society of Chemistry
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body or at the patient's site of the disease. The biomarker is an
indicator that evaluates normal biological processes, patho-
genic processes, and response to exposure or intervention.
Biomarker tests help to characterize changes in disease. Despite
the availability of approved algorithms for disease diagnosis
and treatment, however, many clinicians remain wary of ML
because they are concerned about the “black box” nature of
many ML models. While not all ML algorithms are unin-
terpretable, most ML algorithms that produce state-of-the-art
results (including deep learning) have this limitation. The
lack of interpretability of predictive models can undermine
trust in these models, especially in healthcare, where many
decisions are a matter of life and death, so clinician oversight is
essential. “If used carefully, this technology could improve
performance in health care and potentially reduce inequities”,
Ghassemi says.*'* “But if we're not actually careful, technology
could worsen care”. Finally, we list some important related work
on machine-enabled SEIRA and SERS technologies in the table
for better reference, as shown in Table S171 (ESIt).

6. Conclusions and future
perspectives

In this review, we briefly investigate and offer a glance at the
artificial intelligence-augmented surface-enhanced spectros-
copies (SEIRA and SERS) and their applications in biomedical
detection. Generally, machine learning algorithms benefit
SEIRA and SERS in four ways. First, enables the automated
design of SEIRA substrates to avoid time-consuming and
onerous design processes. Then, it helps to reduce anomalies
and artifacts and improve the ability of SEIRA/SERS to identify
and classify various analytes from their overlapping spectra.
Finally, it assists SERS/SEIRA to analyze and process data
quickly, directly, and automatically, reducing the amount of
spectral data through dimensionality reduction. Currently, as
a powerful technology, ML is well integrated into SEIRA/SERS
and allows their complex applications in biomedical detec-
tion, which is quite difficult and challenging for conventional
SERS/SEIRA technology. Furthermore, the focus of ML
combined with SEIRA is different from that with SERS. Since the
design of SEIRA substrates is complex and strongly related to
their patterns, ML has great potential to assist the automated
design of SEIRA substrates. In terms of SERS, it is widely used in
the detection of various analytes in biomedicine, so ML-enabled
SERS diagnostic technology is quite promising. Furthermore,
considering that sufficient data is required for ML models,
substrates with multi-pixel, multi-resonant, broadband, and
high-throughput characteristics are desirable for combining
ML and SEIRA/SERS.

Although machine learning has improved SEIRA and SERS
research, the introduction of algorithms still poses many chal-
lenges that require further investigation. The most critical issue is
data preparation for training, validation, and testing. First,
supervised learning algorithms are highly data-demanding. But it
is difficult for operators to obtain large sets of independent SERS
and SEIRA data. In most cases, large sets of data are obtained by

Nanoscale Adv., 2023, 5, 538-570 | 563
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repeated measures, which are not independent of each other.
Second, the generalization ability of a well-trained model is ques-
tionable. A model that performs well on one dataset may output
unsatisfactory results on another dataset due to overfitting. Finally,
the results and accuracy obtained by different algorithm models
are different. The selection and optimization of algorithms could
increase the technical difficulty and complexity of the molecular
screening process using SEIRA and SERS. Despite the challenges,
the benefits of machine learning to SEIRA and SERS outweigh the
disadvantages.

Going forward, ML-assisted SEIRA and SERS are attractive for
point-of-care testing (POCT). POCT is a medical diagnostic test
performed at the time and place of patient care. It provides rapid
test results and has the potential to improve patient care. The huge
market of POCT makes it a good choice for the practical applica-
tion and commercialization of SEIRA and SERS technologies. To
ensure the correctness of the diagnostic results, POCT has high
requirements on the stability, accuracy, and speed of the detection.
The rapid, automated and noise-reduced technological advantages
of ML can improve the performance in these aspects, thereby
representing an opportunity for the evolution of SEIRA into POCT.
In particular, portable Raman/IR spectrometers integrated with
ML algorithms can serve as powerful tools for SERS/SEIRA
substrates regarding direct signal readout, fast data processing,
and accurate decision-making. In this case, it could advance SERS/
SEIRA-based POCT towards home testing or self-testing.

All in all, ML-based SEIRA and SERS technologies have
achieved breakthroughs in the past 15 years, including auto-
mated design of complex substrates, signal processing,
decision-making, and more. However, the demand for molec-
ular diagnostics has changed dramatically in recent years, such
as demographic shifts, new infectious agents, and labor short-
ages in the healthcare industry. All of these will drive advances
in diagnostic technology, from the laboratory to the field or
POCT, manual processing to unattended operation, single-
function testing to all-in-one diagnostics,*> and more. It is
promising that SEIRA and SERS technologies embrace ML
algorithms to address challenges and move toward next-
generation molecular diagnostics.
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