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Jahn–Teller effects in initial and final states:
high-resolution X-ray absorption, photoelectron
and Auger spectroscopy of allene†
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Ludmila Leroy,d Thomas R. Barillot,d Luca Longetti, d Marcello Coreno,e
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Carbon K-edge resonant Auger spectra of gas-phase allene following excitation of the pre-edge

1s - p* transitions are presented and analysed with the support of EOM-CCSD/cc-pVTZ calculations.

X-Ray absorption (XAS), X-ray photoelectron (XPS), valence band and non-resonant Auger spectra are

also reanalysed with a series of computational approaches. The results presented demonstrate the

importance of including nuclear ensemble effects for simulating X-ray observables and as an effective

strategy for capturing Jahn–Teller effects in spectra.

1 Introduction

Molecular spectroscopy concerns the understanding of the
light-matter interactions through the interpretation of molecular
spectra. Over the years, the wealth of spectroscopic methods
available has transformed our understanding of the electronic
and nuclear structure of molecules and their associated
dynamics. Independent of the experimental technique used to
record it, a spectrum consists of features, each with an asso-
ciated position, lineshape, linewidth and intensity. While the
exact physical phenomena that contribute to the observed signal
in a spectroscopy experiment are dependent on the experimental
method used, the understanding of the way in which these
physical processes relate to the observed spectral features is
the key to describing the properties and dynamical behaviour of
the molecule of interest.

Often, establishing the relationship between molecular
properties and spectroscopic observables relies on the use of

quantum chemical models. The use of core-level spectroscopies
and X-ray methods that are ‘element selective’, by probing
transitions involving highly localised orbitals, can help circum-
vent some of the complexities associated with interpreting
congested spectra, often encountered with valence shell ionisa-
tion, with many contributing transitions. However, the accurate
modelling of X-ray observables still poses a unique set of
challenges for quantum chemical modelling.1–6 Despite these
challenges, core-level spectroscopies have been successfully used
to study a number of different reaction types7–10 including
electrocyclic ring-opening reactions,11 charge-transfer and
charge migration processes,12–14 as well as the interplay between
open-shell spin-coupling and Jahn–Teller distortion.15,16

The complementary nature of the experimental observables
means that the joint use of core-level techniques such as X-ray
absorption (XAS), X-ray photoelectron spectroscopy (XPS) and
Auger electron spectroscopy (AES) (Fig. 1) can provide a full
characterisation of the core, valence and virtual orbitals of a
molecule. Of these techniques, Auger spectroscopy, especially
when performed in resonance with an electronic transition
(Fig. 1), can recover information on core and valence electronic
structure, dissociation dynamics,17–20 the vibrational structure
of the neutral or ionised system17,21–23 and contributions of the
Renner–Teller effect24 or even interactions in solutions,25 making
AES a powerful and flexible tool for molecular spectroscopy.

The Auger process is, however, complex as it involves the
contributions of multiple decay mechanisms and associated
electronic configurations, including normal (2 hole, 2h), parti-
cipator (1 hole, 1h) and spectator (2 hole, 1 particle, 2h1p)
processes (see Fig. 1. Note, such classification is also not
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unambiguous because the final states may also have mixed 1h
and 2h1p characters).

The first attempts to build the theory of Auger decay by
Wentzel26 used a perturbative approach. The Auger decay can
be viewed as two individual steps – (i) core ionisation or
excitation and (ii) emission of the Auger electron. The initial
state with a core hole can then be treated as an electronically
metastable state (resonance) which undergoes a spontaneous
decay. A more sophisticated alternative uses the X-ray Raman
scattering theory, where the Auger electron is considered to be
scattered from the photoexcited state.3,27 Extensions of this
model include consideration of the resonant intermediate
states and the effect of direct excitation channels on the
scattering cross-sections (ref. 28 and references therein). Other
models have included the effects of the incident X-ray polarisation
on the initially populated states.29 Another class of methods is
based on the Fano-Feschbach time-independent approach30,31

which views the electronic resonances as discrete states embedded
in a continuum of states. The construction of the decay states
including the continuum part is challenging in standard electronic
structure calculations as the outgoing electron cannot be properly
represented with square-integrable functions. Existing approaches
either (i) completely neglect the continuum part (for example
methods based on electron populations analysis on a core-
ionized atom such as in ref. 32) or (ii) describe the outgoing
electron implicitly (complex absorbing potential approach,33,34

Stieltjes imaging35) or (iii) describe the outgoing electron with an
appropriate continuum orbital.36–40 All mentioned methods also
suggest that the outgoing electron is emitted from the atom that
was ionized or excited (one-center approximation) which is trouble-
some for larger molecules and in cases of charge migration. Clearly,
even though various methods have been introduced, including
highly accurate Fano-ADC approaches,41,42 the practical use and
predictive power remains limited especially for larger molecules
with complex orbital space.

In this work, we combine experiment and theory to understand
the X-ray absorption and Auger-type spectra of the smallest, odd-
numbered cumulene, allene. In its ground electronic state, allene
belongs to the D2d point group and its symmetry gives two
unusual aspects to its electronic structure. First, the molecular
orbitals of allene can be represented in terms of canonical

molecular orbitals adapted to either the mirror plane elements
(D2) or to the two rotation axes (C2v), see Fig. 2.43–46 The choice of
the molecular orbitals is completely arbitrary. If we adopt the two
rotation axes, we end up with the so called helical molecular
orbitals that span the whole length of the molecule43 and are of
interest for their role in the reactivity and physical properties of
such molecules.43–49 Secondly, after the removal of an electron,
allene exhibits a characteristic Jahn–Teller distortion along inter-
nal coordinates which can lead to bond-length changes, torsion,
or both, with recent work by Garner et al.43 suggesting the
torsional motion is energetically stabilising for the allene cation.
By combining state-of-the-art quantum chemical approaches with
the nuclear ensemble approach (NEA),50,51 that naturally captures
accurate peak positions, widths, and intensities as well as non-
Condon effects, a new analysis and decomposition of the high-
resolution XAS spectra of allene can be performed. From this, it is
possible to interpret the spectral features in resonant Auger
spectra. Overall, the present work demonstrates that simulations
based on the nuclear ensemble approach represent an accurate
and efficient tool for interpreting X-ray spectra, especially if
characteristic changes in the excited or ionized states, such as
Jahn–Teller splitting, are involved and do not require any prior
assumptions about the shapes of the potentials involved.

2 Methods
2.1 Experimental methods

All measurements were performed at the GasPhase endstation
at the Elettra Synchrotron radiation facility.52 Allene (497%,
Apollo Scientific) was introduced to the interaction region at a
pressure of B5 mbar using an effusive gas jet. For the high-
resolution XAS measurements, a monochromatised beam of
approximately 40 meV of bandwidth was scanned in steps of 10
meV across the feature of interest and absorption spectra were
recorded in total ion yield mode using a charged particle
detector placed close to the interaction region. Energy calibra-
tions were performed using carbon dioxide as a reference gas.53

Photoelectron spectra and normal and resonant Auger spectra
were recorded with a Scienta SES-200 hemispherical analyser
mounted at the magic angle (57.41) to the electric vector of the
incident light. All core–hole spectra were recorded under experi-
mental conditions so that the dominant contribution to the
lineshape would be the core–hole lifetime broadening. For the
XPS measurements, a pass energy of 20 eV and a spectrometer
entrance slit width of 0.8 mm was used to give a theoretical

Fig. 1 Schematic pictures of studied X-ray spectroscopies. (a) XPS – X-ray
photoelectron spectroscopy, (b) AES – normal (non-resonant) Auger
electron spectroscopy (2h), (c) XAS – X-ray absorption spectroscopy and
possible follow-up decay mechanisms (d) participator decay (1h) and
(e) spectator decay (2h1p).

Fig. 2 Degenerate HOMO pairs of allene adapted according to mirror
plane (left) or to rotation (right).
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spectrometer resolution of 40 meV. For the normal and resonant
Auger measurements, a 20 eV pass energy and a spectrometer
entrance slit width of 2.5 mm were used to give a theoretical
spectrometer resolution of 125 meV. Photoelectron spectra of the
argon 3s and 3p lines were measured to provide an energy
calibration of the valence band PES of allene as well as to check
the energy resolution of the spectrometer. As with the XAS
measurements, carbon dioxide was used as a reference gas for
all energy calibrations.54

2.2 Theoretical methods

Ground state structure. The ground state geometry of allene
was optimized at the MP2/aug-cc-pVTZ level. The optimized
C–C bond length is 1.309 Å and that for the C–H bond is 1.082 Å
in agreement with experimental values by Herzberg (1.308 Å
and 1.087 Å).55 The C–C–C angle is 1801, the angle between the
two CH2 groups is 901. This structure was used for subsequent
stick spectra calculations. Calculations were done in Gaussian
09 Revision A02.56

Sampling of configurational space. In contrast to the com-
monly used approach based on calculations for a single opti-
mized ground-state minimum structure, we use a nuclear
ensemble approach. The underlying idea of NEA is to perform
a sampling of the ground-state nuclear density, e.g. to generate
an ensemble of a large number of molecular geometries, and
then to calculate vertical transitions for each individual geo-
metry within the ensemble. The final spectrum is a convolution
of individual transitions by Gaussian (or Lorenzian) functions.
The advantage of this approach is that no assumption is
needed with respect to the shape or curvature of the excited
or ionized potential energy surface. Moreover, it inherently
accounts for the non-Condon effects. On the other hand,
vibronic excitations accompanying the electronic transition
are completely neglected because we have no information
about the nuclear wavefunction in an excited or ionized state.
Similar approaches have been used from the 1980s.57,58 The
formal derivation of NEA was presented in ref. 50 and 59. The
method has been successfully employed for electronic spectro-
scopy in the UV-Vis range50,51,60–65 and for valence XPS in the
liquid phase.66–68 Different protocols for ground state sampling
have also been discussed recently.51,64 In our work, we extend
the effort and investigate how NEA translates to the core levels
and XAS spectroscopies.

We performed the sampling by ab initio molecular dynamics
(MD) in the gas phase. The simulations were performed at the
B3LYP/6-31+G* level. The temperature was set to 300 K, using
the generalized Langevin equation (GLE) thermostat69,70 to
account for the nuclear quantum effects. The time step was
set to 0.5 fs and the total length of the simulation was set to
20 ps. 400 equally distanced frames from MD were used for
further calculations of all types of X-ray spectra. Note, that in NEA
the majority of generated structures lack symmetry, e.g. we used
symmetry unrestricted solutions in the ab initio calculations, yet
we sometimes use the symmetry-related nomenclature to distin-
guish the molecular orbitals. Some authors claim that relaxing the
symmetry restrictions is important for the correct description of

ionisation and excitation since it allows the so-called hole
localization.71

X-Ray spectra modelling. Valence band photoelectron spectra
were modelled within the EOM-IP-CCSD approach72–74 with the
cc-pVTZ and/or cc-pVDZ basis sets which should provide accu-
rate vertical valence ionisation energies.75 We calculated the six
lowest ionisation energies from the valence orbitals (2e, 1e, 3b2

and 4a1) for the minimum energy structure as well as for the set
of 400 geometries. The calculations were performed in Q-Chem
5.476 Each ionisation energy within NEA was Gaussian broa-
dened by a phenomenological 0.05 eV. Core-level photoelectron
spectra were calculated at various levels of theory. The vertical
core ionisation energies for the minimum energy structure were
evaluated within the Maximum Overlap Method (MOM)77 using
the CCSD(T) or LC-oPBE (o = 0.4 a�1) functional with cc-pVDZ,
cc-pVTZ or cc-pVQZ basis set on hydrogens and the cc-pCVDZ,
cc-pCVTZ or cc-pVQZ on carbon atoms (labeled as comb in
Table 1). The vertical calculations were performed also within
the core-valence separation (CVS) scheme78 which allows extend-
ing the EOM-IP-CCSD method to the core-level states (specifically,
we used the frozen core variant of CVS79 fc-CVS as implemented in
Q-Chem 5.476). We also performed benchmark calculations using
aug-cc-pVDZ, aug-cc-pVTZ, aug-cc-pVQZ and aug-cc-pCVDZ, aug-
cc-pCVTZ, aug-cc-pCVQZ and their fully decontracted variants to
study the convergence of the ionisation energies as suggested in
ref. 80. The spectra were modelled by NEA at the fc-CVS-EOM-IP-
CCSD level with the cc-pVDZ and cc-pVTZ basis sets and at the
MOM/LC-oPBE level with the cc-pVDZ or cc-pVTZ basis set on
hydrogens and the cc-pCVDZ or cc-pCVTZ basis set on the carbon
atoms. For core-level XPS we evaluated the absolute photoionisa-
tion cross sections using the Dyson orbitals calculated at the fc-
CVS-EOM-IP-CCSD/cc-pVTZ level using the ezDyson v5.0 code.81,82

Because the vibrational resolution is not accessible within NEA,
we performed also calculations of the vibronic XPS. The stick
vibronic core-level photoelectron spectrum for allene was calcu-
lated within the double-harmonic approximation available in the
ezFCF v1.1 code.82 The Franck–Condon factors (FCFs) were
evaluated as the overlaps between the initial and target vibrational
wavefunctions within the parallel normal modes approximation
as products of one-dimensional harmonic wave functions at T =
300 K. The initial and final ionized wavefunction and respective

Table 1 Vertical core-ionisation energies in eV for allene optimized at the
MP2/aug-cc-pVTZ level. Comb refers to a combined basis set – cc-pVXZ
on hydrogen atoms and cc-pCVXZ on carbon atoms

Method Central carbon Terminal carbons

Exp. 290.9 290.6
MOM/CCSD(T)/comb DZ 292.4 292.1
MOM/CCSD(T)/comb TZ 290.7 290.8
MOM/LC-oPBE/comb DZ 291.1 290.8
MOM/LC-oPBE/comb TZ 290.0 289.7
MOM/LC-oPBE/comb QZ 290.0 289.6
CVS-EOM-IP-CCSD/cc-pVTZ 291.7 291.4
CVS-EOM-IP-CCSD/aug-cc-pVTZ 291.7 291.3
CVS-EOM-IP-CCSD/u-aug-cc-pVTZ 291.5 291.1
CVS-EOM-IP-CCSD/aug-cc-pVQZ 291.5 291.1
CVS-EOM-IP-CCSD/u-aug-cc-pVQZ 291.4 291.0
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harmonic frequencies were obtained within the MOM approach at
the LC-oPBE level with cc-pVTZ basis set on the hydrogen atoms
and cc-pCVTZ on the carbon atoms. The calculations were
performed in Q-Chem 5.4.76 The obtained stick spectra were
phenomenologically broadened by 80 meV. The pre-edge X-ray
absorption spectra were modelled at the fc-CVS-EOM-EE-CCSD
level with cc-pVDZ or cc-pVTZ basis sets both for a minimum
energy structure and for a set of 400 geometries. The calculations
were performed in Q-Chem 5.4.76 Similarly to the core-level
ionisations, we performed benchmark calculations for augmented
basis set and their fully uncontracted variants. We have also
investigated a cheaper alternative, orbitally-restricted time-
dependent density functional theory (TDDFT),83,84 which we
implemented in the development version of GPU-accelerated
ab initio package TeraChem.85–88 This will allow us to study much
larger molecular systems in the future.89 The NEA spectrum was
calculated with the LC-oPBE (o = 0.4 a�1) functional with cc-pVDZ
and cc-pVTZ basis sets. The calculations were performed in
TeraChem v1.9.85–88 Each excitation energy was Gaussian broa-
dened by 0.05 eV. For the Auger spectra, we employed the classical
two-step model. Two approaches were used to estimate the Auger
rates. In the first, simpler approach (for non-resonant Auger
spectra only) we modelled the final singlet and triplet states by
means of the CAS-CI method with the cc-pVTZ basis set (the active
space included all occupied orbitals except the core–hole orbital
and one unoccupied orbital). The final kinetic energy of the Auger
electron was calculated as a difference between the experimental
core-ionisation energy and CAS-CI energies for singlet and triplet
states. The relative intensities were modeled by the approach of
Mitani et al.32 which is based on the correlation of the Auger
transition rate with the magnitude of overlaps between core and
valence molecular orbitals. The overlaps of molecular orbitals
were evaluated from the electron densities of valence molecular
orbitals of the core-ionized atom. We implemented this approach
into the development version of the TeraChem v1.9 code.85–88

In the second, more sophisticated approach, we used the Fes-
chbach–Fano approach introduced by W. Skomorowski and A. I.
Krylov39,40 in Q-Chem 5.4.76 Here the core-level Feschbach reso-
nance is modelled via the fc-CVS-EOM-IP-CCSD variant while the
final state is modelled by means of the double ionisation potential
variant (EOM-DIP-CCSD, two electrons are removed).90–92 For
resonant Auger decay, the initial states were computed by the
EOM-EE-CCSD variant with the fc-CVS prescription and the final
states were described by the EOM-IP-CCSD variant with the same
basis sets as in previous calculations. In our study, we focused
mainly on the participator decay process because we aimed to
interpret the photon energy dependent variations in the spectro-
scopic features observed with electron kinetic energies between
265–280 eV in which the participator decay is the dominant
channel.

The resonant Auger measurements were performed for 5
incident photon energies spanning the pre-edge feature. We
modelled the corresponding resonant Auger spectra using
selected geometries and with excitation energies coincident with
the experimental incident photon energy window (�45 meV; the
experimental incident photon bandwidth was 90 meV and the

theoretical excitation energies were shifted). The calculated stick
spectra were Gaussian broadened by 0.1 eV. The continuum
orbital was treated as a plane wave, which is computationally
more practical compared to a Coulomb wave orbital, even
though we may speculate that the Coulomb wave might provide
slightly better agreement with the experiment.40

3 Results

Interpretation of the resonant Auger spectra of a molecule
requires a proper description of both the core and valence
electronic structure of a molecule. In Auger decay, one possible
process is the ejection of an electron from the occupied valence
orbitals and so valence band photoelectron spectra are a useful
tool to help interpret this subset of contributions. The XPS
spectra can be used to determine core-level binding energies
and are therefore important for determining the energetics of
the Auger electrons. The XAS spectrum contains information on
the transitions that are excited in the initial step of the resonant
Auger process and therefore determine what decay processes
will then occur. First, we will present an analysis of the valence
band, XPS and XAS spectra to understand the contributions to
the final resonant Auger spectra and validate the computational
approach chosen.

3.1 Valence band photoelectron spectra

The valence band photoelectron spectrum of allene was recorded
at an incident photon energy of 65 eV (Fig. 3) and exhibits three
prominent features at binding energies below 20 eV that are

Fig. 3 Experimental (black) valence band photoemission spectra. The
blue stick spectrum represents the EOM-IP-CCSD/cc-pVTZ calculations
for the minimum energy structure. The blue line corresponds to the
spectra calculated at the same level for a set of 400 geometries within
NEA. Each ionisation energy was phenomenological Gaussian broadened
by 0.05 eV to reflect the limited number of calculated points. The
calculated spectrum is unshifted in energy and the relative intensities of
the measured and NEA calculated spectra was set to yield the best overlap.
The respective orbitals are depicted in Fig. S9 in ESI.† The single point
calculations are included to show the relative energies of the transitions
and do not contain any intensity information so have been arbitrarily set to
be equal.
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consistent with those previously reported in photoelectron
spectra recorded with He(I), He(II) and synchrotron sources
(ref. 93–95 and references therein). The first band, beginning
at 9.2 eV, has been assigned to the X̃2E state and arises
from ionisation from the 2e HOMO orbital. The orbitals are
depicted in Fig. S9 in ESI.† The band displays a characteristic
splitting due to Jahn–Teller distortion.96–98 The theoretical
study by Woywod and Domcke97 showed that this band struc-
ture could be understood in terms of the Jahn–Teller coupling
involving the n4 (b1) and the n6 (b2) antisymmetric CQC
stretching modes.

At binding energies between 14 and 17 eV, ionisation from
the 1e and 3b2 orbitals results in a complex photoelectron
band,93 attributed to the overlapping contributions from the
Ã2E and the B̃2B2 states. Several vibrational progressions asso-
ciated with the Ã2E are evident in the binding energy range
B14–15.2 eV. A detailed theoretical analysis, using a model
diabatic Hamiltonian within the linear vibronic coupling
scheme, showed that the totally symmetric vibrational mode
n2 (a1) and a single Jahn–Teller active mode n7 (b2) account for
the observed progressions.97,98 Similar vibronic structure was
observed in the absorption bands associated with Rydberg
states belong to series converging onto the Ã 2E state ionisation
threshold.99 The full photoelectron spectrum was later mod-
elled using a second-order vibronic Hamiltonian.100 The final
outer valence photoelectron band, centered around 17.6 eV, is
attributed to the (4a1)�1 C̃2A1 state.

Calculated total photoionisation cross sections for the mini-
mum energy structure are included in the Table S2 in ESI.† The
intensity can be also estimated based on the norms of Dyson
orbitals. The Dyson norms are provided in Table S3 in ESI.† The
norms are almost equal for all valence band ionisations. For
nuclear ensemble calculations, we assume that the intensity is
equal for all ionisations, the spectra are constructed as an
energy histogram.

In the NEA approach, it is assumed that the ground state
nuclear density determines the spectral shape. If this hypoth-
esis is fulfilled, NEA provides an accurate envelope of the peaks,
though features originating from vibronic progressions will be
missing. The geometric effects from the Jahn–Teller distortion
are well captured, as is demonstrated in Fig. 3. The combination
of an accurate electronic structure method (EOM-IP-CCSD with a
cc-pVTZ basis set) and NEA provides accurate peak positions
for the first feature at 9.7 eV and the weaker shoulder at 10.31 eV,
and reproduces the experimentally observed peak widths.
Moreover, via sampling of ground state configurational space
it naturally captures the double peak character of the X̃2E band.
The peak position and large width of the Ã2E/B̃2B2 feature is also
in a very good agreement with the experiment. The peak position
and the width of the spectral feature corresponding to the
ionisation from the 4a1 orbital is in excellent agreement with
the experiment.

For further interpretation of the Auger spectra, it is impor-
tant to stress that the key spectral features are relatively broad
and that ionized allene exhibits Jahn–Teller splitting which is
accurately captured within NEA.

3.2 X-Ray photoelectron spectra

The minimum energy structure for allene has two non-equivalent
carbon environments, one on the central carbon and the other on
the two terminal carbons. A typical core-shell XPS spectrum has
several characteristics: (i) line positions which reflect the chemical
environment of the atom that has been ionised, (ii) a line shape
which reflects the core–hole relaxation dynamics and (iii) vibronic
structure which reflects the change in geometry after ionisation.
The experimental XPS spectrum (Fig. 4) of allene shows signifi-
cantly more structure than expected from two photoelectron
peaks associated with the central and terminal carbon environ-
ments. This additional complexity indicates the possible presence
of vibronic progressions in the spectrum.

The CCSD(T), LC-oPBE or CVS-EOM-IP-CCSD calculated
core-binding energies are presented in Table 1 for the minimal
geometry and in Table S4 in ESI.† The electronic configurations
of the lowest energy 1s orbitals are (1a1)2(1b2)2(2a1)2. The lowest
energy orbital (1a1)2 is localized on the central carbon atom,
while the two (1b2)2(2a1)2 orbitals are localized on the terminal
carbons and are degenerate. The estimated energy difference
between the first and second core ionisation energies is 0.3 eV,
which is in agreement with the experimental value of 0.3 eV.
Note, that the MOM/CCSD(T) with the triple-zeta quality basis
set provides remarkably accurate results on the absolute scale,
with a difference between the calculated and experimental
energies being less than 0.2 eV. Also note, that fully uncon-
tracted basis sets have a very good performance and provide a
cost-effective approach to larger basis sets, see Table S4 in ESI.†

The spectra simulated by NEA are shown in Fig. 4(a). The
relative positions of the peaks at 290.9 and 290.6 eV obtained at both
the fc-CVS-EOM-IP-CCSD and MOM/LC-oPBE levels are accurate,
although the peak widths are slightly broader. The peak attributed to
the terminal carbons (maximum at 290.9 eV) is composed of two
overlapping peaks that are 0.15 eV apart, e.g. a small splitting is
observed. This small splitting is probably a result of lifted symmetry
and may be also partially caused by incomplete sampling of the
ground state nuclear density. In this case, NEA provides an accurate
but incomplete picture due to the absence of vibronic transitions.

The double-harmonic parallel approximation was used to
model the vibronic XPS spectrum. The optimized geometries
are provided in ESI,† Table S6. While ionisation of the core
orbitals of the central carbon atom keeps the molecular sym-
metry, ionisation of one of the terminal carbons leads to
symmetry breaking via C–C bond alternation. The simulated
spectrum is provided in Fig. 4(b). As can be inferred from the
figure, the peak positions are well reproduced and the vibronic
model predicts shoulders at 290.77 eV (in the case of the
terminal carbons ionisation) and two shoulders at 291.03 eV
and 291.18 eV (in the case of the central carbon ionisation) in
agreement with the experiment. The shoulders can be attrib-
uted to the n9 and n10 modes (see Table S7 in ESI†).

By understanding the contributions to the overall spectral
shape and being able to identify the origins of the vibronic
progressions, experimental ionisation energies of 290.9 and
290.6 eV can be extracted for the central and terminal carbon
environments respectively.
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The key observations which are useful for the interpretation
of Auger spectra are the peak assignments obtained from our
calculations. We have shown that the binding energies of the
peaks corresponding to the terminal and core carbon atoms are
B0.3 eV apart and that the rest of the complex spectral
envelope probably corresponds to vibrational excitations.

3.3 X-Ray absorption spectra

The pre-edge absorption features of allene show a complex line
shape, with the most intense region centred at 285.2 eV and a
series of irregularly spaced, weaker features (Fig. 5). Previous
electron energy loss measurements101 had attributed the fea-
ture to a combination of two overlapping 1s - p* transitions,
though from the limitations of the resolution of the electron
energy loss spectra and available XPS measurements it was
unclear as to whether the energetic separation of the transitions

arose from a difference in the energy of the initial core–hole
states (0.3 eV based on the XPS measurements) on the central
and terminal carbons or the final p* states, as both are expected
to be degenerate.102

The theoretical spectra modelled for the minimum energy
structure are presented in Fig. S11 in ESI† at the CVS-EOM-EE-
CCSD and TDDFT levels. If we use the conventional picture
(orbitals are depicted in Fig. 2), the two degenerate lowest-
energy transitions correspond to the excitations from the
degenerate (1b2)2 (2a1)2 core orbitals localized on the terminal
carbons to the pair of unoccupied LUMO p* orbitals of 3e
symmetry. The two degenerate transitions corresponding to the
excitations from the (1a1)2 localized on the central carbon to the
pair of LUMO p* orbitals reflect the energy difference between
the initial core–hole states (B0.3 eV, see Table 1). The natural
transition orbitals corresponding to the excitations at the CVS-
EOM-CCSD/cc-pVTZ level are depicted in Fig. S10 in ESI.† The
intensities of transitions in terms of oscillator strengths are
approximately the same for all transitions at both the CVS-
EOM-EE-CCSD and TDDFT levels. The modelled spectra exhibit
only one broad peak arising from convolution of the individual
transitions. The transitions at B287 eV with significantly less
intensity correspond to the transitions from the degenerate

Fig. 4 Panel (a) X-ray photoelectron spectra. The black line shows the
experiment, the blue line corresponds to the spectra simulated within NEA
at the CVS-EOM-CCSD level. Dashed lines show decomposition of the
peak to individual ionisations. Each point was Gaussian broadened by
0.05 eV. The theoretical spectra were shifted by 0.85 eV towards higher
energies to match the experiment. Panel (b) vibronic X-ray photoelectron
spectra. The black line shows the experiment, the blue line shows the
spectrum calculated at the MOM/LC-oPBE/comb TZ in a double-
harmonic parallel normal mode approximation at T = 300 K. The most
intense 0 - 0 transition was shifted to match the experimentally observed
values of 290.88 eV for the central carbon atom and 290.61 eV for terminal
carbon atoms. The stick spectra were broadened by 0.1 eV, the intensity of
spectra for central and terminal carbons is 1 : 2 (dashed lines). The dashed
lines corresponds to vibronic spectra of ionisation of the terminal and
central carbons.

Fig. 5 Pre-edge X-ray absorption spectra. The black line shows the
experiment. In panel (a) the blue line represents the spectrum calculated
at the CVS-EOM-EE-CCSD/cc-pVTZ level for a set of 400 geometries
within NEA. Dashed lines show the decomposition of the spectrum to
individual electronic transitions (the assignment is discussed in the text).
Panel (b) shows the calculated XAS for the minimum structure at the same
level of theory as (a). A phenomenological Gaussian broadening of 0.8 eV
has been applied for comparison to experiment.
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(1b2)2(2a1)2 orbitals of the terminal carbons to the perpendi-
cular unoccupied LUMO p* orbitals. We can conclude that the
spectral shape is not correctly described using only the mini-
mum energy structure because the spectral feature at 286 eV is
not reproduced.

As in the case of valence band photoelectron spectra, using a
NEA approach to model the XAS spectrum may be more useful
(Fig. 5 at the CVS-EOM-EE-CCSD or Fig. S11 at the TDDFT level
in ESI†). With the inclusion of the NEA, the shape of the broad
band and a shoulder at 286 eV are in very good agreement with
the experiment and can be decomposed into the contributions
from individual transitions. The transitions are labelled as
(according to the dominant contribution; the transitions are,
however, heavily mixed) 1: terminal 1s(1) - LUMO, 2: central
1s - LUMO, 3: terminal 1s(2) - LUMO and LUMO+1, 4: central
1s - LUMO+1 and more diffuse LUMO+2 and LUMO+3, 5:
terminal 1s(1) - LUMO and LUMO+1, 6: terminal 1s(2) -

LUMO and LUMO+1. For structures generated within NEA,
neither the core orbitals of the terminal carbons nor the pair
of LUMO orbitals are degenerate (see Fig. 6); we assign (1) to the
lowest-energy core orbital and (2) to the second lowest-energy
orbital. The typical observed shape of LUMOs is helical (see
Fig. 6). As in the case of valence photoelectron spectra, we may
assume that reduction of symmetry leads to the Jahn–Teller
splitting of the electronic states. As a result, we may observe a
convolution of four peaks instead of two peaks (as is calculated
for a minimum energy structure, see Fig. 5 which gives rise to the
observed spectral shape). Since via NEA it is impossible to assign
particular vibrational modes involved in Jahn–Teller splitting, we
calculated energy profiles along the normal coordinates; the
profiles are provided in Fig. S12 in ESI.† The figure shows that
particularly the mode n7 (b2) is involved. The NEA approach also
captures the non-Franck–Condon effects; the magnitude of the
effect is shown in Fig. S13 (ESI†). In the case of allene, non-
Condon effects are minor and do not affect the overall shape of
the spectrum.

The suggested assignment is especially important with respect
to the interpretation of the resonant Auger spectra. The overall
structure is clearly a superposition of transitions from the core
orbitals of the terminal and central carbon atoms and based on

the simulations, we assume that the shoulder at 286 eV arises
from Jahn–Teller splitting and not from a vibrational progression.

3.4 Non-resonant Auger spectra

The non-resonant Auger spectrum of allene recorded at an
incident photon energy of 400 eV is shown in Fig. 7. The
spectrum has not been corrected for the electron scattering
background. The spectrum has two intense features at high
kinetic energies at B262 eV and B257 eV, together with several
overlapping features towards lower kinetic energies. Since,
during the Auger decay, one electron fills the core hole and
another electron is ejected from a valence orbital, the spectra
reflect the energetic separation between the peaks in the
valence photoelectron spectra (the separation between the X̃
and Ã bands (Fig. 3) is B4.8 eV and between the Ã/B̃ and C̃
bands is 2.3 eV). The recorded spectral features are relatively
broad and do not show any vibrational progressions.

The spectra modelled using the EOM-CC formalism for the
minimum energy structure and within the NEA approach are
presented in Fig. 7(a). The high-energy peak at B261 eV

Fig. 6 Molecular orbitals involved in the pre-edge absorption spectra.
Symmetry adapted orbitals of the minimal geometry (left) and typical core
and helical orbitals in structures generated within NEA (right).

Fig. 7 Non-resonant Auger spectra. The black line shows the experiment
recorded at an incident photon energy of 400 eV. In panel (a) the blue line
corresponds to the spectrum calculated at the EOM-CC/cc-pVTZ level
within the NEA approach. The dashed line corresponds to the convolution
of the stick spectrum for the minimum structure. Both calculated spectra
have been shifted by �0.8 eV to match the experiment. Panel (b) the blue
line corresponds to the spectrum simulated at the CAS-CI/cc-pVTZ level
with two-hole population analysis with a shift of 1.22 eV. The dashed lines
show the decomposition of the spectrum into the contributions from the
two core holes.
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corresponds to the situation where an electron is ejected either
from the terminal or central carbon 1s core orbital (e.g. con-
tributions from multiple ionisations are involved as we showed
previously) and the final dicationic (2h) states involve the pair
of HOMO and HOMO�1 (in the case of NEA, degenerate 2e
HOMO for the minimum energy structure). The second peak
at B257 eV corresponds to the final states in which both
HOMO�2 and HOMO�3 (in the case of NEA, 1e and 3b2 for
the minimum energy structure) are involved, which may
explain both higher intensity and relative broadness of the
peak. The calculations suggest that the broad peak centered at
B251 eV also involves the lower lying valence orbital HOMO�5
(4a1). The broad peaks centered at B246 and B242 eV corre-
spond to the final states in which the holes are localized in the
3b2, 4a1 or 2b2 orbitals. Due to technical reasons the calcula-
tions of final dicationic states involving inner-valence orbitals
were not possible. Note that the Auger spectrum of allene is
rather congested; the lines are broadened due to the finite
core–hole lifetimes, multiple core–hole initial states are pre-
pared by the incident radiation, and a large number of final
states contribute to the overall shape of the spectrum. On the
other hand, the vibrational progressions are smeared out and
in this case NEA can provide a very accurate spectral envelope.
As can be inferred from Fig. 7, the theoretical widths are in an
excellent agreement with the experiment.

The spectrum simulated by NEA and two-hole population
analysis, based on the CAS-CI wavefunction, provides a similar
picture (Fig. 7b), yet the agreement with the experiment is less
convincing. The first peak in which the final holes are localized
in the pair of the HOMO orbitals (2e) shows a complex structure
and is shifted towards higher kinetic energies. The complex
feature centered at B257 eV involves final states with holes
localized in HOMO�5 (4a1, for comparison, these dicationic
states were predicted by EOM-CCSD calculations to contribute to
the peak centered at B251 eV). The lower energy peaks are due
to the final states with two holes in lower-lying valence orbitals.
The energy region between 220 and 235 eV is due to the states
with the holes in the more strongly bound inner-valence orbitals.
Clearly, the two-hole population analysis may serve as a first
estimate of the spectrum, more accurate methods, however,
should be used to correctly assign the individual contributions.

3.5 Resonant Auger spectra

With an understanding of the character and nature of the
transitions contributing to the pre-edge XAS feature, it is now
possible to interpret the resonant Auger spectrum of allene.
Resonant Auger spectra have been recorded with an incident
photon bandwidth of 90 meV at five photon energies, 285.02,
285.32, 285.56, 285.94, 286.54 eV (Fig. 8). The overall shape of the
Auger spectra recorded for photon energies o286 eV are reason-
ably similar and consistent with those previously recorded over a
smaller kinetic energy range.103 The spectrum recorded at hn =
286.54 eV shows the most pronounced differences, particularly
on the highest kinetic energy features, and a very different
overall intensity profile. The reduced absorption cross-section

at 286.54 eV means the signal-to-background levels in the Auger
spectrum are significantly lower.

At the high-energy tail of the spectra (B275 eV), there
appears a sharp and intense spectral feature. As the photon
energy is increased from 285.02 to 285.32 eV the sharp band
broadens. On reaching higher excitation energies (285.56 and
286.94 eV) a shoulder, which is approximately a third of the
intensity of the sharp feature, appears on the high-kinetic
energy side. This spectral feature should correspond to the
final states in which the hole is localized in one of the HOMO
orbitals although only the spectrum at hn = 286.54 eV shows the
distinctive Jahn–Teller splitting seen in the X̃2E state.

In the range of 267–271 eV, there are two distinct spectral
features for photon energies of 285.02, 285.32, 285.56 and
285.94 eV. The intensity of the features clearly changes with
the excitation energy. While for the lowest excitation energy of
285.02 eV, the lower-energy feature is more intense and the

Fig. 8 Resonant Auger spectra. The left panel shows the XAS spectrum,
the lines show energies at which the resonant Auger spectra were
measured: 285.02, 285.32, 285.56, 285.94, 286.54 eV. The right panel
shows individual resonant Auger spectra. Light blue line corresponds to
the calculations at the EOM-CC/cc-pVTZ level for a set of structures with
appropriate electronic transition energies (within 90 meV range).
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higher-energy peak is a shoulder, for excitation energies of
285.32 and 285.56 eV the intensities level off and for 285.94 eV,
the higher-energy peak is more intense. According to the
valence band photoemission spectra, the peaks arise from the
decay processes leading to ionisation from the valence pair of
HOMO�2 and HOMO�3 orbitals (1e), HOMO�4 (3b2) and
HOMO�5 (4a1) orbitals.

The decay of core excited states, leading to ions with holes in
their valence shells, may occur through participator or specta-
tor Auger processes.104 In a participator Auger decay, which is
equivalent to autoionisation, the excited electron takes part in
the decay. Either a valence electron fills the inner hole and the
excited electron is ejected, or the excited electron fills the hole
and an electron is ejected from one of the valence orbitals. The
end result is the formation of a one-hole ionic state.

In a spectator Auger decay, the excited electron remains as a
spectator during the decay. A valence electron fills the inner
hole, and an electron is ejected from one of the valence orbitals.
Such processes lead to the formation of two-hole-one-particle-
excited (2h1p) satellite states. The binding energies of these
satellites are normally higher than those associated with the
single hole states. Although 2h1p states may be formed through
direct ionisation from the molecular ground state, the cross
section for such processes is usually small. Spectator decay may
enhance the population of satellite states, as well as affecting
the photoionisation dynamics.

The simulations of the resonant Auger spectra were per-
formed at five photon energies to match the regions of the XAS
spectrum covered in the experiment: 285.47, 285.77, 286.01,
286.22 (the peak maximum of the shoulder), 287.47 eV (the
peak maximum). The resonance energies in the calculations
were shifted compared to the experimental values; the value of
0.45 eV mirrors the difference between the position of the max-
imum in the XAS experimental spectrum and in the EOM-EE-
CCSD/cc-pVTZ theoretical spectrum. It is important to mention
that it is not possible to accurately model the resonant Auger
spectra using only the minimum energy structure because the
individual excitation energies do not necessarily correspond to
energy regions covered by the experimental photon bandwidth.
In the calculations, we aimed to interpret the high-kinetic
energy tail of the resonant spectrum (the energy range between
265–275 eV). We considered only the participator process
leading to the final 1h states which should be dominant in
this energy region.

The first feature at B275 eV exhibits a double peak struc-
ture. The calculated intensities and peak spacing, however, vary
for the five photon energies. For the photon energies of 285.02
and 285.32 eV (285.47, 285.77 eV in theory), the higher-energy
feature is more intense. For the photon energies of 285.56 and
285.94 eV (286.01 and 286.22 eV in theory), the opposite trend is
observed. The spacing between the peaks varies, and for the
four photon energies it is 0.9, 0.5, 0.3 and 0.3 eV. Simulations
confirmed that the peaks arise from the decay leading to states
with a hole in the pair of HOMO orbitals (2e). The expected
Jahn–Teller splitting is also observed. The interpretation of
intensity changes is rather complex because it is affected not

only by the overlap of the initial and final states but also
changes with geometry. Generally, we observed that the inten-
sity of the higher-energy peak is lower if the initial state
involves excitations from the central carbon atom, while if
the excitation is from the terminal carbons, the intensity of
the higher-energy tail is higher. The calculated lineshapes and
their incident photon energy dependence is overall in good
agreement with the experimentally observed trends.

For the second and third peaks in the energy range between
265–275 eV, the calculations confirmed the experimental
assignment. The final 1h states corresponding to the higher-
energy peak have a hole localized in the pair of HOMO�2 and
HOMO�3 (1e) and HOMO�4 (3b2), while the states corres-
ponding to the lower-energy peak have the hole in the
HOMO�5 (4a1) orbital. As in the valence band photoelectron
spectrum, it is not possible to distinguish individual peaks
corresponding to the states with a hole in the pair of HOMO�2
and HOMO�3 (1e) and HOMO�4 (3b2). It is also difficult to
disentangle the varying intensity of this spectral feature
because it is a superposition of three contributions and each
contribution has a different dependency on the geometrical
parameters.

As already discussed, it seems likely that spectator Auger
decay, which is not included in the theoretical simulation, affects
the final states formed in this energy region. The resonantly
excited Auger spectra recorded at photon energies of 285.02,
285.32, 285.56 and 285.94 eV, all involving the C1s - p* transi-
tion, are plotted in Fig. S16 (ESI†). The kinetic energies of the
individual spectra have been shifted slightly so that the peak
around 274 eV in each spectrum, due to formation of the X̃2E
state, aligns. The (kinetic energy shifted) valence shell photoelec-
tron spectrum recorded at a photon energy of 65 eV has also been
plotted in Fig. S16 (ESI†). These spectra show that participator
Auger decay results in the formation of the X̃2E, Ã2E/B̃2B2, and
possibly the C̃2A1 single hole valence states. The additional
intensity observed between the peaks associated with the Ã2 E/
B̃2B2 and the C̃2A1 states is most likely due to a spectator Auger
decay, forming a 2h1p satellite state, where the excited electron
remains in the p* orbital. Energetic considerations suggest that
this 2h1p satellite corresponds to the configuration in which one
electron from the 2e orbital has been ejected and another from
the same orbital has been excited into the p* orbital. The next
peak in the resonantly excited spectra, occurring at an electron
kinetic energy around 264 eV, probably corresponds to a 2h1p
satellite having a configuration with a hole in the 2e orbital
together with another hole in the 1e orbital, with one of these
electrons being ejected and the other excited into the p* orbital.

The non-resonantly excited Auger spectrum is plotted in
Fig. S17 (ESI†), together with the resonantly excited Auger spectra
whose kinetic energies have been shifted to lower energy by
B7.6 eV so that the peaks at energies below B260 eV approxi-
mately align. In a non-resonant Auger spectrum, the peaks arise
from transitions into two-hole (2h) final states. For resonant
excitation with the initially excited electron remaining as a
spectator to the subsequent decay, the peaks in the Auger
spectrum are due to transitions into 2h1p states. In this case,
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the resonantly excited Auger spectrum generally resembles the
non-resonantly excited spectrum, but the corresponding
features are shifted to higher kinetic energy by several eV. This
shift is due to the shielding provided by the electron in the
excited orbital. For the spectra plotted in Fig. S17 (ESI†), this
excited orbital corresponds to the p* orbital. The shift we
observe for the resonantly excited (C1s - p*) spectra in allene
(B7.6 eV) is significantly larger than that (B4 eV) measured for
the resonantly excited (C1s - s*) spectra in CH3I.105

Overall, the general agreement of the calculated resonant
Auger spectra with experiment is satisfactory; the peak posi-
tions and widths are very well reproduced with a good estimate
of the relative peak intensities. For some incident photon
energies, such as 285.94 eV (286.22 eV in theory), the relative
peak intensities are not so well reproduced, and further work is
required to fully understand the factors influencing the inten-
sity distributions. The discrepancy may be due to the fact, that
the calculations predict high intensity for the peak corres-
ponding to the initial state involving excitations of the central
carbon atom and final states with a hole in the HOMO�5
orbitals (4a1). We may speculate that the observed varying
intensities reflect different contributions of the terminal and
central carbon atoms to the valence band and LUMO and
LUMO+1 orbitals (higher contribution results in higher inten-
sity) or that the sharpness of the peak reflects the shape of the
excited-state potential surface.

4 Conclusions

We report a characterisation of the valence and core electronic
structure of allene using a number of core-level spectroscopic
techniques. The experimental findings were accompanied by
theoretical simulations based on nuclear ensemble methods.
We demonstrate that NEA represents a useful tool for spectra
simulation which allows us to reproduce the spectral shape
without any previous assumptions for the excited or ionized
potential energy surfaces. We also show the magnitude of non-
Condon effects. Our work demonstrates a tractable quantum
chemical approach which can be extended to the calculation of
features in resonant Auger spectra and can be used for more
complex polyatomic systems where many methods struggle due
to the number of possible electronic configurations involved or
extreme computational demands. This is an incredibly impor-
tant development for the viability of resonant Auger spectro-
scopy and its time resolved variant as a tool for chemical
dynamics. The good levels of agreement with the valence
contributions to the resonant Auger spectra measured in this
work show the promise of such an approach and also further
demonstrates the limitation of using single-point calculations
on minimum energy structures for simulating experimental
observables in polyatomic systems. We emphasise as well that,
without the correct assignment of the individual transitions in
the XAS spectrum within NEA, the interpretation of the signals
observed in the resonant Auger experiments would be
impossible.
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Comput., 2015, 11, 3234–3244.
61 W. Zeng, S. Gong, C. Zhong and C. Yang, J. Phys. Chem. C,

2019, 123, 10081–10086.
62 B. N. Frandsen, S. Farahani, E. Vogt, J. R. Lane and

H. G. Kjaergaard, J. Phys. Chem. A, 2020, 124, 7047–7059.
63 C. Wiebeler, F. Plasser, G. J. Hedley, A. Ruseckas,

I. D. Samuel and S. Schumacher, J. Phys. Chem. Lett.,
2017, 8, 1086–1092.
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