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coformer-dependent photoluminescence in
molecular crystals†

Xibo Feng,* Axel D. Becke and Erin R. Johnson

Polymorph- and coformer-dependent photoluminescence (PL) are among the variety of novel solid-state

PL phenomena recently observed in many molecular crystals. They are of particular research interest due

to their direct connections to two heavily investigated topics in crystal engineering: polymorphism and

cocrystallization. Herein, we apply a novel computational methodology, initially proposed and successfully

applied in our previous investigation of piezochromism, to theoretical modeling of the polymorph- and

coformer-dependent PL in the well-known ROY polymorphs and the recently synthesized

9-acetylanthracene (9-ACA) cocrystals, respectively. Our methodology offers satisfactory prediction of the

experimentally observed color zoning for the ROY polymorphs and provides good qualitative and

quantitative accuracy for the emission (fluorescence) energies of the 9-ACA cocrystals, although the results

in both cases may be adversely affected by delocalization error in the density-functional methods

employed. While the polymorph-dependent PL in ROY is found to be controlled by the intramolecular

geometry, modeling of the periodic crystal environment is necessary for accurate prediction of the

coformer-dependent PL in the 9-ACA cocrystals, which is driven by charge transfer.

1 Introduction

Solid-state materials displaying photoluminescence (PL) have
garnered significant research attention due to their wide
range of potential applications in manufacture of solar
cells,1,2 fluorescent sensors,3–5 and organic light-emitting
diodes (OLEDs).6–8 Recent experimental works have
discovered a variety of novel solid-state PL properties in many
crystalline systems, including polymorph-dependency,9–11

coformer-dependency,12,13 PL response to applied pressure
(piezochromism),14–16 and PL response to temperature
(thermochromism).11,17 Since polymorphism and cocrystal
formation are two intensively investigated aspects of crystal
engineering, which are critically relevant to the discovery and
manufacture of pharmaceuticals, molecular crystals
displaying polymorph- or coformer-dependent PL are
particularly intriguing. Consistent with many other novel
solid-state PL phenomena, intermolecular interactions within
the crystal lattice are thought to play a subtle, yet potentially
critical, role in polymorph- and coformer-dependent PL.

Computationally modeling polymorph- and coformer-
dependent PL is of high theoretical interest, as periodic-
boundary calculations can potentially unveil their
mechanistic origin, and may also serve as a screening tool to
optimize properties of candidate photoluminescent
materials. Yet, such an endeavor also presents a great
theoretical challenge, as the cost of wavefunction-based,
correlated excited-state methods would be prohibitive in the
molecular crystal context. Meanwhile, until very recently,
successes in developing efficient time-dependent density-
functional theory (TD-DFT) algorithms for periodic-boundary
calculations18–20 have been scarce. Another potential
alternative is the quantum-mechanics/molecular-mechanics
(QM/MM) embedding scheme,21,22 where a MM cluster
mimicking the crystalline environment could be built around
a QM core on which the excitation is localized. However, the
QM/MM scheme is not without its own shortcomings as it
neglects Pauli repulsion between the QM and MM
subsystems, leading to the unphysical penetration of the QM-
electron density into the MM subsystem.23 Artificial
accumulation of QM-electronic charge is also found at the
QM/MM boundary, in cases where there exists an extensive
H-bond network.24

We recently developed a novel and cost-efficient
computational scheme to predict first-singlet excitation
energies for molecular solids.25 Our methodology combines
isolated-molecule and dispersion-corrected periodic-boundary
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DFT calculations, and incorporates Becke's virial exciton
model26 to entirely bypass conventional excited-state methods.
The virial exciton model has the advantage of computational
simplicity, while also eliminating errors seen with TD-DFT for
charge-transfer excitations.27 We previously applied this
methodology to modeling the piezochromic behaviors of a
selection of molecular crystals,25 and achieved general success
in both cost-efficiency and predictive capability. In this work,
we employ the same methodology to model the polymorph-
and coformer-dependent PL in selected molecular crystals.

The best-known example of polymorph-dependent PL is the
plethora of polymorphic crystals of 5-methyl-2-[(2-nitrophenyl)
amino]-3-thiophenecarbonitrile (Fig. 1). This compound is
better known as ROY due to the various colors ranging from
red to orange to yellow displayed by its polymorphs.10 Herein,
we model the absorption of a series of 8 ROY polymorphs
whose crystallographic structures have been hitherto
archived.28 The experimental absorbance data for the
investigated ROY polymorphs are summarized in Table 1. For
coformer-dependent PL, we select a group of 4 cocrystals
formed between 9-acetylanthracene (9-ACA) and each of 4
coformers (Fig. 2). These 9-ACA cocrystals were found to display
coformer-dependency in their emission (fluorescence)
wavelengths, with their emission colors ranging from blue to
green under UV light.13 Their experimental emission data are
summarized in Table 2. As the results will indicate, our
methodology once again achieves qualitative to semi-
quantitative success in predicting the polymorph- and
coformer-dependent PL, demonstrating excellent transferability
between a variety of solid-state PL problems.

2 Computational methods

Initial geometries of all molecular crystals were obtained
from the Cambridge Crystallographic Data Centre (CCDC).30

The atomic positions and cell parameters were fully relaxed
using periodic-boundary DFT calculations. We employed the
projector augmented-wave method31 and the B86bPBE
functional32,33 paired with the exchange-hole dipole moment
(XDM) dispersion correction,34–36 using the Quantum
ESPRESSO (QE) program.37 The well-converged 2 × 2 × 2

Monkhorst–Pack38 k-point mesh and planewave cutoff values
of 800 and 80 Ry for the kinetic energy and electron density,
respectively, were used. All PAW datasets were generated via
the “atomic” code by Dal Corso.39

Following geometry relaxation, absorption and emission
energies were computed using the same multi-step approach
used in our previous work modeling piezochromism,25 which
combines spin-polarized calculations on the target molecular
crystals and on excised gas-phase molecules. For absorption,
a single-point energy calculation is performed on the crystal
using constrained magnetization to model the first excited
triplet state (T1). The initial magnetic bias is applied to a
single molecule to localize the excitation. For emission, the
atomic positions of this T1 state are relaxed, although the
lattice constants are kept fixed at their ground-state values.

To obtain the absorption and emission energies for the first
singlet excited state (S1), a correction term obtained from
Becke's virial exciton model26 is applied to the T1 energy. This
correction corresponds to the S1–T1 gap for a single molecule,
excised from the relaxed crystal structure. The S1–T1 gap is
given by the two-electron exchange integral, H12 (denoted as Kif
in ref. 26), computed from the two singly occupied HOMO and
LUMO orbitals of the molecular T1 state:

H12 ¼ ϕa 1ð Þϕb 2ð Þ 1
r12

����
����ϕa 2ð Þϕb 1ð Þ

� �
: (1)

Thus, for a finite-molecule calculation, the S1 excitation energy
from the virial exciton model is

ΔEmol
0S = ΔEmol

0T + Hmol
12 . (2)

Gas-phase calculations on the molecular moieties were
performed with the Gaussian 09 (G09) program, using the
B3LYP functional40 and the cc-pVDZ basis set.41 The BH&HLYP
functional42 was used in the θthio-scanning calculations on the
ROY molecule, due to restricted open-shell convergence issues
with the B3LYP functional. The molecular geometries were
taken from the relaxed crystal structures for either the S0 or T1
states, for absorption or emission, respectively. In both cases,
single-point restricted open-shell calculations were used to
model the T1 states and obtain the wavefunctions of the frontier
orbitals. An in-house program, which employs the numerical
integration method of Becke and Dickson,43 was used to
calculate the H12 integrals.

It is assumed that the total electron densities of the T1
and S1 states are very similarly affected by the surrounding
crystalline environment, so that the single-molecule H12 value
is a good approximation to the S1–T1 energy gap of the
molecular crystal. Thus, the singlet excitation energy in the
crystal can be written as

ΔEcryst0S = ΔEcryst0T + Hmol
12 . (3)

Here ΔEcryst0T is the T1 excitation energy, computed from
periodic-boundary DFT, and Hmol

12 is the S1–T1 gap from the
finite-molecule calculation.

Fig. 1 Molecular structure of 5-methyl-2-[(2-nitrophenyl)amino]-3-
thiophenecarbonitrile, commonly known as ROY due to the colors of
its various polymorphic molecular crystals. A correlation exists
between the colors of the ROY polymorphs and the internal rotation
angle θthio.

CrystEngComm Paper

Pu
bl

is
he

d 
on

 1
8 

de
 m

ai
g 

20
21

. D
ow

nl
oa

de
d 

on
 7

/1
/2

02
6 

11
:3

1:
50

. 
View Article Online

https://doi.org/10.1039/d1ce00383f


4266 | CrystEngComm, 2021, 23, 4264–4271 This journal is © The Royal Society of Chemistry 2021

The assumption that the S1–T1 gap should be comparable
for the molecule and crystal is based on the conjecture that the
S1 and T1 states will have similar electron densities, differing
only in the spin of one electron. This is also a fundamental
assumption used in the virial exciton model itself and is
supported by the excellent performance of the model for gas-
phase excitation benchmarks.26,27 Additionally, we have found
that the S1 and T1 states experience very similar dispersion
interactions with the surrounding crystal lattice, as quantified
by differences in the resulting lattice energies.25,44

In our previous study of piezochromism,25 we found that
the pressure-dependent shifts in absorption and emission
energies were captured as well by changes in the molecular
crystal's band gap. The valence-conduction band gap in a
molecular crystal, analogous to the HOMO–LUMO (optical)
gap in the context of an isolated molecule, is directly related
to its S0–S1 excitation energy. As such, additional band-
structure calculations were performed on the investigated
molecular crystals and the valence-conduction band gap
values (ΔEBG) extracted. These calculations used the S0 or T1
geometries for comparison with experimental absorption or
emission energies, respectively.

3 Results and discussion
3.1 Polymorph-dependent absorption of ROY

We first apply our computational scheme to predict the
polymorph-dependent PL of the 8 polymorphic crystals of
ROY. The absorption energies are computed under the
assumption of vertical excitation from S0 to S1. The results
are compared to available experimental absorption data in
Table 3. The virial exciton computations systematically
underestimate the experimental absorption energies by 0.11–

Table 1 Eight investigated polymorphic crystals of ROY, with their conventional names and their corresponding Cambridge Structural Database (CSD)
codes. Also given are magnitudes of the internal rotation angle, |θthio|, from both experiment29 and DFT relaxation, partially-available experimental
absorption maximum wavelengths (λabsmax) and energies (ΔEabs). R: red; R05: red, 2005; ORP: orange-red plate; OP: orange plate; ON: orange needle; YN:
yellow needle; Y: yellow; YT04: yellow transformed, 2004. The conventional names are color-coded according to the approximate colors of their
corresponding polymorphs to render a more intuitive view

Fig. 2 Molecular structures of 9-acetylanthracene (A) and its four
coformers: 4-bromotetrafluorobenzenecarboxylic acid (B); 2,3,5,6-
tetrafluorohydroquinone (C); octafluoro-naphthalene (D); and 1,2,4,5-
tetracyanobenzene (E).

Table 2 The pristine 9-ACA crystal (A) and its four cocrystals (A·B to A·E),
with their CSD codes, and their respective experimental emission
(fluorescence) maximum wavelengths13 (λemi

max) and energies (ΔEemi)

Species CSD code λemi
max (nm) ΔEemi (eV)

A DEZCAM 476 2.61
A·B QAHNIZ 450 2.76
A·C QAHNUL 466 2.66
A·D QAHPAT 451 2.75
A·E QAHNOF 600 2.07
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0.60 eV. However, this quantitative comparison is
complicated by the broad-band nature of the absorption
spectral peaks,29 which diminishes the precision of the
experimental absorption-energy values. Impressively, upon
ranking the 8 polymorphs' computed and experimental
absorption energies in ascending order, the virial exciton
model almost perfectly reproduces the experimentally
observed R–O–Y “color-zoning”, grouping each polymorph
into the correct red–orange–yellow tricolor regime.

The R–O–Y color zoning can be correlated with the
intramolecular rotation angle, θthio, shown in Fig. 1. The red
and orange forms have small intramolecular angles, ranging
from ca. 20–50°, while the yellow forms have larger angles
near 110°. Smaller angles increase the extent of conjugation
between the phenyl and thiophene rings, resulting in lower
excitation energies, while larger angles break conjugation

and give rise to higher excitation energies. To verify the
correlation between the excitation energies and θthio, gas-
phase BH&HLYP42,45/cc-pVDZ calculations were conducted
on the isolated ROY molecule using Gaussian 09.46 The
molecular geometry was relaxed with θthio constrained to
values from 0° to 180°, in steps of 10°, and the S1
excitation energy computed for each. As shown in Fig. 3,
our gas-phase results agree with the trends seen both in
experiment and our crystalline calculations: the molecular
excitation energy increases as the level of conjugation
decreases, and peaks when θthio is exactly 90°, where the
conjugation is completely broken. Thus, when the ROY
molecule becomes more planar, the polymorph's color tends
to red; when the ROY molecule becomes more twisted, the
polymorph's color tends to yellow.

Our results in Table 3 show a pronounced separation in
absorption energies between the yellow- and red/orange-
colored polymorphs. Meanwhile, the red–orange separation
is predicted to be much narrower, indicating an orange-
colored transition zone that bears more structural
resemblance to the red-colored regime. It is possible that our
calculations are underestimating the spread in excitation
energies for the red/orange polymorphs due to delocalization
error,47–50 which affects all generalized gradient
approximations (GGAs), including the B86bPBE functional
used in this work. One manifestation of delocalization error
is that GGA functionals artificially stabilize systems with
extended conjugation,51–54 and this can affect molecular
crystal structure prediction.55–57 From Table 1, geometry
optimizations of the R05, ORP, OP, and ON polymorphs
provide intramolecular angles that are ca. 10° smaller than in
the experimental crystal structures, favouring increased
planarity and conjugation. Underestimation of this dihedral

Table 3 Calculated (ΔEcryst0S ) vs. experimental29 (ΔEexpabs) absorption energies for the 8 ROY polymorphs under investigation. ΔEmol
0S are the molecular

singlet-excitation energies, which are obtained by summing the H12 integral and the first-triplet excitation energies computed for the excised molecules.
Also shown are the band gaps (ΔEBG) for each polymorph. Each column is sorted in ascending order. All values are in eV

Fig. 3 Correlation between θthio and the gas-phase singlet-excitation
(absorption) energy (ΔEmol

0S ) of the isolated ROY molecule.
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could lead to underestimation of the T1, and consequently
the S1, excitation energies for these four polymorphs.

Another possible cause for the observed discrepancies
between our calculated internal dihedral angle and the
experimental crystal structures is the omission of thermal
expansion (or contraction) of the cell volume within the
present computational scheme. Thermal effects may be
particularly significant for ROY, as the PL of the Y polymorph
has been demonstrated to be quite sensitive to the cell
volume.58 In agreement with previous work,56,57 we found
that fixed-lattice optimizations of the S0 geometries
significantly reduced the deviations in θthio for the 8 ROY
polymorphs, from 15.8 to 3.8% mean absolute error, relative
to experiment. We therefore conclude that the geometric
discrepancies are mostly driven by the lack of thermal effects,
which eventually leads to the aforementioned
underestimation of the red–orange separation.

To further demonstrate the intramolecular nature of
ROY's polymorph-dependent PL, the singlet excitation
energies of the excised molecular moieties (ΔEmol

0S ) are also
shown in Table 3. While the molecular excitation energies
yield large quantitative errors when compared to the
experimental absorption energies for the crystal polymorphs,
this is expected due to complete neglect of the surrounding
crystalline environment in computation of ΔEmol

0S . However,
the single-molecule results are able to replicate the
experimental absorption-energy ranking and color zoning
quite well, with the one notable exception of polymorph ON.
Thus, the polymorphism-dependent PL of ROY is
predominantly due to the differences in the intramolecular
geometry, in particular the internal rotation angle θthio of the
ROY molecule in its various polymorphic crystals.
Intermolecular interactions within the crystal only affect the
color zoning of the ON polymorph. Since the ON crystal
involves close π-stacking of ROY molecules, it is reasonable
that the effects of intermolecular interactions are more
pronounced for this form relative to the other polymorphs.

The final column in Table 3 shows the valence-conduction
band gap (ΔEBG) values. Unsurprisingly, the computed band
gaps massively underestimate the experimental absorption
energies, with errors of 1.3–1.6 eV for all 8 polymorphs. This
underestimation is, in part, a manifestation of the well-
known band gap problem seen with GGA density
functionals.59–62 Additionally, the valence–conduction band

gap cannot be fully equated to the optical gap of a periodic
solid.63 However, ΔEBG mostly reproduces the R–O–Y color-
zoning, except for a minor crossover of the orange-colored
ON polymorph into the red-colored regime, which was also
seen in the molecular results. Furthermore, the clear
separation between the red/orange-colored polymorphs and
the yellow-colored polymorphs observed in the virial exciton
calculations, using both the single molecules and molecular
crystals, is retained.

3.2 Coformer-dependent emission of 9-ACA cocrystals

Next, we turn our focus onto modeling the emission/
fluorescence of the 9-acetylanthracene (9-ACA) cocrystals,
which exhibit coformer-dependent PL. Applying our
computational scheme specifically to emission, the results
are tabulated in Table 4, together with the experimental
emission data from the work of Li et al.13 Unlike the ROY
polymorphs, the 9-ACA cocrystals offer a good case for
quantitative comparison between our calculations and
experimental measurements. This is due to both the
completeness of the experimental emission data and the
sharp-peak nature of the emission/fluorescence spectrum,
which allows for precise peak identification. Overall, our
computed emission energies achieved a mean absolute error
(MAE) of 0.31 eV compared to experiment. This MAE is on-
par with the accuracy previously attained by the virial exciton
model26 on the Thiel small-molecule benchmark set,64 as
well as for a set of charge-transfer excitations.27

Our solid-state virial-exciton calculations are able to
reproduce the experimental trend in emission energies
among the four cocrystals: A·E ≪ A·C < A·B ≈ A·D. However,
the experimental relations between the emission energies of
the pristine crystal and the cocrystals are not fully
reproduced by our calculations. Specifically, the experimental
blue-shift of A·B and A·D from A is not predicted; rather, all
three crystals are predicted to have similar emission energies.
We also note that the largest quantitative error from
experiment (0.45 eV) is seen for the single-component crystal
A, making it an outlier relative to the set of cocrystals.

The computed band gaps, ΔEBG shown in Table 4, also
replicate the trends in experimental emission energies of the
9-ACA cocrystals to an impressive degree, despite large
quantitative deviations. However, the difference between A·C
and A·B is now considerably smaller than seen from the
ΔEcryst0S results, while the difference between A·B and A·D is
widened slightly. The experimental blue-shift of A·B and A·D
from A is again not captured by ΔEBG, further solidifying the
status of the pristine 9-ACA crystal as an outlier, compared to
its cocrystals. The large quantitative underestimation of
ΔEexpabs/emi by ΔEBG reflects the value of including the localized
virial exciton model in our methodology, which can correct
for the band-gap problem and hone in on the actual
excitation energies.

Similar to the previous case of the ROY polymorphs, we
also computed the gas-phase emission energies for the 9-ACA

Table 4 Calculated (ΔEcryst0S ) vs. experimental (ΔEcryst0S ) emission energies
for the four cocrystals (A·B to A·E) and the pristine crystal (A) of 9-ACA.
ΔEmol

0S are the molecular singlet-excitation energies and ΔEBG are the
computed band gaps. All values are in eV

Species ΔEexpemi ΔEcryst0S ΔEmol
0S ΔEBG

A 2.61 3.06 3.21 1.74
A·B 2.76 2.96 3.15 1.65
A·C 2.66 2.82 3.50 1.58
A·D 2.75 3.08 3.19 1.81
A·E 2.07 2.45 3.51 0.80
MAE — 0.31 0.74 1.05
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molecules (ΔEmol
0S ) excised from each relaxed crystal structure.

The large quantitative deviation from the experimental values
is again to be expected due to neglect of the surrounding
intermolecular interactions. However, in the case of the
9-ACA cocrystals, the single-molecule emission energies are
entirely unable to capture any experimental trends. ΔEmol

0S

even fails to predict the largest red shift in emission energy,
seen for A·E, and instead predicts a substantial blue shift for
this cocrystal. This indicates that the coformer-dependent
emission of the 9-ACA cocrystals is controlled by
intermolecular interactions, necessitating the inclusion of
the crystalline surroundings to distinguish between red and
blue shifts in emission wavelengths. This stands in stark
contrast to the intramolecular nature of the polymorph-
dependent absorption of ROY, where a fairly decent
prediction of the polymorphs' color zoning could be still
obtained by merely modeling the molecular moiety excised
from the crystal lattice. Indeed, the importance of
intermolecular factors for the 9-ACA cocrystals can be
inferred from the strategy used by Li et al.13 in their design,
which aimed to exploit different degrees of intermolecular
charge transfer (CT) between the 9-ACA molecule and the
various coformers.

To verify the role played by intermolecular CT in shifting
the emission energies, Bader charge analysis,65 using the
Critic2 program,66 was performed on the molecular moieties
within the cocrystals A·B to A·E, and the pristine crystal A, in
both the S0 and T1 states. Fig. 4 shows the results of this
analysis, in the form of the absolute charge per molecular
moiety within each (co)crystal. While no intermolecular CT is
predicted between the 9-ACA molecules within the pristine
crystal, intermolecular CT from 9-ACA to the coformer is
consistently predicted for all 4 cocrystals. Moderate amounts
of CT (∼0.05–0.13 e−) are seen for both S0 and T1 states of
each cocrystal, with the exception of A·E in the T1 state,
where the intermolecular CT increases drastically to 0.28 e−.
This increased charge transfer should preferentially stabilize
the T1 state of A·E, relative to S0, and lead to a red shift in
the emission energy. This charge analysis affirms the validity
of the experimental designing strategy for A·E.13 The

tetracyano-substituted coformer E has by far the strongest
electron-withdrawing effect, and therefore induces a larger
amount of CT from the 9-ACA molecule, especially in the
excited state, leading to its large emission red-shift.

The lack of intermolecular CT in the pristine crystal likely
contributes to the apparent irregularity in its computed
emission energy compared to the set of cocrystals. As noted
above, the B86bPBE functional (like all GGA functionals)
exhibits delocalization error, which causes preferential
stabilization of systems with more CT.67–70 Thus, there is
likely a systematic error cancellation in the computed
properties of the cocrystals and the comparability between
results for the pristine crystal and the cocrystals is
significantly diminished. This explains the inability of our
calculations to fully replicate the experimental relations
between the emission energies of A and A·B to A·E.

4 Conclusions

In this work, we applied our novel computational
methodology, which combines plane-wave periodic-boundary
DFT calculations for solids and isolated-molecule DFT
calculations using the virial exciton model, to the modeling
of polymorph- and coformer-dependent PL in the polymorphs
of ROY and the cocrystals of 9-ACA, respectively. For the 8
ROY polymorphs, our results were able to replicate the
experimentally-observed R–O–Y color zoning. For this
compound, the polymorph-dependent PL was shown to be
driven by the intramolecular geometry, and the key role of
the internal rotation angle θthio in determining the coloration
of these ROY polymorphs was confirmed.

For 9-ACA, our results were able to replicate the
experimental ordering of the emission energies among the
cocrystals and, quantitatively, an overall MAE of 0.31 eV was
achieved by our calculations. However, trends regarding blue-
shifting with respect to the pristine 9-ACA crystal were not
captured. This can be attributed to delocalization error,
which likely causes overstabilization of the cocrystals, all of
which exhibit significant CT, relative to the pure 9-ACA
crystal. Inclusion of the crystalline environment is necessary
to model the coformer-dependent PL of 9-ACA, as it is
predominantly driven by CT and other intermolecular
interactions. This stands in contrast to the previous case of
polymorph-dependent PL of ROY. The significant red-shift in
the emission energy of the cocrystal A·E was rationalized
through the increase in intermolecular CT from the ground
to the excited state.

Although not as accurate as the combined solid-state and
isolated molecule scheme, computed valence-conduction
band gap values also offered fair qualitative replications of
the experimental trends for both the ROY polymorphs and
9-ACA co-crystals. Due to their computational simplicity, use
of band-structure calculations for qualitative prediction of
solid-state PL warrants further exploration in future
modeling studies.

Fig. 4 Degrees of intermolecular CT within the cocrystals and
the pristine crystal of 9-ACA, as indicated by the absolute charge
per molecule.
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Within the confines of our current computational
methodology, we are not yet able to reproduce full
absorption/emission spectra for our modeled systems. While
the first singlet transition energy is of primary spectroscopic
importance for most luminescent molecular crystals,
knowledge of the full spectral line shape may be required to
fully determine crystal colour, particularly for cases with
broad adsorption/emission bands. Theoretically, it is possible
to approximate the full spectrum by incorporating vibrational
levels via the Franck–Condon principle. However, the
computational cost of the requisite phonon calculations
borders on prohibitive, even with sampling of only the Γ

point, considering that our systems of interest frequently
contain 150 to 200 atoms (or more) in their unit cells.

In closing, our employed methodology was successful
in capturing the experimentally observed polymorph- and
coformer-dependent PL behaviors of the investigated sets
of molecular crystals. Along with its previous success in
modeling piezochromism,25 the current methodology
displays excellent transferability among a diversity of
solid-state PL properties in molecular crystals. This work
opens the door for theory-driven crystal engineering to
optimize PL properties of molecular materials for targeted
device applications.
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