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on with a molecular transformer
improves reaction data quality†

Mikhail Andronov, *ae Varvara Voinarovska, b Natalia Andronova, c

Michael Wand, ad Djork-Arné Clevert e and Jürgen Schmidhuberf

Automated synthesis planning is key for efficient generative chemistry. Since reactions of given reactants may

yield different products depending on conditions such as the chemical context imposed by specific reagents,

computer-aided synthesis planning should benefit from recommendations of reaction conditions. Traditional

synthesis planning software, however, typically proposes reactions without specifying such conditions, relying

on human organic chemists who know the conditions to carry out suggested reactions. In particular, reagent

prediction for arbitrary reactions, a crucial aspect of condition recommendation, has been largely overlooked

in cheminformatics until recently. Here we employ the Molecular Transformer, a state-of-the-art model for

reaction prediction and single-step retrosynthesis, to tackle this problem. We train the model on the US

patents dataset (USPTO) and test it on Reaxys to demonstrate its out-of-distribution generalization

capabilities. Our reagent prediction model also improves the quality of product prediction: the Molecular

Transformer is able to substitute the reagents in the noisy USPTO data with reagents that enable product

prediction models to outperform those trained on plain USPTO. This makes it possible to improve upon the

state-of-the-art in reaction product prediction on the USPTO MIT benchmark.
1 Introduction

In pharmaceutical and other chemical industries, experts have to
deal with organic synthesis problems all the time. Chemical
reactions are the way substances are converted into each other,
and the set of possible organic reactions comprises thousands of
reaction types and millions of examples.1 In an attempt to facili-
tate the work with such a large number of options, chemists
started creating automated computer-aided synthesis planning
(CASP) systems. Currently, these systems, either based on expert-
curated rules2,3 or machine learning techniques,4 demonstrate
promising results in the prediction of organic reaction products5,6

and retrosynthesis paths.7,8

However, there are caveats that are crucial for successful
synthesis planning and oen unaccounted for in CASP systems.
Most importantly, one would like to take into account as much
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information about a chemical reaction as possible when
modeling it. Among the most important aspects of a reaction
besides reactants and products are reaction conditions (Fig. 1).
The conditions comprise temperature, pressure, and other phys-
ical parameters as well as the chemical environment imposed by
reagents, which are catalysts, solvents, and other molecules
necessary for a reaction to occur. The conditions and reagents are
integral to any reaction. The same reaction under different
conditions can result in different outcomes.

In cheminformatics, all tasks of reactionmodeling rely heavily
on the datasets of known organic reactions. One of the most
important of them at the moment is the USPTO dataset,9 which is
publicly available and consists of reactions obtained by text
mining from open-access texts from the United States Patents
database. The reagents in this dataset are noisy, theymay be oen
unspecied or incorrect, and the data does not report any
Fig. 1 The structure of a chemical reaction. The transformation of
reactants into products depends on reagents. Reagents are molecules
like catalysts, redox agents, acids, and solvents. Reactants and reagents
together are precursors. Reagents with temperature, pressure,
concentration etc. form conditions.

Chem. Sci., 2023, 14, 3235–3246 | 3235

http://crossmark.crossref.org/dialog/?doi=10.1039/d2sc06798f&domain=pdf&date_stamp=2023-03-21
http://orcid.org/0000-0002-7980-4495
http://orcid.org/0000-0003-4805-0587
http://orcid.org/0000-0002-8149-3147
http://orcid.org/0000-0003-0966-7824
http://orcid.org/0000-0003-4191-2156
https://doi.org/10.1039/d2sc06798f
http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d2sc06798f
https://pubs.rsc.org/en/journals/journal/SC
https://pubs.rsc.org/en/journals/journal/SC?issueid=SC014012


Chemical Science Edge Article

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 0

1 
 2

02
3.

 D
ow

nl
oa

de
d 

on
 3

0-
01

-2
6 

23
.4

1.
21

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n-

N
on

C
om

m
er

ci
al

 3
.0

 U
np

or
te

d 
L

ic
en

ce
.

View Article Online
temperature or pressure conditions. Therefore, the models for
reaction product prediction or retrosynthesis cannot exactly
benet from full and reliable reaction information when devel-
oped using USPTO.

The reagent information is oen overlooked in models for
single-step retrosynthesis: even though some systems allow the
prediction of retrosynthetic steps encompassing reagents,7

most of them only suggest reactants,10,11 leaving the chemist
wondering about the actual procedure needed to conduct the
proposed reaction. A separate reagent prediction model may
help in this case.

1.1 Related work

In general, the proposal of suitable conditions for a novel or
given reaction is a reaction modeling task machines can be used
to solve. In fact, the conditions prediction subroutine is neces-
sary for a successful CASP system that generates hundreds of
plausible reactions that need to be validated.

There have been substantial efforts to predict suitable reaction
conditions or chemical contexts in various settings. For example,
there are reports on using DFT to select suitable solvents for
a reaction,12 or thermodynamic calculations to choose heteroge-
neous catalysts.13 Some focused on optimizing reaction condi-
tions for particular reaction types using an expert system14 or
machine learning.15–18 Gao et al.19 have used a fully connected
neural network trained on the Reaxys20 data in the form of reac-
tion ngerprints to predict reagents in a supervised classication
manner. Also, Ryou et al.21 have extended this approach by using
a graph network to encode the information in reaction graphs
instead of using reaction ngerprints while also using Reaxys and
treating the task as a supervised classication task.

The broad task of organic reaction modeling, whether it is
reagent prediction, single-step retrosynthesis or product predic-
tion, can be formulated as a sequence-to-sequence translation if
the reactions are represented as reaction SMILES.22 The rst
attempts to use deep learning to predict reaction outcomes were
made by Nam and Kim23 and Schwaller et al.24 This approach
experienced signicant advances with the adoption of the trans-
former25 as the deep learning model (transformers with “linear-
ized self-attention” date back to 1992 (ref. 26)). The transformer
performed very well in reaction prediction5,27 and single-step
retrosynthesis7,28 and established state-of-the-art results in both
these elds. A trained large-scale transformer can perform both
single-step retrosynthesis and product prediction with impressive
accuracy.29 The transformer has also been demonstrated to be
suitable for multi-task reaction modeling: when trained in
a BERT-like30 fashion to predict any masked tokens in a reaction,
it can do both forward prediction and single-step retrosynthesis,
as well as reagent prediction.31,32

1.2 Outline of the paper

This work proposes a deep learning method for reagent predic-
tion. We treat the problem as a machine translation task and
train a transformer25 model to predict the SMILES strings of
reagents given the SMILES of reactants and products. Unlike the
existing approaches designed specically for reagent prediction,
3236 | Chem. Sci., 2023, 14, 3235–3246
our formulation is not conned to a predened set of possible
reagents and allows the prediction of reagents for arbitrary
reaction types. Whereas in principle our model is not the rst
transformer suitable for reagent prediction,31,32 it is the rst one
to be trained specically for reagent prediction in a machine
translation setting. We also demonstrate that the reagent
prediction model can be used to improve a product prediction
model trained on the USPTO dataset. First we predict missing
reagents for not well-specied reactions in USPTO. Then we train
a transformer for product prediction on the corrected USPTO
and observe that it improves the accuracy of a basic Molecular
Transformer,5 which is one of the state-of-the-art models, on the
USPTO MIT benchmark.
2 Materials and methods
2.1 Data

The largest and the most used open-access dataset of diverse
organic chemical reactions at the moment is the dataset of
about 2m reactions from US patents, commonly referred to as
the USPTO dataset.9,33 It was assembled by text mining from
openly accessible patents. The reactions in it are represented as
reaction SMILES with atom mapping.

Many machine learning tools for reaction modeling are
trained on some preprocessed subsets of USPTO because it is an
open dataset. Alternatively, there are proprietary reaction
datasets. One of them, Reaxys, contains about 56 million hand-
curated reactions. While researchers also use it to train ML
models,19,34 the problem with it is that those models and data
subsets are not allowed to be publicly shared.

We use the whole USPTO as the training dataset for the
reagent prediction model. To train and test the product predic-
tion model, we use the subset of USPTO called USPTO MIT or
USPTO 480K, which is a common benchmark for reaction
product prediction.5,6 However, we do not use any subsets of
USPTO as a test dataset for the reagent prediction model. The
problem with the USPTO is that this dataset is assembled using
text mining, so the reactions in it are recorded with a signicant
amount of noise. For example, different instances of the same
reaction type may be written with different amounts of detail.35

Fig. 2A shows examples of Suzuki coupling with the year and
patent number. This reaction typemakes up a signicant portion
of USPTO36 reactions. The Suzuki coupling generally requires
a palladium catalyst, a base, and a suitable solvent. However, in
many reactions of this type in USPTO the necessary reagents are
not specied. This is also observed for other types of reactions. In
addition, USPTO may contain reaction SMILES involving
nonsensical molecules (Fig. 2B).

If such noisy reactions end up in the test dataset, it will not
allow us to correctly evaluate the performance of the reagents
model. Preliminary experiments in which we tested the reagents
model on USPTO showed that oen the model prediction does
not match the ground truth sequence, even though the former is
more sensible than the latter. To overcome this problem, we
assembled our test set from the reactions in the Reaxys database.
Since Reaxys is comprised of reactions manually extracted from
© 2023 The Author(s). Published by the Royal Society of Chemistry
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Fig. 2 (A) Instances of Suzuki–Miyaura coupling present in the USPTO data and written with different amounts of detail. Generally, this type of
reaction requires a palladium catalyst, a base, and a solvent. Any of those species may be missing in the examples of the Suzuki–Miyaura reaction
found within USPTO. (B) An example of a nonsensical entry in the USPTO data. Colored circles represent the original USPTO atom mapping for
this reaction. To the left are the number of patents and publication years.

Table 1 The proportion of reactions belonging to ten broad reaction
classes both in USPTO 50K and the Reaxys test set used to test reagent
prediction models

Reaction class

Proportion,
USPTO
50K (%)

Proportion,
Reaxys
test (%)

Heteroatom alkylation and arylation 28.73 28.11
Acylation and related processes 24.29 18.15
Deprotections 16.97 17.37
C–C bond formation 11.52 11.95
Reductions 9.72 11.10
Protections 1.35 4.53
Functional group interconversion
(FGI)

3.89 4.13

Functional group addition (FGA) 0.51 2.46
Oxidations 1.70 2.10
Heterocycle formation 1.31 0.09
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scientic papers, we assume that the quality of reagents infor-
mation there is ensured by human experts.

While gathering the Reaxys subset, we aimed at making it
resemble the USPTO 50K37 dataset in its distribution of reaction
types. The purpose of such a design is to make the test distri-
bution close to the train distribution. We use USPTO 50K as
a proxy for the training set because USPTO 50K is the only open
subset of USPTO that contains reaction class labels. The subset
of Reaxys used as the test comprises 96 729 reactions of 10
broad classes. Their distribution is displayed in Table 1. We
aimed at making the class proportions in USPTO 50K and the
Reaxys test set similar. The classes were determined using
NameRXN soware.38

To further investigate the similarity of USPTO and the Reaxys
subset we use, we employ the technique of parametric t-SNE,
which is a dimensionality reductionmethod aiming at preserving
closeness between points in higher-dimensional space. We
represent each reaction as a reaction Morgan difference nger-
print39 of 2048 bits with both reagent- and non-reagent weight
equal to 1. Using an implementation of parametric t-SNE from
OpenTSNE,40 we project the ngerprint vectors of reactions in
USPTO 50K on the 2D plane, and then use the same t-SNE model
to obtain the projections of reactions in Reaxys. The absolute
values of the coordinates of the t-SNE embeddings of reaction
© 2023 The Author(s). Published by the Royal Society of Chemistry
vectors bear no physical meaning. The closeness of the points in
2D reects the closeness of the reaction vectors in the ngerprint
space: similar reactions lie close together. Parametric t-SNE
means that the coordinates of the 2D embeddings of reactions in
Reaxys would lie close to those for similar reactions in USPTO
Chem. Sci., 2023, 14, 3235–3246 | 3237
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50K. In other words, the closeness of similar reactions will be
preserved across datasets, not only within one dataset. The local
structure of the second dataset is preserved but the absolute
values of the coordinates of its points are determined by the
coordinates of the points in the rst dataset.

Fig. S1† in the ESI shows the t-SNE maps of USPTO 50K and
our Reaxys test set. The maps for individual datasets are shown
at the top of the gure. On the bottom, it demonstrates the
overlap of those maps. One can see that the local structures of
both datasets are similar: there is a signicant overlap between
the clusters of points in both datasets. Fig. 3 shows the over-
lapping t-SNE maps for individual classes of reactions. One can
see that they also demonstrate a noticeable overlap, even though
it is not ideal.
Fig. 3 TSNE maps for reactions in USPTO 50K and Reaxys test for 9 r
reactions. The absolute coordinates of the points have no physical me
distribution of the corresponding coordinates are shown. The function
reactions of this class in the Reaxys test.

3238 | Chem. Sci., 2023, 14, 3235–3246
2.2 Model

For both reagents and product prediction we used the trans-
former25 — a deep learning model for autoregressive sequence-
to-sequence modeling based entirely on the attention mecha-
nism without using recurrent neural network layers. Although it
was initially proposed for neural machine translation, it has
been successfully adapted to work with chemical data in various
cheminformatics problems.5,7,29,41

The transformer is an encoder–decoder neural network
architecture. The encoder is built of several layers which
essentially consist of a multi-head attention part and a feed-
forward layer. The multi-head attention updates the represen-
tations of every token in a batch according to eqn (1).
eaction classes. The points which lie close together represent similar
aning. On top and on the right of each graph, the estimates of the
al group addition (FGA) class is not shown due to the low number of

© 2023 The Author(s). Published by the Royal Society of Chemistry
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Xnew ¼ softmax

 
XWQðXWKÞTffiffiffiffiffi

dk
p

!
ðXWVÞ (1)

Here X is the matrix of the token embeddings, Xnew is the
matrix of the token embeddings aer a multi-head attention
layer,WQ,WK, andWV are matrices of trainable parameters, and
dk is the number of columns inWK. This mechanism resembles
an update mechanism used in graph neural networks if we treat
the batch of entries as nodes in a full graph.42 The decoder has
a similar structure and learns the embeddings of tokens in the
target sequence. Ultimately, the model uses the representations
of all tokens both in the input sequence and the output
sequence to predict the next token in the output sequence. The
decoding stops when the model predicts the special “end-of-
sequence” token. The ordering of the tokens is imposed by
adding positional encodings (special periodic signals) to the
token representations at the start of the training.25 By using
a beam search, one can obtain several translations ordered by
probability for an input sequence. The model produces output
sequentially, token by token, treating the choice of each token
as multi-class classication and conditioning this choice on the
input sequence and the tokens already decoded for the given
input sequence.

In our experiments, we used the OpenNMT43 implementa-
tion of the transformer for both the reagent and product
prediction. We chose to use this particular solution to be
consistent with Schwaller et al.5
2.3 Preprocessing of the training set

The transformer predicts the reagents for a reaction in the form
of a SMILES string. As input, our model takes a reaction as
a string with a “[” separator, where to the le of the separator
are the SMILES of the reactants separated by dots, and to the
right are the SMILES of the products. The target sequence for
each reaction is the SMILES of the reagents. This allows the
model to predict reagents for a broad range of reactions without
common restrictions: the number of reagents in a reaction and
their particular roles are not predetermined.

To train the reagents model, we take the copy of USPTO
kindly provided by Schwaller et al.,5 but preprocess it to t our
setting. Instead of using the original train–validation–test split,
we unite all those subsets together and choose 5000 reactions
randomly for validation in this whole subset.

Our preprocessing pipeline for reagent prediction is as
follows: for each reaction, we rst remove all the auxiliary
information written in the form of ChemAxon extended SMILES
(CXSMILES). Then, we mix together all the molecules which are
not products. The procedure of extracting the original data from
patents included the detection of catalysts and solvents and
placing them in the reagent section. However, we do not place
our trust in it since it is quite imprecise and also does not
account for other possible reagent types. Therefore, we separate
reactants from reagents according to the ngerprint-based
algorithm described by Schneider et al.37 and implemented in
RDKit. A small number of all reactions, in this case, end up with
© 2023 The Author(s). Published by the Royal Society of Chemistry
no reactants whatsoever. For them, we decide on the separation
based on the original atom mapping in USPTO: reactants are
molecules with atom mapping labels that also appear in the
products. We avoid using this approach for all reactions as the
default atom mapping in USPTO is not reliable enough. Then,
we canonicalize the SMILES of all molecules in a reaction, drop
atom mapping and remove the isotope information if there are
any. Finally, we order all molecules in the reaction: the mole-
cules with the longest SMILES strings come rst; strings of the
same length are ordered alphabetically. We also tried imple-
menting a step in which we remove all molecule duplicates in
the reaction. This would make the reactions unbalanced but the
reaction SMILES shorter while preserving the chemical context.
However, this step did not prove to be useful and eventually, we
did not include it in the preprocessing pipeline.

Aer processing every reaction in the described fashion, we
proceed to remove rare reagents from the data, i.e. the reagents
which appear in the training data less than 20 times. This lowers
the number of unique reagents in the training set from 37 602
(from which 26 431 were encountered only once) to 1314. The
model is unlikely to learn to predict a reagent from such few
examples even if they are correct, although the visual analysis
shows that such rare reagents are in fact rather reactants in not
well-specied reactions. For example, if a reaction includes
several isomers of one reactant, only one of which is reported to
become a product, all the other isomers get recognized as
reagents. By removing rare reagents, we alleviate this problem.
Finally, we drop duplicate reactions and the reactions where
a product appears among reactants or reagents. In accordance
with the common procedure of data augmentation in reaction
modeling, we employ SMILES augmentation as implemented in
the PySMILESutils Python package.44 Only the SMILES of reac-
tants and products get augmented in the case of reagent
prediction. In addition to that, we use “role augmentations”:
some molecules from the side of the reagent have a chance to
move to the reactants in an augmented example.

All molecules in the target sequences are canonicalized and
ordered by their detailed roles: catalysts come rst, then redox
agents, then acids and bases, then any other molecules and ions,
but solvents come last. In this case, we utilize the model's
autoregressive nature to predict the most important reagents
rst based solely on the input, and then the more interchange-
able reagents based both on the input and the reagents sug-
gested so far. A similar ordering of reagents by role was used by
Gao et al.19 and it generally follows the line of thought of
a chemist who would suggest reagents for a reaction based on
their experience. The roles of the molecules are determined
using the following heuristics:

(1) Every molecule in a SMILES string of reagents is assigned
a role in the following order of decreasing priority: solvent,
catalyst, oxidizing agent, reducing agent, acid, base, unspecied
role.

(2) A molecule is a solvent if it is one of the standard 46
solvent molecules, like THF, hexane, benzene etc.

(3) A molecule is a catalyst if
(a) it is a free metal.
Chem. Sci., 2023, 14, 3235–3246 | 3239
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(b) it contains a cycle together with a metal or phosphorus
atom.

(c) it is a metal halide.
(4) A molecule is an oxidizing agent if
(a) it contains a peroxide group.
(b) it contains at least two oxygen atoms and a transition

metal or iodine atom.
(c) it is a standard oxidizing agent like free halogens.
(d) it is a standard halogenating agent.
(e) it contains both a positively charged atom and a nega-

tively charged oxygen but is not a nitrate anion.
(5) A molecule is a reducing agent if it is one of the standard

reducing agents or some hydride of boron, silicon or aluminum.
(6) A molecule is an acid if
(a) it is a derivative of sulphuric, sulfamic or phosphoric acid

with the acidic –OH group intact.
(b) it is a carboxylic acid.
(c) it is a hydrohalic acid or a common Lewis acid like

aluminium chloride.
(7) A molecule is a base if
(a) it is a tertiary or secondary amine.
(b) it contains a negatively charged oxygen atom and consists

of only C, O, S, and P atoms.
(c) it consists only of lithium and carbon.
(d) it is the hydride ion or the hydroxide ion.
To tokenize our sequences, we employ the standard atom-

wise tokenization scheme.5 Additionally, we experimented with
the scheme in which entire molecules get their own tokens,
namely all solvents and some common reagents. However, this
does not seem to improve the quality of a trained reagent
prediction model, so we resort to standard atomwise tokeniza-
tion in our nal model.

For product prediction, we employ the same procedure that
was employed by Schwaller et al.5 The tokenization is atomwise
as well. Some of the current deep learning reaction prediction
methods use explicit reagent information to make predic-
tions,24,45,46 and some allow mixing all the precursors together,
but the separation of reactant and reagent information improves
the performance of such models.5,47,48 We trained product
prediction models both in the separated setting (reactants and
reagents are separated by the token “>” in the input sequences)
and the mixed setting (all molecules are separated by dots in the
input sequences). To evaluate the quality of the models, we used
both the USPTOMIT test set and our Reaxys test set on which we
tested the reagent prediction model. We did not use SMILES
augmentations for product prediction.
2.4 Preprocessing of the test set

We use a subset of Reaxys data for testing purposes. To obtain it,
we use the Reaxys web interface. In Reaxys, reaction SMILES do
not contain reagents, which are enumerated separately by their
IUPAC notation or common name and separated by semicolons.
We employ the PubChemPy‡ package to retrieve SMILES of
reagents from PubChem.49 We drop reactions in which reagents
were absent or their SMILES could not be successfully retrieved.
Aer constructing full reaction SMILES for all reactions, we
3240 | Chem. Sci., 2023, 14, 3235–3246
canonicalize all molecules in the reactions and order them as we
did with the training set. Aer proprocessing, every reaction in
our test set has non-empty SMILES of reactants, reagents, and
products. The nal test set comprises 96 729 reactions.
2.5 Training details

For both reagent and product prediction, we used the same
transformer settings and hyperparameters used by Schwaller
et al.:5 Adam optimizer,50 Noam learning rate schedule25 with
8000 warmup steps, a batch size of around 4096 tokens, accu-
mulation count 4 and dropout rate 0.1. We did not conduct
weight averaging across checkpoints. All the models were
trained on an Nvidia GeForce GTX TITAN X GPU with 12 GB
memory.
3 Results and discussion
3.1 Model performance

Reagent prediction is not as straightforward as forward reaction
prediction. A reaction may be carried out using different sets of
reagents. To put it another way, there may be more than one
plausible chemical context for a given reaction: catalysts, redox
agents, acids, bases, and solvents in a reaction can be more or
less replaceable. Therefore, multiple different sets of molecules
might be correct predictions for a given transformation. Having
that in mind, we chose the performance measures to be the
following:

(1) Exact match accuracy: the prediction of the model is
considered correct if the symmetric difference between the set
of predicted molecules and the set of the ground truth mole-
cules is an empty set.

Example: A.C.B is an exact match to A.B.C.
(2) Partial match accuracy: the prediction counts as correct if

the ground truth contains at least one of the predicted
molecules.

Example: A.B is a partial match to A.C.D.
(3) Recall: the number of the correctly predicted molecules

divided by the number of molecules in the ground truth.
Example: A.B.C has 100% recall of A.C, A.D has 50% recall of

A.B.C.D.
Here A, B, C, and D denote the SMILES strings of some

molecules.
We use beam search with beam size 5 to obtain predictions

from the transformer. Therefore, all performancemetrics report
the top-N predictions with N from 1 to 5. A correct top-N
prediction means that the correct answer appeared among the
rst N sequences decoded with the beam search.

Additionally, our test set contains duplicate reactions with
different reported reagent sets. While gathering performance
statistics, we group predictions by unique reactions: if the
model correctly predicts reagents for one of the duplicates, we
count the reaction as correctly predicted.

The performance on the test set is summarized in Table 2.
The model performs quite well on the test dataset. For each

test reaction, each of the top-5 predictions is a valid SMILES
string. An exact match of the prediction and the ground truth
© 2023 The Author(s). Published by the Royal Society of Chemistry
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Table 2 The performance of the transformer for reagent prediction
on the test set obtained fromReaxys. All scores are given in percentage
points

Metric Top-1 Top-2 Top-3 Top-4 Top-5

Exact match accuracy 17.0 24.7 29.2 31.8 33.5
Full recall 19.2 28.4 35.1 39.3 42.8
Partial match accuracy 70.9 80.5 84.9 87.3 88.9
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sequence is observed in 17.0% of the cases for top-1, 29.2% for
top-3, and 33.5% for top-5. At the same time, full recall is higher
at 19.2%, 28.4%, and 42.8%, respectively. As for the partial
match between predictions and ground truth sequences, it is
much higher at 70.9%, 84.9%, and 88.9% in the top-1, top-3,
and top-5 cases, respectively. Thus, the model cannot correctly
predict a single reagent for 11.1% of the reactions in the test
dataset. In our evaluation, we do not use any methods to assess
the plausibility of an incorrect prediction such as similarity
metrics for interchangeable solvents, so the performance scores
should be considered to be underestimates.
3.2 Model condence

The condence scores of the model are much lower than those5

of the Molecular Transformer for product prediction (Fig. 4).
The probability of a decoded sequence is the product of the
probabilities of all predicted tokens in it. In particular, their
average value is between 0.1 and 0.2, whereas in reaction
predictionmost scores exceeded 0.9. The reason seems to be the
nature of the problem, as several plausible sets of reagents may
Fig. 4 Confidence scores of the model predictions. On the left,
a violin plot reflecting the distribution of confidence scores across all
predictions on the Reaxys test dataset. On the right, separate boxplots
of the distributions for correct and incorrect predictions in terms of
top-1 exact matches.

© 2023 The Author(s). Published by the Royal Society of Chemistry
be proposed for a reaction, and the answer is not as unambig-
uous as in product prediction. Nonetheless, the condence of
the model is, on average, noticeably higher for correct predic-
tions than for incorrect ones.

3.3 Performance across publication years

We looked into the dependence of the model on the publication
date of reactions. As chemists discover new reaction types and
new possible reagents for known reactions, the statistical
knowledge gathered by a reagent model can become outdated.

Fig. 5 shows both the exact and partial accuracy of our reagent
model on reactions published every single year between 1980 and
2022. Solid lines illustrate themoving average of accuracy over ve
years with a centered window. Top-1 exact match accuracy tends
to increase on average from 1980 to 1998, then we see a decrease
until 2005 and a plateau aer that. The picture is similar for top-5
exact accuracy and top-2 to top-4 as well. The dependence for total
recall is alike. Top-1 partial match accuracy tends to increase on
average from 1980 to 2008 and stagnate aer that. Top-2 to top-5
accuracies demonstrate similar behavior as well.

3.4 Performance across reaction classes

We investigated the performance of the model on different
classes of reactions included in our test dataset. Themiddle and
rightmost bars for each reaction class in Fig. 6 show the rate of
exact and partial matches of the model prediction and ground
truth. The lemost bars reect the relative proportion of each
reaction class in the test dataset. We can see that the quality of
the model predictions differs noticeably between classes. This
difference in performance is most likely due to the difference
between the data distribution in the train and in the test for
different classes of reactions. The model demonstrates the best
Fig. 5 On the top, the number of test set reactions published each
year. On the bottom, the dependence of the reagent model's
performance on the reaction publication year. Solid lines depict the
moving average over five years.
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Fig. 6 Percentage of partial (rightmost, in red) and perfect matches (middle, in green) between the target sequence and the predicted sequence
across ten reaction classes in the Reaxys test set. The class proportions are leftmost, in black. All values are grouped by unique reactions.
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top-5 exact match accuracy for FGA, FGI, heteroatom alkylation
and arylation and the best top-5 partial match accuracy for C–C
bond formation. At the same time, C–C bond formation has the
lowest exact match accuracy. The reason for that must be the
wide variety of interchangeable reagents in this reaction class,
especially metal-based catalysts. As we use USPTO 50K as
a proxy for the training set, we assume that the least represented
reaction classes in the former are also the least represented in
the latter. The four least represented classes in USPTO 50K are
FGA, oxidations, protections, and heterocycle formations.
Interestingly, the model exhibits good generalization in all
these classes.
3.5 Performance across reagent roles

We also examined the quality of the model predictions for each
reagent role (Fig. 7). The rst and third columns in the table in
the gure show that in both the top-1 and top-5 cases the
solvents are the most difficult to predict. This is most likely due
to the fact that they are oen the most interchangeable.
However, reactions need not involve reagents of every possible
role, and the picture is somewhat different in the case where the
roles in the ground truth sequence were strictly nonempty
SMILES strings. In this case, it was most difficult to predict
oxidizing agents. This effect is likely related to awed heuristics
for the classication of reagents or to the strong difference
between the typical oxidizing agents in the train and in the test.
The more detailed performance summary across both reagent
roles and reaction classes is shown in Fig S2† in the ESI.
Fig. 7 Comparison of the proportion of test examples on which the
prediction matches the ground truth exactly in each reagent role. The
comparison is given for the top-1 and top-5 predictions both in
general and when the ground truth (GT) sequence is strictly not an
empty string.
3.6 Analysis of prevalence of reaction types

In the test set, there are 684 unique reaction types determined
by NameRXN. These types can be split into ve “bins” by
occurrence frequency. The summary of those bins is given in
Table 3. The most common types are those which occur more
3242 | Chem. Sci., 2023, 14, 3235–3246
than a thousand times in the test set. There are only 20 such
types. Among others, they include Suzuki coupling, Williamson
ether synthesis, aldehyde reductive amination, N-Boc protec-
tion, and nitrile reduction. Heterocycle formation, oxidations,
FGI, and FGA are not present among the common types. Out of
all unique types, 245 are singular, meaning that they are rep-
resented in the test set by only one instance. Frequent types
have 101 to 1000 instances, rare types have 11 to 100 instances
and very rare types have from 2 to 10 reaction examples. The
performance of the reagent model decreases with the decrease
in type prevalence, which is expected.
© 2023 The Author(s). Published by the Royal Society of Chemistry
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Table 3 The statistics of the reaction types in the Reaxys test set. The types are determined using NameRXN

Occurrence N Criterion Reactions
Top-1 exact
acc., %

Top-1 partial
acc., %

Common 20 N > 1000 67 633 17.0 73.5
Frequent 67 100 < N # 1000 23 685 16.2 65.1
Rare 120 10 < N # 100 4219 13.5 60.3
Very rare 232 1 < N # 10 947 14.2 53.1
Singular 245 N = 1 245 13.5 62.4
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In the “common” and “frequent” bins there are no reaction
types with only a single possible reagent in any role. In the
“rare” and “very rare” bins there is a small number of types in
which it is the case. However, the analysis is limited by
NameRXN and by the heuristics of role classication. If the type
label is a name reaction, which is an infrequent case, then the
reactions with that label may have a single option for one of the
roles. For example, all instances of the rare “8.1.24 Ketone
Swern oxidation” type have an oxidizing agent which is the
same for all, and the instances of the rare “9.1.2 Appel chlori-
nation” and the very rare “1.7.8 Ullmann condensation” types
all have their one specic catalyst. Also, some “very rare” types
may have only one option even for solvents in the test set, but it
may be an accident due to under-representation. The reagent
may or may not give a perfect top-1 prediction for all reactions
of such types.
3.7 Improving product prediction

Besides predicting reagents per se, our model has another appli-
cation: we can use it to augment USPTO with more reagents for
reactions that are lacking them, and train a product prediction
model on this augmented dataset. As noted above, many reac-
tions in the USPTO contain reagents that are under-specied, yet
many many reactions in USPTO contain the full set of reagents at
the same time. This allows us to use a trained reagent prediction
model to recover missing reagents in some reactions. We apply
the model trained on the entire USPTO to the USPTOMIT subset.
During training, we make sure that the USPTO MIT test set does
not overlap with the training set for the reagent model.

There can be various strategies for reagent string replace-
ment. We apply the following rule: if the top-1 prediction of the
model contains more molecules than the original string, then
the prediction replaces that string. With that, we can improve
the reactions with missing reagents without corrupting the
good ones. We are aware, however, that this strategy is not ideal
and we are convinced that better ones are possible. Some
examples of the reactions with reagents improved aer the
reagent model inference are shown in Fig. 8.

The rst reaction is an example of peptide coupling. The
typical reagents in this case comprise HOBt or its analogs (e.g.
HATU) usually used together with Hünig's base (DIPEA). The
reagent model reintroduces the missing reagents to the reac-
tion. The second one is an example of reductive amination, and
the information about the solvent alone is not enough. The
model proposed a suitable reducing agent, sodium
© 2023 The Author(s). Published by the Royal Society of Chemistry
triacetoxyborohydride. The last two reactions are Suzuki
coupling and Sonogashira reaction, respectively. The model
suggests the standard reagents that dene these reaction types.

We compared two models, both of which were standard
Molecular Transformers with the same hyperparameters but
trained on different data. The rst model, which we denote as
“MT base”, was trained on the standard USPTO MIT. This is the
model from the original Molecular Transformer paper.5 The
second model, which we denote as “MT new”, was trained on
USPTO MIT in which some of the reactions had reagents
replaced according to the procedure described above. We chose
top-1 exact match accuracy as the quality metric. Before testing
on Reaxys, we reassigned the reactant–reagent partition in every
test reaction with the role assignment algorithm.37 This was
done to be consistent with the inference procedure, in which
the reagents that will be replaced are the reagents determined
by this algorithm. Additionally, we trained another Molecular
Transformer for product prediction without any reagents in the
source sequences. The performance summary of the models is
presented in Table 4.

The results of the base model are reproduced as described by
Schwaller et al.5 without SMILES augmentations, checkpoint
averaging, or model ensembling. The new model performs
better than the old model on both Reaxys and USPTO in both
separated and mixed settings. This performance improvement
is statistically signicant. To prove the statistical signicance,
we employed McNemar's test.51 The details are provided in the
ESI.† The performance on Reaxys is worse than on USPTO
because the distribution of data in Reaxys differs more from the
distribution in the training set than in the USPTO test set.
However, it is important to emphasize that the USPTO test set
also underwent a reagent change to test the new model. The
performance in the mixed setting is slightly worse than in the
separated setting, which is expected.5 The score of the model
trained with no reagents is expectedly the lowest both on Reaxys
and USPTO. However, surprisingly, it is only 4.7 percentage
points below the base model's score on Reaxys and 3.7
percentage points below the base model's score on USPTO.
Therefore, we can conclude that even though the reagent
information helps the product models trained on USPTO, which
it should from a chemical perspective, the effect is not that
drastic. However, we conjecture that such improvement will be
muchmore noticeable on a larger scale, e.g. if all the models are
trained on the entire Reaxys. We suggest that this is a manifes-
tation of USPTO's aws: the dataset does not contain many
Chem. Sci., 2023, 14, 3235–3246 | 3243
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Table 4 The top-1 exact match accuracy (%) of reaction product
prediction both for the Molecular Transformer trained on the default
USPTO MIT (MT base) and the Molecular Transformer trained on the
USPTOMIT where in some of the reactions reagents were augmented
by the reagent prediction model (MT new). The models were
compared both on the USPTO MIT test set and the Reaxys test set in
the separated setting, mixed setting, and no-reagents setting. There is
no difference between the old and the new model in the latter case

Reaxys
USPTO
MIT

MT, no reagents 77.3 84.0
MT base, mixed 82.0 87.7
MT new, mixed 83.0 88.3
MT base, separated 84.3 89.2
MT new, separated 84.6 89.6

Fig. 8 Examples of reactions in the USPTO MIT training set for which the reagent model successfully improves reagents. Model predictions are
above the arrows (in green), and original reagents are below the arrows (in red).
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reactions in which the same reactant transforms into different
products under different conditions.
4 Conclusions

A transformer neural network, which is one of the models used to
achieve state-of-the-art results in reaction prediction, can also
learn to successfully predict reagents for organic reactions, which
is important for recommending reaction conditions. The reagent
prediction model receives an atom-mapping-free reaction
3244 | Chem. Sci., 2023, 14, 3235–3246
SMILES string with no reagents and suggests multiple possible
sets of reagents for it. Our work is the rst to use the strategy of
training a reagent prediction model on USPTO and testing it on
a Reaxys subset, demonstrating its generalization capabilities.We
also used the reagent prediction model to improve the perfor-
mance of a product prediction model on USPTO MIT in a self-
supervised fashion. In order to do that, we used the reagent
model to reconstruct the missing reagents to the reaction data
before training the product prediction model on it. Since reagent
information is important to predict reaction products, our
approach allows a state-of-the-artmodel for reaction prediction to
be outperformed while being model-agnostic. In our work, in
particular, we improve upon the score of the Molecular Trans-
former on the USPTO MIT (USPTO 480K) benchmark dataset.
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