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Modern chemical applications of machine learning rely on massive training datasets collected through
computational simulations or data mining. The quality of such datasets is increasingly challenged due to
the discovery of errors in the most popular crystal structure databases. While methods exist to determine
error presence, determining an error's cause is not straightforward. We propose a graph neural network-
based approach to classify the presence of crystal structure errors, including proton omissions, charge
balancing errors, and crystallographic disorder. A training dataset comprising >11k metal-organic
frameworks (MOFs) labelled by error type was generated through domain expert inspection. Chemically
intuitive features, such as atomic number and oxidation state, were found to achieve high classification
accuracies ranging from 85 to 95%. Despite only training on MOFs, classification was generalizable

towards unseen databases of molecules and metal complexes, observing accuracies eclipsing 96% in
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Accepted 26th August 2025 proton and disorder error classification in random samples of drug molecules and metal complexes.
Further, graph explainability analysis indicated that these models frequently identify chemically-

DOI: 10.1039/d5ta05426e problematic subgraph structures—analogous to those a chemist would flag—as important towards the
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Introduction

As improvements in the domains of machine learning (ML) and
artificial intelligence (AI) drive innovation, a growing number of
researchers from diverse disciplines aspire to engage these
powerful tools to their specific application. Recently, drastic
advancements have been spurred on by the proliferation of
models trained on enormous quantities of data—such as the
billions and trillions of tokens utilized in training of state-of-
the-art large language models™ or the millions of molecules
and crystal structures applied in small molecule and materials
design®**—which achieve incredible predictive and generative
accuracy. The exact specifications of these datasets are
application-dependent; for instance in the context of science,
collections of molecular structures and their experimental
bioactivity may be desired by medical scientists to identify
effective drug molecules while materials chemists may require
simulated gas adsorption or experimental stability data to select
appropriate sorbent materials. Sourcing a sufficient quantity of
high-quality scientific data, which must be either extracted from
experimental studies or calculated at great additional compu-
tational cost, remains a significant hurdle in developing ML-
and Al-guided materials evaluation and discovery models.
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Contemporary approaches pairing the vast repositories of
experimental and/or hypothetical chemical structures with
high-throughput simulation or experimental data-mining
techniques yielded large materials databases that shrink these
gaps in the required data. One example of many can be seen in
the ChEMBL’ database which assembles millions of chemical
compounds alongside experimental and simulated bioactivity
data from various sources thereby facilitating influential
molecular ML studies.**** Comparable endeavours led to the
construction of numerous small molecule (e.g., ZINC," QMO9,*>
PubChem," etc.) and crystal structure (e.g. Materials Project,*
ICSD,'* CSD,* etc.) databases serving vital functions in the ML
and Al-driven innovations of modern computational chemistry
research.

While the establishment of these materials databases has
allowed researchers to apply deep learning techniques to
scientifically relevant tasks with remarkable accuracy, the val-
idity of the underlying data is increasingly called into question.
Beyond the discrepancies between simulated and real proper-
ties that may be expected, the constituent chemical structures
may possess inadequacies affecting performance in many cases.
Solely within the field of metal-organic frameworks (MOFs), our
recent investigations into the major materials databases
applied to ML tasks found that upwards of 40% of the MOFs
composing these databases are chemically invalid due to errors
in their crystal structure.'” Furthermore, the structural building
units (SBUs) that may be applied to construct novel hypothetical
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structures in generative materials discovery schemes—such as
those employing diffusion models,*® genetic algorithms,*® vari-
ational autoencoders,* reinforcement learning,”* and so on—
were also found to contain approximately 13% and 51%
chemically invalid organic and inorganic structures, respec-
tively, upon manual inspection of the matching experimental
publications.” This chemical invalidity manifests as a conse-
quence of various structural errors that emerge during the
experimental crystallographic analysis or due to decisions made
during the dataset construction process. Generally speaking,
these errors result in incorrect atomic position data within the
crystallographic information (e.g., omission of key atoms or
molecules, duplication of atom sites, etc.) which is relied upon
for dataset creation and consecutive ML model training. For
example, unseen structure errors have been shown to produce
deviations in the simulated adsorption properties,** and they
would be expected to alter nearly all simulated properties
relying on accurate atomic positions such as textural properties
and electronic structure properties. Additionally, application of
graph-based techniques—commonly used in chemistry tasks
due to the natural description of molecules and periodic crystal
structures as graphs—is expected to be severally hindered by
these erroneous structures as the resulting graph representa-
tion will not be chemically reasonable owing to the inappro-
priate insertion or deletion of essential graph nodes and edges.

As the research community has become increasingly aware
of these problems in chemical datasets, efforts to discover and
potentially remedy these issues continue to advance. A handful
of specialized datasets—for instance, the QMOF**** and ARC-
MOF* databases—were constructed with strict structure pro-
cessing and validation guidelines to improve data reliability and
facilitate immediate use in machine learning and simulation.
Moreover, the availability of automated error detection algo-
rithms such as MOSAEC" enables renewal of datasets through
elimination of any data related to erroneous crystal structures.
Though these developments boost user confidence by narrow-
ing existing datasets to only chemically valid entries, they do not
attack the dataset quality and structure error crisis at its core. A
restorative approach that deals with structural errors directly
instead would be preferred to retain the maximal amount of
data possible. Envisioning such a framework remains difficult
as current approaches are generally only capable of providing
binary evaluations regarding the presence of any errors but are
not capable of clarifying the errors' origin. While this distinc-
tion may appear minor, the diverse categories of structural
errors necessitate unique repair solutions and as such exact
knowledge regarding error types present in a given structure is
necessary to prevent further introduction of errors—as observed
in various efforts to repair crystal structures in the CoRE***” and
CSD*® computational MOF databases.

In this work, we address the rampant structural errors in
computational materials databases through the development of
SETC (Structure Error Type Classification), a graph neutral
network (GNN) model which accurately classifies the types of
error present within MOF crystal structures. To that end,
a manual investigation into over 17k MOF crystal structures and
their associated publications was conducted to generate
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a dataset containing mappings between chemical structures
and their relevant structural error type labels. This one-of-a-
kind dataset was subsequently employed in a supervised
learning approach to train binary-relevance and multi-label
classification models which diagnosed the presence of errors
in crystal structures' charge, disorder, and protonation. This
technique proves to be a powerful tool in the assessment of
crystal structure validity, achieving excellent classification
accuracies for all studied crystal structure error categories.
These findings represent a significant feat in the automation of
database refinement for high-throughput computational
screenings and ML/Al-guided studies as it achieves comparable
performance to state-of-the-art error detection methods'” which
themselves only determine when an error is present and cannot
classify error type or source. We further explore how various
model architectures and graph featurization approaches
affected the performance of SETC, including the introduction of
a new approach to implement formal charges and metal
oxidation states as an advantageous atomic node feature.
Finally, an analysis of the models' explainability and general-
izability is undertaken to postulate how their underlying
processes may be analogous to the protocols utilized by an
expert chemist when manually evaluating chemical structure
validity and disentangling the possibility of various coincident
€rTors.

Methodology
Error type categories

Numerous errors may arise in the experimental characterization
and computational preprocessing of a crystal structure result-
ing in failure to match its true chemical composition and
connectivity. These issues manifest in the crystallographic
information in many ways, including but not limited to atomic
overlap, overbonded atoms, atom site omission, and charge
imbalances. Tools already exist to capture the simplest cases
such as simple atomic distance calculations to detect atomic
overlap or bond connectivity criterion to detect overbonded or
underbonded components, thus this work aims to identify the
more complex categories of structural errors. Three major
categories of crystal structure errors were defined during
manual inspection which currently observe no consistent
remedy, namely hydrogen atom omission, improper charge
balancing, and crystallographic disorder. Fig. 1 demonstrates
each category of crystal structure error considered during the
dataset labelling procedure using specific examples identified
by their structure filename (e.g.,, “WAHMEY_clean”, “BAX-
FUD_clean”, etc.) in the source database. Fig. 1a demonstrates
how hydrogen atom omission—herein simply denoted as
proton errors—manifest in a MOF crystal structure. This class
of error is expected given the difficulty of detecting light (i.e. low
electron density) atoms using X-ray crystallography,* and the
relative lack of access to neutron diffraction instruments. While
algorithms exist to place hydrogen atoms in expected positions
when they cannot be pinpointed from the crystallographic data,
our previous investigations in MOF and SBU structures deter-
mined that these correction procedures frequently produced

This journal is © The Royal Society of Chemistry 2025
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Illustrative examples of the three categories of structural errors observed in MOF crystal structures present in the CoRE-2019 database.

Instances possessing a single error relating to their (a) protons, (b) charge, or (c) disorder are depicted for clarity, though assorted combinations
are possible. Grayscale models of the counterion missing from case (b) are included for visual clarity.

erroneous protonation and/or failed to protonate atoms near
metal atom sites. Next, the impact that charge imbalance
errors—herein simply denoted as charge errors—presents in
a crystal structure is highlighted in Fig. 1b. Issues with the
charge balance in a given structure most often arise due to the
improper modelling of non-coordinating counterions and/or
the omission of necessary charged ligands. These charge-
balancing issues may originate from difficulty in the experi-
mental determination of charged counterions present in porous
materials; it was observed that these errors were
regularly introduced by shortcomings in the preprocessing
algorithms employed to generate ‘computation-ready’ struc-
tures from raw, experimental crystal structures. Failures to
identify charged counterions or ligands during solvent removal
can lead to unreliable outcomes with numerous crystal struc-
tures possessing undisclosed framework charges. Lastly, Fig. 1c
presents a case where crystallographic disorder errors—herein
simply denoted as disorder errors—produce a structure which
does not accurately reflect the material's true chemistry. Crys-
tallographic disorder is a physical reality of the imperfect
processes in experimental crystal growth and crystallography
which presents as uncertainty in atomic positions and/or
composition of the solved crystal structure. These experi-
mental artefacts stem from various sources, such as the
dynamic nature of the crystal (i.e. presence of molecular vibra-
tions and rotations), symmetry, imperfections in a real crystal
(i.e. mosaicity, impurities, etc.), and so on. Certain instances of
crystallographic disorder are simple to detect due to their
symptomatic overlapping atoms; however, this is not always the
case as disordered structures may pass even the most rigorous
structural validity examinations. These three classifications of
crystal structure error were determined to encompass the vast
majority of errors found within the selected class of materials,
and intuitively these groupings conformed with chemical
intuition regarding both the sources and repercussions of such
errors. Furthermore, these labels were selected as we envision
that each distinct error category would be handled quite

however,
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differently in any future efforts to restore these erroneous
crystal structures to a chemically sensible state.

Crystal structure error dataset

Contemporary understanding of crystal structure errors and
methods of their determination are thus far underdeveloped in
computational screening and ML communities. Recently, we
outlined a method of automatically identifying the presence of
such errors through consideration of various metal oxidation
state-based criteria;'” however, this method may only identify
the occurrence of an error within crystal structures and not the
exact type or origin of the error(s) at issue. Consequently, due to
the dearth of validated and accurate tools available for deter-
mining structural error type, considerable manual intervention
was necessary during data curation to generate the requisite
crystal structure to error type mappings. This innovative dataset
was constructed through manual inspection of over 17k total
MOF crystal structures—in conjunction with the content of
their associated publications—to yield precise information on
the cause of any constituent errors. It is worth noting that the
ground-truth, error-free crystal structure was assumed to be the
pristine crystal structure reported in the published crystallo-
graphic information, excluding any structural defects that may
exist such as missing inorganic node or organic linkers in the
case of MOFs. The distinction between pristine and defective
crystal structures is fundamentally different from the concepts
of erroneous versus error-free crystal structures. To obtain
reasonable results in atomistic simulations or machine
learning applications, crystal structures representing either
pristine or defective materials should be free from structural
errors otherwise the physical model will contain chemical
motifs which are not stable. In the event that the exact nature of
the synthesized material was unclear from the information
contained in the experimental text, the crystal structure was
omitted from the dataset entirely to prevent uncertainty in the
error labelling. Examples of such structures are presented in the
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Fig.2 Periodic table visualization of the crystal structure counts by element in the error-labelled dataset. The maximum of the colour gradient is

set equal to 10% of the total dataset size (generated via pymatviz®).

SI (Fig. S1), but ultimately only approximately 99 crystal struc-
tures were eliminated from the dataset for this ambiguity.
Though an error could be theoretically assigned based on
structural error trends seen in similar crystal structures and
analysis of their metal oxidation states, the complicated inter-
play between co-occurring error types would render any such
error label estimates questionable at best. In addition to
uncertainties stemming from the reported crystallographic
information, systematic errors in the manual labelling protocol
relating to the experts' own biases when extracting published
details remain possible despite our best efforts. To combat this,
the labels of more than 1000 crystal structures were indepen-
dently revisited during SETC model development and perfor-
mance validation to certify the veracity of the previous error type
designations. This analysis generally found low absolute inci-
dence of labels requiring correction (<2% of those sampled),
however, we also provide the full error label data alongside this
work for further consideration.

The investigated MOF crystal structures were collected
primarily from the CoRE-2019 (ref. 26 and 27) MOF database
(version 1.1.3) which has been previously shown to contain
extensive structural errors.” The dataset was augmented using
a second collection of structures to counteract the relative
underrepresentation of the disorder error type discovered
within original dataset sampled solely from CoRE MOFs. This
observation is thought to stem from the CoRE-2019 MOF
databases' decision to includes a text-based disordered atom
removal step and to separate disordered and non-disordered
samples during crystallographic information preprocessing.>®
These structures in the “augmented” set were directly retrieved
from the CSD MOF Subset*® with disordered sites intentionally
retained, and a recently reported solvent removal scheme?
(SAMOSA) was applied to produce “computation-ready” crystal
structures akin to those found in CoRE-2019. Additionally,
a high degree of structure duplication was observed upon
inspection of the CoRE-2019 MOF database, thereby requiring
implementation of a duplicate identification and removal

32258 | J Mater. Chem. A, 2025, 13, 32255-32270

protocol to prevent data leakage during model training and
testing. This duplicate evaluation protocol is developed on the
basis of differences between simulated powder diffractograms
to produce crystal similarity scores.**** Full details regarding
the process employed to identify and eliminate duplicated
structure examples are presented in the SI (Fig. S4). Overall, this
dataset curation step yielded a final dataset containing ca. 11.4k
non-equivalent crystal structures composed of 9.9k CoRE-2019
MOFs and 1.5k CSD MOFs manually labelled based on their
enclosed crystal structure errors. Despite the comparatively
large reduction in the total data quantity, the final dataset of
unique error-labelled crystal structures encompasses a signifi-
cant portion of the periodic table as depicted in Fig. 2. A broad
range of chemical compositions are represented including 78
unique elements appearing in at least one structure and 42
elements existing in more than 100 structures. Ultimately, this
is expected to incorporate a majority of the diverse chemistry
currently seen in experimental MOFs, and ideally allow for the
production of generalizable crystal structure error classification
models.

Data processing & graph representation

Given a crystallographic information file representing a MOF
crystal structure, an undirected graph G = (V, E) is generated
with each vertex V representing an atom and each edge E rep-
resenting a chemical bond. Chemical bonding tables are
inconsistently present in these structural files; thus, graph
edges are calculated via the Isayev nearest neighbors algo-
rithm® implemented in the pymatgen package.*® This algo-
rithm identifies bonded neighbors according to the presence of
a shared Voronoi facet between atoms and interatomic distance
of less than the sum of their covalent radii and an additional
bond tolerance value. As described in a previous application of
GNNs to MOFs,*” we opted to increase this tolerance value to 0.5
A to ensure that all bonds, including the highly variable metal-
ligand bonding and those crossing a periodic boundary, are

This journal is © The Royal Society of Chemistry 2025
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Table 1 Classes of node features employed to describe individual atoms within the crystal structure graph representations

Node feature category Quantity Description
Atomic 8 Physical properties of the atom
e.g., Atomic number, atomic weight, van der Waals radius, first ionization energy, Cordero
covalent radius, Rahm atomic radius, static dipole polarizability & Ghosh electronegativity
Local chemical environment 168 Radial and angular functions encoding the atom's local environment
e.g., atomic property weighted distribution functions, weighted average atomic properties, and
weighted atom-centered symmetry functions
MOSAEC 3 Atomic formal charges or oxidation state calculated under three distinct charge distribution

routines (i.e., spanning from fully local to fully global charge distribution to metal atoms)
implemented in MOSAEC

properly identified. Each vertex is assigned a vector containing
node features which aim to describe the corresponding atom's
physical properties, as well as to encode information regarding
its chemical environment within the unit cell. The three
primary categories of descriptor that were employed as node
features in this work include: (i) atomic property-based, (ii) local
chemical environment-based, and (iii) formal charge and
oxidation state-based descriptors. Concise descriptions con-
cerning each of the three descriptor categories are provided in
Table 1, including their underlying properties and total feature
vector count. The first two were calculated as described in our
previous work applying graph attention networks to partial
atomic charge prediction.’” The physical properties of each
atomic node were sourced from databases contained in the
Mendeleev®® Python library, while the local chemical environ-
ment description were computed using an internal code which
analyzes atomic pair distances to compute the various, well-
known mathematical representations of chemical environ-
ments described in the SI (Section S2).The final feature category
was calculated via an automated oxidation state and formal
charge calculation tool known as MOSAEC."” This method has
been previously validated to produce highly accurate oxidation
states for thousands of diverse MOF crystal structures, which
represents a significant innovation that—to the best of our
knowledge—no previous technique is capable of performing in
both an automated and generalizable manner. Crucially,
a comprehensive validation of the oxidation states and formal
charges has not been completed on an atom-by-atom basis as
prior efforts focused on solely the metal oxidation states;
therefore, discrepancies may remain between values assigned
manually by an expert chemist and the automated MOSAEC
method. These metal oxidation states proved to be an invalu-
able tool in the detection of structural errors in both manual
and automated investigations, thus it was anticipated that they
would also be an equally valuable addition to the atomic node
embeddings. Various combinations of these descriptor cate-
gories were applied in the training of distinct GNN models to
assess their relative efficacy towards error type classification
tasks, which is discussed further in the following sections.

Graph neural network architecture

The SETC model aspires to perform graph-level classification of
structural errors based on the output of a GNN trained on the

This journal is © The Royal Society of Chemistry 2025

error-labelled dataset. For this purpose, we tested several GNN
architectures such as graph convolution (GCN), graph attention
(GAT), graph isomorphism (GIN), and GraphSAGE networks.
The outcomes of this test are further outlined in the SI (Table
S3), but in summary, the GAT models were determined to be
better suited to this error classification problem. A demon-
strative overview of a GAT model architecture and end-to-end
workflow from crystal structure graph input to error label
output is provided in Fig. 3. The graph representing a n-atom
crystal structure possesses initial d-dimensional node feature
vectors Ve R™? which are first standardized using the mean
and standard deviations of each feature in the training data.
These scaled embeddings are then input into a N-layer GAT to
generate hidden node embeddings of size 2. These hidden
embeddings are subsequently mean-pooled and passed to
a readout layer consisting of sequential linear transformations
and a final sigmoid activation to produce the desired m-
dimensional vector containing probabilities of each outlined
structural error type label. Additional details regarding the
implementation of this GAT model architecture are available in
our corresponding work utilizing GATs to predict DFT-quality
partial atomic charges in periodic MOF structures.®”

Hyperparameter optimization & training

All graph manipulation and neural network functions were
implemented using the PyTorch Geometric and PyTorch
libraries.**** The Adam optimization algorithm** was employed
to train the model for a total of 64 epochs with the objective of
minimizing the binary cross-entropy loss between the predicted
and ground truth crystal structure error labels. A ten-fold cross-
validation (CV) routine—comprising an 80:10: 10 ratio of the
training, validation, and test sets, respectively—with stratifica-
tion according to error label was applied during model training
and evaluation, hence all reported values represent the average
performance across all data splits. The Optuna** optimization
framework was applied during hyperparameter tuning using
the default Tree-Structured Parzen Estimator (TPE) sampling
algorithm for 100 trials to maximize each models’ classification
accuracy on the validation set. Hyperparameters were obtained
from the initial data split of each model only and they were
assumed to be transferable to all successive folds. A summary of
the model hyperparameters which were subject to optimization
is presented in Table S2.

J. Mater. Chem. A, 2025, 13, 32255-32270 | 32259
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Fig. 3 Overview of the SETC graph attention (GAT) model architecture, including illustrations spanning from the crystal structure input to the
multi-head graph attention mechanism to the final error type label outputs.

Graph explainability & feature importance evaluation

Various analyses of the trained error type classification model
outputs were performed to gain insight into how SETC differ-
entiated between erroneous and pristine MOF structure graphs.
Investigations into the hidden layer embeddings, both the
global-pooled structure graph embedding and individual
atomic node embeddings, were accomplished through dimen-
sionality reduction utilizing the uniform manifold approxima-
tion and projection®® (UMAP) algorithm. Each of these
experiments employed the entire final hidden layer embedding
vector to determine how well reduced embedding space clus-
tered with respect to their ground-truth error labels. The
GNNexplainer* graph explainability technique was also utilized
to assess the relative influence of each node feature towards the
predictions. This approach applies
a gradient-based optimization of node feature masks and edge
masks on the studied graph to identify the edge and feature
subsets that best preserve the trained GNN model's prediction.
Several GNN explainability algorithms which identify influential
subgraphs were tested, but ultimately the SubgraphX** method
was found to provide the most robust and coherent explana-
tions which is in accordance with a recent survey*® on graph
explainability techniques. This method incorporates a Monte
Carlo tree search to rapidly sample combinations of subgraphs
and rank their relative contribution towards the prediction
using a Shapley value-inspired scoring function. The resulting
explanations produced a simplified subgraph and node feature
importance values which were subsequently inspected to eval-
uate the classification models' decision-making processes and
whether the identified substructures matched chemical

classification models’

32260 | J Mater. Chem. A, 2025, 13, 32255-32270

intuition regarding error identification. Implementations of
both the GNNExplainer and SubgraphX techniques within the
GraphXAI** python package were applied to complete this
analysis. The overarching aim of the above analyses was deter-
mining if the underlying GNN architecture had effectively
learned or approximated the fundamental chemical informa-
tion, such as conventional bonding relationships or proper
formal charge and oxidation state values, that a chemist would
engage to judge a crystal structure's quality and errors
manually.

Results & discussion
Dataset error distribution

The distribution of each error category across the dataset—
including both the CoRE-2019 and “augmented” CSD crystal
structures following duplicate removal—and their co-
occurrence within erroneous structures are presented in Fig. 4
while a full accounting of the contents of each dataset is pre-
sented in Table S1. At least one kind of error—herein described
as “any” relating of whether any of the three error types are
present—was observed in 55.86% of the constituent crystal
structures, while the most common single error type relating to
charge balancing issues was seen in a total of 33.38% of the
dataset. These findings are consistent with the rates of error
occurrence presented in our previous inspections of SBU
libraries and MOF databases,'”** which found that upwards of
half of all MOFs in several databases possessed problematic
metal oxidation states and 36.7% of all extracted inorganic
SBUs contained incorrect charge assignments. The error type

This journal is © The Royal Society of Chemistry 2025
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Fig. 4 Visualization of the frequency of each combination of error
labels across all crystal structures present in the final dataset
comprising the CoRE-2019 and "augmented” datasets post-duplicate
crystal structure elimination.

distribution in the initial, investigated sample of 15.6k CoRE-
2019 MOFs (Fig. S2) noted similar rates of proton, charge, and
general error incidence despite posting a significantly lower
total frequency of disordered structures (4.87%) compared to
the final dataset (Fig. 4) post-augmentation with disordered
crystal structure data. As one might suspect, earlier attempts at
training classification models with such low disorder frequency
produced limited precision in the disorder-related tasks; thus,
dataset augmentation targeting the addition of disordered
crystal structures was initiated and successfully increased
disorder error frequency by ca. 7% while only slightly changing
the distribution with respect to the other error categories.
Further complicating the error label landscape is the relatively
common observation of multiple categories of errors within
a single crystal structure as shown by the rightmost columns in
Fig. 4. The proton-charge error pairing is detected in 5.62% of
all crystal structures in the dataset, while the proton-charge and
charge-disorder pairings represent 2.42% and 1.78%, respec-
tively. Approximately 0.65% were also found to contain all three
error label categories studied in this work; two illustrative
examples of which are highlighted in Fig. S3. This relatively
frequent co-occurrence of error types significantly complicated
the manual labelling process as the assignment of borderline
cases may be ambiguous without details from the original
publications' crystallographic analysis; thus, capturing the
interplay between the error categories will be integral to
achieving highly accurate ML error type classification.

Feature selection

To assess the optimal combination of node features in the
graph-level error label classification task, several combinations
of the three classes of node features (Table 1) were employed to
prepare distinct graph datasets. In addition to the simple
pairing of these feature groups, feature reduction using large
positive or negative Pearson correlation coefficients (|| > 0.5) as
the discriminating variable was examined. Details of this
practice are provided in the SI (Fig. S6) and ultimately yielded
a “reduced” dataset retaining 74 total features across the three
groups in its node embedding. Finally, a greatly reduced
combination preserving only 4 node features was proposed
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through handpicking important descriptors according to
chemical intuition. This group of features, herein dubbed
“chemist”, contains only the atomic number (Z), oxidation
states and formal charges (i.e. the MOSAEC features) as these
concepts—alongside the chemical bonding information con-
tained within graph edges—encompass those employed during
the manual inspection process that created the error-labelled
dataset. Manually calculating oxidation states is a relatively
simple, yet time-consuming process for the average chemist;
however, the development of an automated approach to
computing these values in a high-throughput manner is
incredibly complex due to the diversity of chemical moieties
which it must cover. The MOSAEC" algorithm represents
a significant innovation in this regard by facilitating the
incorporation of oxidation states and formal charges as graph
node features in an automated and accurate fashion. Compar-
isons of the performance of binary relevance models trained
using each of the seven tested node feature datasets in error
label classification are summarized in Table 2. Generally, across
all error categories, datasets containing the oxidation state and
formal charges as node features achieved the greatest ROC-AUC
scores compared to those without this information. Indeed,
only considering these oxidation state and formal charge node
features observed co-leadership in the general, i.e. presence of
‘any’ error type, error identification task (AUC = 0.967). This
discovery is somewhat unsurprising as it concurs with our
previous reports on the reliability of using metal oxidation
states as a metric to automatically flag problematic crystal
structures. Moreover, superior performance in two of the
specific error classification tasks, proton and charge error
labels, was shared by the chemist and atomic-MOSAEC models,
respectively. The disorder errors were most effectively labeled in
representations solely possessing simple atomic features,
closely followed once again by the simple chemist representa-
tion. Each of these instances represent some combination of
atomic and oxidation state-based features, thereby indicating
that a high degree of classification efficiency may be achieved
with relatively interpretable descriptors. We originally antici-
pated that the features encoding local chemical environment
information (i.e. radial and angular functions) would be vital in
mapping the complex spatial relationships necessary when
diagnosing crystallographic disorder; however, models trained
on graphs with such features performed worse on average than
analogous models which omitted them. It is possible that the
sizable quantity of these descriptors introduced redundancy
and noise during model training without providing any addi-
tional benefits beyond what could be deduced from the chem-
ical bonding information stored in the edge connectivity. The
‘reduced’ dataset observed similarly poor performance which
may be reasonably forecasted as numerous local environment
features were kept due to their low correlation coefficients. In
summary, the results presented in Table 2 indicate that
combinations of atomic properties and oxidation state/formal
charge-based features supply sufficient knowledge to generate
GAT models with high predictive accuracy towards the graph-
level classification of structural errors. Subsequent analyses
will focus primarily on those high-performing features, namely
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Table 2 Classification performance of the SETC model employing various combinations of node features in the input structure representation

Error label category

Any Proton Charge Disorder

Selected node features ROC-AUC* ROC-AUC* ROC-AUC* ROC-AUC*

Atomic 0.928 £ 0.008 0.832 £ 0.017 0.826 £ 0.017 0.940 £0.014
MOSAEC 0.967 +0.005 0.935 £ 0.008 0.902 £ 0.011 0.923 £ 0.009
Local 0.903 £ 0.009 0.870 £ 0.015 0.888 £ 0.011 0.864 £ 0.020
Atomic & MOSAEC 0.968 +0.005 0.947 +0.009 0.904 + 0.011 0.901 £+ 0.014
Atomic & local 0.888 + 0.009 0.876 £+ 0.020 0.905 £+ 0.009 0.916 £+ 0.017
MOSAEC & local 0.909 £ 0.007 0.914 £ 0.013 0.861 £ 0.010 0.853 £ 0.016
All 0.923 £ 0.011 0.906 £ 0.010 0.869 £ 0.006 0.911 £ 0.016
Reduced 0.890 £ 0.009 0.914 £ 0.014 0.864 £+ 0.011 0.896 £ 0.017
chemist? 0.966 +0.004 0.949 +0.010 0.925 +0.008 0.932 £+ 0.024

“ Values are reported as means and standard deviations across ten cross-validation folds. ? Includes the atomic number (Z) and oxidation sates/

formal charges calculated via MOSAEC.

studying models trained on the ‘chemist’ and ‘atomic-MOSAEC’
datasets as they achieved the foremost aggregate performance
across all classification tasks.

Classification approach

Two distinct classification methods, consisting of either binary
relevance models or multi-label model output, were contrasted
to evaluate whether any advantage could be gained from
a unified model learning the correlation between error labels.
Table 3 compiles each approach's classification performance
for models trained on the ‘chemist’ graph representations in
terms of the ROC-AUC, F1-score, and accuracy for each of the
three error label categories, as well as the accuracy and
Hamming loss associated with predicting the final output
vector containing all labels. In this instance, binary relevance
classification outperformed models designed to learn the three
distinct error label categories simultaneously. Combining
separate models observed a more than 6% advantage in clas-
sification accuracy of the overall ground-truth error type vector,
and each individual error label noticed similar enhancements

Table 3 Performance of the binary relevance and multi-label
approaches towards the classification of individual and overall error
labels using chemist node features

Classification method

Error label

Classifier score

Binary relevance

Multi-label

in their accuracy culminating in a change of 3.2% in their
Hamming loss. The most apparent difference occurred in the
disorder error classification models which observed 3.1%
improvement relative to the multi-label approach. These results
would initially suggest that any information gained by the
multi-label models from the correlation between error types did
not provide significant benefits to the classification perfor-
mance; however, this phenomenon was not observed across all
node feature combinations as outlined in Table S4. Largely, in
the case of the second-best graph representations utilizing
atomic and MOSAEC features, the multi-label classification
method achieved superior performance in predicting the overall
complement of error type labels compared to training three
separate binary-relevance models. The multi-label model
maintained better performance across all validation metrics for
the charge and disorder error labels, however binary models for
proton errors observed improved classification ability. This
instance of the multi-label approach predicted the exact vector
of error labels in 75.1% of structures and a Hamming loss of
only 10.5% reflecting low failure in the predictions of the
individual error labels components. This marked a nearly 1.3%
increase in accuracy relative to the merged binary relevance
model outputs. In the case of atomic-MOSAEC node represen-
tations, there may be beneficial information gained from the
correlation between the distinct error categories that is lost in
the case of the binary relevance models. While the binary rele-
vance models using the ‘chemist’ node features surpassed all
others in general, this disparity in the classification approach
trends indicates that the utility of shared training of the error
labels may be heavily dependent on the quantity and category of

Proton ROC-AUC 0.949 =+ 0.010 0.931 =+ 0.010 ) .
F1 0.854 + 0.017 0.747 + 0.021 hode features supplied to the model as we discovered no
Accuracy 0.938 + 0.007 0.894 + 0.009 particular trend which held true across all experiments. The
Charge ROC-AUC 0.925 + 0.008 0.908 £ 0.010  underlying relationship between occurrences of proton, charge,
F1 0.786 =+ 0.020 0.749 £0.023 414 disorder structural errors was not straightforward from the
Accuracy 0-868 & 0.011 0-843 % 0.013 findings of the manual investigation process, once more
Disorder ROC-AUC 0.932 + 0.024 0.896 + 0.010 §5 ot Investig P ’
F1 0.829 + 0.038 0.628 - 0.03¢ demonstrating the potential of GAT neural network-based
Accuracy 0.961 + 0.008 0.930 4+ 0.006 approaches at disentangling complex connections from crystal
Overall Hamming loss 0.079 0.111 structure data.
Accuracy 0.797 0.733
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Comparison to global features

Given that this method of crystal structure error labelling and
classification is relatively nascent within chemistry ML appli-
cations, one may speculate whether the graph representation
selected in this work is as advantageous as asserted in the above
sections. While graph structures provide the most natural
representation of chemical structure data, global feature-based
methods—which describe each crystal structure as a series of
chemical and physical properties calculated for the structure in
aggregate—are conventionally utilized in property prediction
and classification tasks on MOF datasets. Therefore, a reason-
able question becomes whether ML models based on global
features are capable of differentiating erroneous crystal struc-
tures with a similar degree of efficiency as the graph-based
models. To assess the effectiveness of global features in error
type classification, we select four categories of features (Table
S5) frequently employed in ML regression and classification
models studying MOFs and other periodic materials: (i)
geometric, (ii) persistent homology, (iii) revised autocorrelation
(RAC), and (iv) atomic property-weighted radial distribution
function (RDF) descriptors. These features have proven
successful in various ML tasks, and they cover a broad range of
physical properties describing the pore environment and
chemical properties (i.e., nuclear charge and mass, Pauling
electronegativity, polarizability, etc.) present within each struc-
ture's unique local atomic environments. Additionally, several
machine learning algorithms regularly applied to chemical
classification tasks were studied to fairly gauge the utility of this
global approach: (i) random forest (RF), (ii) gradient-boosted
decision tree (GBDT), (iii) support vector machine (SVM), and
(iv) neural networks (NN). Comprehensive details of the featu-
rization, hyperparameter tuning, and model training proce-
dures for these global feature-based models are provided in the
SI (Section S3), but importantly, care was taken to closely
replicate the graph-based models’ training procedures. A
summary of the performance of the leading graph-based and
global feature-based models on the targeted error label classi-
fication tasks is presented in Fig. 5. The SETC graph-based
model outperformed the global features in identifying the
presence of any generic error type quite significantly by
a margin of greater than 7% accuracy. A less glaring improve-
ment was also discovered in the proton error classification task
with the top graph-based model only achieving a ca. 2.5%
enhancement over the best global counterparts. In contrast, the
charge and disorder errors observed more similar performances
with relative differences in accuracies of less than 1% across all
structural representations for their best performing models.
Notably, NN and GBDT models outperformed GNN-based
methods in the charge error classification task, but the
magnitude of these performance improvements falls within the
reported fold-wise variance in classification accuracy. This
finding may indicate that, compared to the structure graph
representations, certain global features may possess a higher
sensitivity to the characteristic pore environment changes
induced by charge errors associated with the omission of non-
coordinating counterions. Interestingly, investigations into
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Fig. 5 Error type classification performance of graph-based and
global feature-based models compared according to accuracy. The
top-performing model achieved for each algorithm is presented for
each error category.
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each individual global features' effect on classifier performance
(Tables S7-S10) indicated that the RAC descriptors were most
highly correlated with improved classification performance
across all ML algorithms and feature combinations, appearing
in nearly all of the best performing models. Notably, this class
of features is one of the few that implicitly consider chemical
connectivity akin to the information contained within a chem-
ical structure graph.*” Specifically, when calculating the atom-
wise contributions to their RAC descriptor, the function's
scope is limited to only other atoms within a certain chemical
bond-walk distance (i.e. number of bonds separating atom i and
j) of the considered atom, thereby injecting some amount of
connectivity information into the otherwise simple, scalar
features. These observations further substantiate our hypoth-
esis regarding the importance of considering bond connectivity
when assessing crystal structure errors, and how graph repre-
sentations—and to a lesser extent, connectivity-minded features
such as RACs—mimic the approach that an expert chemist
would apply when visually assessing a crystal structure's
validity.

Outside of the abovementioned stellar performance of the
RAC features, the remaining three global feature categories
were much less suitable to distinguish between high-quality
and erroneous structures. Accuracies ranging between 64.2-
65.1%, 75.3-77.2%, and 76.9-77.7% were observed for the
geometric, homology, and RDF features, respectively, towards
the generic error determination tasks. This level of classifica-
tion accuracy suggest that these global features do not contain
the requisite sensitivity to minor structure errors such as single
proton omissions, and as such likely cannot properly learn the
necessary structure-error relationships. This outcome is
perhaps unsurprising as these features represent aggregate
sums over the crystal structure as a whole and are thus inher-
ently less sensitive to errors which may often only affect a small
subdomain of the crystal structure. In instances where signifi-
cant distortions of the correct crystal structure occur, such as
crystallographic disorder which can lead to massive quantities
of duplicated or overlapping atoms, these other three features—
and the persistent homology, in particular—are sufficiently
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altered and result in significant improvements in the disorder
error label classification tasks. In truth, a single category of
feature remained insufficient in even such drastic error cases
and ultimately, we found that combinations of several global
feature types were typically required. This added complexity in
the featurization process represent substantial overhead in the
overall global feature-based error classification workflow,
particularly considering that competitive accuracy can be
achieving with even the simplest graph representations con-
taining simple, rapidly-assigned atomic and oxidation state
(MOSAEC) node features.

The complicated nature regarding how crystal structures
manifest in the global features is further clarified upon per-
forming an analysis of the dimensionality-reduced space of
each global feature category as presented in Fig. S7-S10. If
structural errors resulted in large deviations in the computed
features' values, one would expect a clear boundary between the
erroneous and correct crystal structures within the reduced
global feature space; however, datapoints representing struc-
tural errors are interspersed throughout the reduced feature
coordinate with no clear separation relative to the chemically
accurate crystal structures in almost all feature categories. A
minor degree of clustering is discovered in the persistent
homology and RAC feature spaces with respect to the charge
and disorder error labels. This may partially explain the
improved classification accuracy observed across the global
feature-based models in determining these error labels;
however, overall, this inspection of the reduced feature space
suggests that a complex relationship exists between the global
features and structural error labels which may not be easily
interpreted or modeled via conventional ML classification
approaches. In light of this lack of correlation between the error
labels and global features and their relative inability to meet the

Error Type == Proton

Indium
In

Zirconium

== Charge

View Article Online

Paper

graph-based methods' classification accuracy, we conclude that
the proposed SETC GAT model presents the best way forward
towards applying ML error identification tools in MOF dataset
curation and future repair workflows.

Hidden embedding and subgraph feature analysis

Various aspects of the final trained models' performance,
including the final GAT hidden layer embeddings and the
impact of subgraph structure and node features on the output,
were probed to deepen our understanding of the mechanism by
which crystal structure errors were diagnosed. In a generaliz-
able error classification model, the key structure graph and
node features influencing the resulting label would ideally
reflect the concepts utilized by chemists in analogous tasks.
Initially, the decision boundaries between the positive and
negative error labels within the top-performing models were
interrogated through analysis of the reduced GAT hidden
embeddings. Fig. 6 highlights these boundaries established for
all error label categories within the overall pooled graph
embeddings for the best performing SETC models, as well as
examples for an element-specific node embedding space.
Distinct boundaries between the regions representing pristine
and erroneous crystal structures can be clearly observed in the
UMAP-reduced dimension in all instances of the pooled graph
embeddings (Fig. 6a) which one may have expected given the
level of classification accuracy achieved by these models. As
crystal structure errors were observed to range in severity (i.e.
affecting a few atom sites up to the entirety of the structure)
during manual dataset validation, each crystal structure graph
may simultaneously consist of nodes representative of both
erroneous and error-free chemical environments. It is, there-
fore, unsurprising that the boundary between the two error

== Disorder No Error

Fluorine

Fig. 6 Analysis of the intermediate GAT embedding vectors extracted prior to the final readout layers for the top-performing SETC models.
Visualization of both the (a) pooled graph embeddings and (b) individual atomic node embeddings are achieved using the UMAP dimensionality
reduction technique. Each point is colored according to the error status of their associated crystal structure graph with gray representing the

absence of the error type under consideration in each plot.
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classes in the individual atomic node embeddings becomes
more ambiguous in Fig. 6b. However, intriguingly, despite the
considerable overlap seen between the two classes for many of
the individual node embeddings, definite regions of nodes
belonging to only erroneous crystal structures can be discovered
for each of the error categories when considering specific
elements. For example, the nodes associated with zirconium
(Zr) atoms experience shifts in the distribution and clustering of
their hidden embeddings produced in the classification of
protons errors. This discovery concurs with the knowledge that
the most frequently occurring Zr species within the error-
labelled dataset, the UiO-66-type Zrs inorganic node,
frequently experienced hydrogen atom omissions at the p;-OH
positions. Similarly, the indium (In)-containing crystal struc-
tures that frequently noted counterion omissions and F-
containing crystal structures which often demonstrated rota-
tional disorder also demonstrated some clustering between
certain atomic node embeddings belonging to erroneous
structures within the reduced space. However, these relation-
ships do not follow any straightforward trend as can be clearly
seen in Fig. S11 which again visualizes the atomic embedding
spaces according to their error label for additional elements.
For example, the C atomic embeddings (Fig. S11a) show very
little correlation between their error state and reduced embed-
ding vector space despite these atoms commonly existing in
close proximity to or at the exact location of many proton
omission and crystallographic disorder errors. Likewise, the Ag
and O atom embeddings which were regularly affected by
charge and proton errors, respectively, demonstrate minimal
grouping by error status. This indicates that the relationship
between these hidden node embeddings and the error state is
sophisticated and may not be easily deconvoluted to extract any
chemical insight or make determinations regarding the quality
of the crystal structure at the studied atomic node position. This
intermittent observation of segregation in the specific atomic
embeddings suggests furthermore that the node-level error
classification task may be possible and could be pursued in the
future to generate the targeted crystal structure repair strategies
necessary to restore erroneous structures; however, the absence
of any clear trends for all atom identities in a given error cate-
gory hints that developing such a procedure may not be
straightforward. Meticulously labelling all erroneous node sites
in each crystal structure in a similar fashion as implemented in
this work at the graph-level would represent an exponential
jump in the quantity of labour necessary to establish a labelled
dataset for supervised learning, thus alternative ML learning
paradigms such as semi-supervised or unsupervised learning
ought to be explored. Finally, these analyses suggests that the
mechanism by which SETC identifies errors in crystal structural
graphs is not through the pinpointing of specific problematic
atomic node positions, but rather through examination of
larger, aggregate properties of the crystal structure graphs. This
differs somewhat from the manner in which a chemist would
manually investigate proton and disorder errors as one would
typically seek out particular atoms which violate the accepted
principles of chemical bonding. However, this concept does
somewhat match the manual classification approach for charge
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errors which generally need a more global view of the charge
balance across the entire crystal structure as non-coordinating
charges often play a major role.

Investigations into the relative importance of each node
feature and subgraph structures towards the final error label
prediction were conducted to again discover any corollaries to
the process employed by chemists during crystal structure
inspections. Interpretable explanations of the trained models’
outputs for all MOF crystal structures were generated using the
GNNExplainer and SubgraphX approaches, and the mean
feature importance were analyzed to determine the most
influential factors. A breakdown of these graph-level explana-
tions for the ‘chemist’ node representation is shown for three
representative examples in Fig. 7, while additional examples are
presented in SI (Fig. S12-S15). The computed top-ranking
subgraphs match one's expectations regarding the problem-
atic substructure within the crystal structure graph in many
instances. For example, Fig. 7a shows that the carbon and
nitrogen sites in the 1,8-diaminooctane linker of SOBZOY_clean
that are missing their implied hydrogen atoms were differen-
tiated as the most important contributors towards that crystal
structure's GAT-predicted error label. Similarly, in the case of
disorder errors such as the CUFQUQ_P1 structure displayed in
Fig. 7c, the atom sites in the pyrazine linkers which were
disordered by symmetry were evaluated to be important in
predictions made on that crystal structure graph. In contrast to
these two error cases where assigning the erroneous node sites
is relatively straightforward, charge-related errors are more
complex as the omission of charge-balancing counterions may
not be easily attributed to any individual atom and thusly they
are more often considered as an aggregate property of the
framework itself. Interestingly, subgraphs involving metals
atoms and portions of their surrounding ligand environment
are frequently identified as important to the charge error
prediction. Given that the MOSAEC oxidation state calculation
assumes an overall neutrality of the structure graph, the metal
sites generally assume the responsibility of compensating for
the consequences of excess framework charge implied by
charge errors; therefore, it is perhaps logical that the subgraphs
including these affected metal sites—such as the overly oxidized
In*" atom highlighted in Fig. 7b—would be characterized as
relevant to the error classification. Intriguingly, in crystal
structures where the subgraph analysis failed to generate an
explanation coherent with chemical intuition (Fig. S12c),
subgraphs containing metal sites in unlikely oxidation state
were generally chosen over the more directly culpable nodes
missing hydrogen atoms or possessing disorder. Once again,
this finding indicates that the presence of irregular metal
oxidation states endures as an effective indicator of crystal
structure errors which may explain their prevalence as features
in the top-performing models and further as nodes belonging to
influential subgraph structures. The node feature explanations
of the predicted outputs in each of the examples in Fig. 7
similarly suggests that the metal oxidation state features play
a marginally more important role, but overall this effect appears
minor. A comprehensive analysis of the node features is pre-
sented in Fig. S15 including investigations into other node
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Fig. 7 Visualized explanations of the leading SETC error classification models for three representative examples of (a) proton, (b) charge, and (c)
disorder crystal structure errors. Skeletal representations of each crystal structure are depicted with the substructure highlighted in red rep-

resenting the most important subgraph.

feature categories and aggregate evaluations on the entirety of
the dataset rather than individual structures. While individual
structures observed varying influence from particular features,
no obvious trend in feature importance is seen across graph
representations. Additionally, the importance score differences
between features of greater and lesser importance were
minimal when considering the dataset as a whole, thereby we
conclude that no specific feature dominates the models’
prediction. Overall, this study of explainability in the SETC
models indicates that chemically relevant subgraphs are pref-
erentially utilized during error classification, ultimately signi-
fying that general knowledge of acceptable chemical structure
motifs was acquired.

Model generalizability

The ability to diagnose structural errors in various classes of
materials outside of the original MOF dataset, such as mole-
cules and transition metal complexes, was also evaluated as
a final means to determine if these classifiers truly gained
general chemical knowledge regarding acceptable bonding and
spatial relationships in 3D chemical representations. Random
samples of 100 3D structures each, sourced from several unseen
databases used in computational studies of molecules, metal
complexes, covalent-organic frameworks (COFs), and MOFs,
were inspected in the same manner as the above-described
error label dataset curation procedure. A summary of the error
rates identified in each of the sampled unseen datasets is
provided in Table S11 with further details available in the SI

32266 | J Mater. Chem. A, 2025, 13, 32255-32270

files. The frequency of errors in the molecular database samples
were typically lower than either the metal complex or MOF/COF
samples, which may have been anticipated from the relative
maturity of molecular databases and of the tools used to
recognize and repair problematic organic moieties. It is
important to note that since SETC aims to investigate errors in
the data supplied in 3D structural representations, only such
data (ie., atomic identity and coordinates) was considered
irrespective of any other available metadata. In the context of
molecular (e.g., ZINC") and transition metal complex (e.g,
tmQM*®) databases which—unlike many MOF databases—
correctly label charged species, a positive charge error desig-
nation will be predicted in such structures by SETC despite the
correct charge label being supplied to users. This is the expected
behaviour as this model only considers the data available from
the crystallographic information and not any additional data-
base metadata; thus, these instances may be regarded as errors
when users improperly utilize ionic crystal structures i.e.
assumed them to be neutral. An analysis of the generalizability
of the optimized error classification models towards the unseen
samples of MOFs, COFs, molecules, and transition metal
complexes is summarized in Fig. 8 which displays radar plots
for each subgroup displaying their observed classification
accuracy towards each error category, while Table S12 details
the raw classification accuracy values. The manifestations of
structural errors in molecules, metal complexes, and COFs
shared many similarities to those previously highlighted in
MOFs, however, a greater diversity in the chemical moieties and
metal coordination environments was noted in the unseen

This journal is © The Royal Society of Chemistry 2025
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Fig. 8 Analysis of the generalizability of the SETC models employing the chemist node features towards diverse classes of materials and
databases unseen during model training. Radar plots summarizing the classification accuracy observed for each of the 100 crystal structure
samples of (a) MOF/COFs, (b) molecules, and (c) metal complexes in all error labelling tasks. The ‘overall’ error classification task represents the
accuracy in obtaining the complete error label containing the three major error categories (proton, charge, and disorder), while the ‘any’ label

represents determining the presence of any of the three errors.

samples. Overall, the binary relevance models classifying the
individual proton, charge, and disorder errors performed
remarkably for nearly all materials despite never encountering
such small molecules and complexes during training. A much
broader array of success is noted in the classification of the ‘any’
(i.e. presence/absence) and overall error labels across the
unseen material groups. Superior generalizability was observed
towards the samples containing chemical substructures with
a greater degree of similarity to the original error-labelled
dataset composed of principally MOFs. Error labels of MOFs
contained in the closely related CSD MOF Collection and QMOF
samples were largely in the same ranges as those found during
the model evaluation on the test set structures. The models
possessed dampened efficacy in identifying errors in the next
nearest material subgroup, metal complexes, which observed
accuracy losses between 10 and 20% in all error categories
relative to the performance in MOFs. While these reductions are
significant, SETC classified transition metal complex errors at
accuracies which still greatly surpass a random guess, thereby
suggesting that general chemical knowledge has been trans-
ferred from the models' information obtained during training
on solely MOFs. Chemically speaking, this matches intuition as
one would expect the structural and electronic properties per-
taining to metal coordination in MOFs and metal complexes to
be largely shared with some variance in the distributions of
their ligand types, binding modes, acceptable oxidation states,
etc. Remarkably, the remaining unseen samples, small mole-
cules and COFs, which are most dissimilar to the original
dataset did not universally observe declines in classification
accuracy. In contrast with the previous examples, these data-
bases contain predominantly organic chemical structures with
significant functional group diversity relative to that which is
typically observed in typical MOF linker chemistry; therefore, it
was assumed that the loss of the metal nodes’ information
would lead to considerable performance losses. In fact, on the
contrary, SETC observed similar or greater classification accu-
racies in the case of the CSD and QM9 databases samples across
all metrics. The lowered performance on the ZINC20 database
largely arises from the drop in charge error classification
accuracy, which itself may be explained by the fact that it was

This journal is © The Royal Society of Chemistry 2025

sole molecular sample to possess apparent charge errors. A
more substantial loss of generalizability is observed in the
CURATED COF* sample despite their likeness to organic
molecules. The disparity in performance on these non-metal-
containing structure graphs may perhaps indicate that the
metal node environments are highly consequential to the
models’ output in many situations. This hypothesis aligns with
our previous determination of metal oxidation states’ utility in
flagging erroneous crystal structures;'” however, the observa-
tion that proton and disorder errors continue to be well char-
acterized in these molecular samples indicates that structural
relationships learned from the limited set of MOF linker
molecules are sufficient to assess structure graph validity for
varied datasets of organic moieties. While these models may not
provide sufficient accuracy to be reliably applied to screen
databases composed of mainly organic molecules and COFs,
their ability to properly assess protonation state and crystallo-
graphic disorder implies that these models are capable of
handling out-of-distribution organic structures and that efforts
to develop fine-tuned models specifically for organic crystals
such as COFs are plausible. Finally, in summation, the efficient
classification of the three major error labels in the unseen
datasets suggested that the SETC models acquired a general
understanding of what constitutes satisfactory bonding and
compositions in chemical structure graphs. These initial find-
ings signal that an all-encompassing, generalizable crystal
structure inspection tool may be realized given sufficient
understanding of structural errors and the availability of
a diverse set of error labelled data from numerous branches of
chemistry.

Conclusions

Concerning reports of prevalent structural errors in materials
databases applied in screening and ML efforts necessitates
enhanced scrutiny into the quality of data enclosed in such
studies. In consideration of these concerns, we implemented an
error investigation protocol applying expert chemist knowledge
and rigorous literature examination to establish a dataset of
MOF crystal structures labelled by their constituent structural

J. Mater. Chem. A, 2025, 13, 32255-32270 | 32267


http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d5ta05426e

Open Access Article. Published on 03 2025. Downloaded on 21.10.25 8:41:01.

Thisarticleislicensed under a Creative Commons Attribution-NonCommercial 3.0 Unported Licence.

(cc)

Journal of Materials Chemistry A

errors. We subsequently utilized this unprecedented structural
dataset comprising over 11k unique MOFs labelled by hand
according to their error type in the development of various ML
classification models capable of identifying the three major
categories of structural errors—namely, proton, charge, and
disorder errors—with considerable classification accuracies
upwards of 86% in the top-performing models. This work
proposed that graph representations of periodic crystal struc-
tures should contain all the necessary information that
a chemist would apply when manually assessing a crystal
structure's error state. This hypothesis was confirmed by
experiments which demonstrated that graph attention neural
networks employing straightforward node features, such as
atomic number and oxidation states, produced leading perfor-
mance on average when compared with other features, GNN
architectures, and global feature-based classification models.
Particularly in the cases of subtle structural errors such as
proton omissions, the GAT-based models surpassed the alter-
native by a substantial margin. However, common global
features employed in prior ML investigations of MOFs (i.e.
geometric, persistent homology, RAC, and RDF descriptors)
proved capable of achieving similar performance to GATSs in
classifying structural errors impacting large domains of the
crystal structures such as charge and disorder errors. Future
studies could focus on adapting these global features to be more
sensitive to even minor structural differences, potentially
through incorporation of the concepts of oxidation state and
formal charge which have proven to be effective in this and our
previous works on error identification and classification. Addi-
tionally, there exists potential to improve the SETC error type
classification workflow beyond the simple, connectivity-based
graph representations towards more sophisticated GNN
model architectures and graph representations that innately
capture the crystal structure's geometric information. While
this study focused specifically on the issue of structural error
frequently found in MOF computational databases, one may
expect analogous problems in other material classes when
databases adapt their crystal structures from imperfect crystal-
lographic data and postprocessing techniques. Despite being
solely trained on MOF crystal structures, this GAT approach
effectively classifies errors in a broad range of unseen materials
classes, such as organic molecules and metal complexes.
Particularly in the case of proton and disorder errors, classifi-
cation accuracy nearing or greater than 90% was observed for
almost all of the unseen molecular, metal complex, MOF, and
COF samples. This observation, combined with the GAT
explainability investigation that proposed a correlation between
the chemist-derived and model-derived subgraph importance
assessments, indicated that the error classification models
developed a general knowledge of proper bonding relationships
in crystal structure graphs. We hope this study further high-
lights the importance of carefully considering dataset quality in
structural datasets and demonstrates how combining state-of-
the-art methods with expert domain knowledge can offer new
avenues of enhancing the reliability of future ML and Al
endeavours in chemical applications.
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