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eInstitució Catalana de Recerca i Estudis Av

23, 08010 Barcelona, Spain

† Electronic supplementary informa
https://doi.org/10.1039/d4sc06906d

Cite this: Chem. Sci., 2025, 16, 3173

All publication charges for this article
have been paid for by the Royal Society
of Chemistry

Received 11th October 2024
Accepted 9th January 2025

DOI: 10.1039/d4sc06906d

rsc.li/chemical-science

© 2025 The Author(s). Published by
of the in situ formation of H2O2

by lytic polysaccharide monooxygenases: the
reaction mechanism depends on the type of
reductant†

Zhanfeng Wang, *a Xiaodi Fu,a Wenwen Diao,b Yao Wu,*c Carme Rovira *de

and Binju Wang *c

Lytic polysaccharide monooxygenases (LPMOs) are a unique group of monocopper enzymes that exhibit

remarkable ability to catalyze the oxidative cleavage of recalcitrant carbohydrate substrates, such as

cellulose and chitin, by utilizing O2 or H2O2 as the oxygen source. One of the key challenges in

understanding the catalytic mechanism of LPMOs lies in deciphering how they activate dioxygen using

diverse reductants. To shed light on this intricate process, we conducted in-depth investigations using

quantum mechanical/molecular mechanical (QM/MM) metadynamics simulations, molecular dynamics

(MD) simulations, and density functional theory (DFT) calculations. Specifically, our study focuses on

elucidating the in situ formation mechanism of H2O2 by LPMOs in the presence of cellobiose

dehydrogenase (CDH), a proposed natural reductant of LPMOs. Our findings reveal a proton-coupled

electron transfer (PCET) process in generating the Cu(II)-hydroperoxide intermediate from the Cu(II)-

superoxide intermediate. Subsequently, a direct proton transfer to the proximal oxygen of Cu(II)-

hydroperoxide results in the formation of H2O2 and LPMO-Cu(II). Notably, this mechanism significantly

differs from the LPMO/ascorbate system, where two hydrogen atom transfer reactions are responsible

for generating H2O2 and LPMO-Cu(I). Based on our simulations, we propose a catalytic mechanism of

LPMO in the presence of CDH and the polysaccharide substrate, which involves competitive binding of

the substrate and CDH to the reduced LPMOs. While the CDH-bound LPMOs can activate dioxygen to

generate H2O2, the substrate-bound LPMOs can employ the H2O2 generated from the LPMO/CDH

system to perform the peroxygenase reactions of the polysaccharide substrate. Our work not only

provides valuable insights into the reductant-dependent mechanisms of O2 activation in LPMOs but also

holds implications for understanding the functions of these enzymes in their natural environment.
1 Introduction

Utilizing abundant and renewable polysaccharides, such as
cellulose, starch, and chitin, to produce biofuels and commer-
cial chemicals is highly appealing, serving as a promising
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solution to address future shortages and environmental threats
associated with fossil-based energy and chemicals. However,
there is a major obstacle to degrade polysaccharides into
smaller units due to their inherent recalcitrance.1 Lytic poly-
saccharide monooxygenases (LPMOs), key elements of current
commercial enzymatic mixtures for the processing of lignocel-
lulosic biomass,1–4 have been well known for their roles in
boosting degradation of polysaccharides since their identica-
tion in 2010.5

LPMOs belong to a superfamily of mono-copper enzymes
that oxidatively depolymerize polysaccharides through hydrox-
ylation of the C1 or C4 position of the scissile glycosidic bond
connecting the sugar units.6–9 The copper ion in LPMOs is
coordinated by two conserved histidine residues, forming
a structure known as the “histidine brace” (refer to Fig. 1).10–12

Mechanistically, LPMOs can activate both O2 and H2O2 (as
a cosubstrate) to form an active species, Cu(II)-oxyl ([CuO]+),
which is generally believed to be responsible for C4–H/C1–H
Chem. Sci., 2025, 16, 3173–3186 | 3173
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Fig. 1 Interaction complex of LPMO and the CYT domain of CDH. The distance between CYT-Fe and LPMO-Cu is only ca. 15 Å, which can
guarantee an efficient electron transfer between them.
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View Article Online
hydroxylation.13–21 Initially, LPMOs were characterized as mon-
ooxygenases using molecular oxygen as the co-substrate.5,11,22–25

However, an increasing number of studies supported that
LPMOs can also be H2O2-dependent peroxygenases.13,21,26–31

Interestingly, it has been established that substrate-free LPMOs
can produce H2O2 (oxidase reactivity) through uncoupled
turnover when exposed to O2 and a reducing agent,32–35 which
further complicates the elucidation of their molecular mecha-
nism. Recently, the H2O2 production capability of LPMOs has
been harnessed for fueling enzyme cascade reactions.36,37

Therefore, gaining an in-depth understanding of their oxidase
reactivity is essential for elucidating the atomic details of
LPMOs' catalytic mechanism and for harnessing their potential
applications.

The molecular mechanism of in situ formation of H2O2 by
LPMOs has been theoretically studied in several studies.20,38–40

Scheme 1 provides an overview of the possible catalytic path-
ways for the formation of active species via the O2-dependent
activity. In the resting state, the copper ion is in the Cu(II) state.
It is well established that the Cu(II) center requires a priming
reduction for subsequent activation of O2 or H2O2 (path a).6 This
reduction can be facilitated by a reducing agent such as
Scheme 1 Possible catalytic pathways for the formation of active specie
and distal (d) oxygen atoms in Cu(II)-superoxide and Cu(II)-hydroperoxid

3174 | Chem. Sci., 2025, 16, 3173–3186
ascorbate or the enzyme cellobiose dehydrogenase (CDH).41,42

While ascorbate is suitable for homogeneous LPMO prepara-
tions, CDH ensures a specic and efficient electron transfer (ET)
with LPMOs, making it more suitable for fermentation
samples.32,41 Additionally, the use of CDH enables a kinetically
controlled supply of electrons, providing advantages over small
molecule reductants.43 Starting from the reduced Cu(I) ion, the
binding of O2 to the active site leads to the formation of the
Cu(II)-superoxide ([CuO2]

+) intermediate (path b).24 The Cu(II)-
superoxide species then accepts a proton and an electron (a
hydrogen atom), resulting in the formation of the Cu(II)-
hydroperoxide ([CuO2H]+) species (path c). The superoxide and
hydroperoxide species have been captured in a neutron crys-
tallography study, conrming the formation and stability of
them.44 From the hydroperoxide species, several possible
pathways have been suggested, depending on the oxygen atom
being subsequently protonated. A QM/MM study by Hedegård
and Ryde suggested that protonation of the distal oxygen atom
of the Cu(II)-hydroperoxide species leads to the cleavage of the
O–O bond, the dissociation of a water molecule, and the
formation of the Cu(III)-oxyl species (path d).39 Subsequent one-
electron reduction of Cu(III)-oxyl results in the formation of the
s Cu(II)-oxyl via the O2-dependent activity in LPMOs. The proximal (p)
e species are labeled for clarity.

© 2025 The Author(s). Published by the Royal Society of Chemistry
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active species Cu(II)-oxyl (path e).39 In contrast, a QM/MM study
by Wang et al. suggested that protonation at the distal oxygen
atom (path d) is not feasible and instead protonation occurs at
the proximal position, coupled with an electron transfer from
ascorbate to the copper ion (path f), yielding the Cu(I)–H2O2

complex.38 It is noteworthy that the energetic features depend
on the functional used for the QM region and the choice of the
QM region itself.39,40 A very recent QM/MM study by Hedegård
and co-workers using a large QM region also excluded the
feasibility of path d.40 Alternatively, the proton may transfer to
the proximal oxygen atom of the Cu(II)-hydroperoxide species,
forming the Cu(II)–H2O2 complex (path g),20 and subsequently
one-electron reduction yields the Cu(I)–H2O2 complex (path h).
From there, Cu(I)–H2O2 can readily evolve into the active species
Cu(II)-oxyl with the dissociation of one water molecule (path
i).19,20 Notably, the reaction of reduced LPMO with H2O2 in the
absence of a substrate or excessive H2O2 can lead to enzyme
damage and eventually inactivation.13,45–48

It is worth noting that a consensus regarding the O2 activa-
tion mechanism by LPMOs has not been reached. The studies
conducted by Hedegård and colleagues considered the involved
ET process in an implicit way,20,39 while the work by Wang et al.
explicitly accounted for it using the ascorbate monoanion
(AscH−) as the reductant.38 Ascorbate is the most extensively
studied small molecule reductant, whereas CDH is the enzy-
matic reductant considered as the natural electron donor for
LPMOs and is more suitable for fermentation samples.32,41,49 It
has been well established that the N-terminal heme b-
containing cytochrome (CYT) domain of CDH serves as the
electron donor and interacts directly with LPMOs.50,51 Addi-
tionally, it is well known that different reductants lead to
different LPMO activities,41,52 which may be attributed to vari-
ations in the H2O2 generation rate.53–57 Mechanistically, AscH−

possesses an active hydrogen atom capable of providing an
electron and a proton simultaneously.38 In contrast, the reduced
CYT can only supply electrons. Consequently, the use of CDH as
a reducing agent is expected to result in a different O2 activation
mechanism. In this study, we employ a combination of MD
simulations and QM/MM MD simulations to (i) uncover the O2

activation mechanism by LPMOs when CDH is utilized as the
reductant, (ii) compare this mechanism with the LPMO/
ascorbate system and elucidate the reductant-dependent reac-
tivity of LPMOs, and (iii) provide insights into the connection
between O2-dependent and H2O2-dependent pathways.

2 Computational methods
2.1. System setup

The model system used in this study includes only the CYT
domain of CDHand the LPMO enzyme. This choice, which lowers
the computational cost, is supported by experimental evidence
demonstrating that the reduced CYT domain is responsible for
LPMO reduction.50 The LPMO structure was obtained from
a high-resolution X-ray structure of Lentinus similis (LsAA9, PDB
ID: 5ACF),58 while the CYT domain was taken from the structure
of Neurospora crassa CDH (PDB ID: 4QI7).50 The interaction
complex between LPMO and CYT (Fig. 1) was taken from our
© 2025 The Author(s). Published by the Royal Society of Chemistry
previous study.59 The model was initially obtained by protein–
protein docking via the online program “Z-dock” and subse-
quently optimized by MD simulations. Based on the interaction
complex, two systems, namely CYT-Fe(II) + LPMO-Cu(II)-super-
oxide (system I) and CYT-Fe(II) + LPMO-Cu(II)-hydroperoxide
(system II), were constructed to investigate the two proton
transfer (PT) processes involved in the O2 activation process. The
metal-containing active sites of both LPMO and CYT, including
LPMO-Cu(II)-superoxide, LPMO-Cu(II)-hydroperoxide, and CYT-
Fe(II), were parameterized using the “MCPB.py” tool of Amber-
Tools18.60,61 The Amber ff14SB force eld was applied for the
normal protein residues.62 The protonation states of titratable
residues (His, Asp, and Glu) were consistent with our previous
study,59 with the exception of histidine 147, which was doubly
protonated to supply a proton during the activation process of O2

(more discussion of the protonation sate of His147 can be found
in the Results and discussion section). Counter ions were added
to neutralize the total charge of the system, which was solvated in
a rectangular box of TIP3P waters extending up to a minimum
cutoff of 16 Å from the protein surface.

2.2. Classical molecular dynamics (MD) simulations

The built systems were rst minimized keeping the enzymes
xed, whereas solvent molecules and ions are allowed to move,
followed by a full minimization of the whole system with
a combination of steepest descent and conjugate gradient
methods. Aerwards, each system was gradually heated from
0 to 300 K over 300 ps with a weak restraint of 25 kcal mol−1 Å−2

on the protein atoms in the canonical ensemble. Subsequently,
a 1 ns density equilibration (NPT) simulation was performed
under an isothermal-isobaric Langevin thermostat63 and
Berendsen barostat64 with a collision frequency of 2 ps−1 and
a pressure relaxation time of 1 ps at a target temperature of 300
K and target pressure of 1.0 atm to achieve a uniform density.
Following this, all restraints were removed, and each system
was further equilibrated for 3 ns under the NPT ensemble.
Finally, three replicas of 100 ns production simulations were
performed for each system using different initial velocities.
During all MD simulations, covalent bonds containing
hydrogen atoms were constrained using the SHAKE algorithm,65

and an integration step of 2 fs was used. Nonbonded interac-
tions were treated with the Particle Mesh Ewald method,66 with
a cutoff set at 10 Å. All MD simulations were performed with the
GPU version of the Amber 18 package.67–69

2.3. Constant pH MD simulations

Constant pH MD simulations using discrete protonation states
in explicit solvent were performed in system II to determine the
fraction of different protonation states of His147 at different
pH,70 which is suggested to act as a proton supplier in this study
and several others.34,39,71,72 The method involves standard MD
simulations being propagated in explicit solvent and proton-
ation state changes being attempted in implicit solvent at xed
intervals. Eight 100 ns constant pH MD simulations were
carried out spanning the pH range from 4.0 to 7.5 at 0.5 pH-unit
intervals. Protonation state changes were attempted every 200 fs
Chem. Sci., 2025, 16, 3173–3186 | 3175
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for all constant pHMD simulations. The solvent relaxation time
was set to 200 fs as suggested by Swails et al.70
2.4. QM/MM MD and metadynamics simulations

One representative snapshot extracted from the classical MD
trajectories of each system was used for the subsequent QM/MM
MD simulations, in which a hydrogen bond between doubly-
protonated His147 and Gln162 is formed to ensure an efficient
PT. All QM/MM MD simulations were performed with the CP2K
package (2022.2 version),73 which combines the QM program
QUICKSTEP74 and the MM driver FIST. A real space multigrid
technique is used to compute the electrostatic coupling between
the QM and MM regions.75,76 The QM region included the active
site of LPMO, the reduced heme b cofactor, and several water
molecules between them (refer to Fig. S1A and B† for the QM
region of system I and system II, respectively). Specically, the
LPMO part consisted of the Cu cofactor, Hic1 residue, and the
side chains of residues His78, His147, Gln162, and Tyr164, while
the CYT part contained the heme b cofactor and the side chains
of two residues that coordinate to the iron of heme, namelyMet74
and His176. The remaining atoms were treated at the molecular
mechanics (MM) level using the same force-eld as in the clas-
sical MD simulations, whereas the dangling bonds between the
QM and the MM regions were capped with hydrogen atoms. The
QM region was described at the DFT(B3LYP-D3) level, using
a dual basis set of Gaussian and plane-wave (GPW) formalism.74

The Gaussian double-z valence polarized (DZVP) basis set was
used to expand the wave function,77 converging the electron
density employing an auxiliary plane-wave basis set with a density
cut-off of 360 Ry, along with Geodecker-Teter-Hutter (GTH)
pseudopotentials.78,79 To accelerate the calculation of the Har-
tree–Fock exchange within B3LYP, the auxiliary density matrix
method (ADMM) was used.80 All QM/MM MD simulations were
performed in the NVT ensemble using an integration time step of
0.5 fs. The systems were rst equilibrated without any restraint
for 1.5 ps. Then, the metadynamics method81,82 was used to
explore the PT and possibly involved ET processes. The collective
variable (CV) was dened as the distance between the proton of
His147 (H1) and the distal oxygen atom (O2) for the rst PT
process, while the difference distance between the H1 atom and
the proximal oxygen (O1) atom and between the H1 atom and N1
atom of His147 was used as the CV for the second PT process
(refer to Fig. S2†). The width of the Gaussian-shaped potential
hills was taken between 0.1 and 0.2 Å. The Gaussian height was
set to 0.6 kcal mol−1, while the time deposition interval between
two consecutive Gaussians was set to 10 fs. The rst re-crossing
criterion, as recommended for chemical reactions, was used.83

Additional details regarding static QM/MM scanning calcu-
lations and small QM model calculations can be found in the
ESI Methods section of the ESI.†
Fig. 2 Probability of different protonation forms of His147 under
different solvent pH estimated with constant pH MD simulations. The
fraction of the doubly-protonated form (HIP) is shown with red dots,
while the fraction of the singly-protonated form, either HIE (epsilon
tautomer) or HID (delta tautomer), is shown with blue dots.
3 Results and discussion
3.1. The potential role of His147 as a proton supplier

As alluded to above, the activation of O2 requires two electrons
and two protons. The electrons needed during dioxygen
3176 | Chem. Sci., 2025, 16, 3173–3186
activation are supplied by the reduced CYT domain of CDH in
this study, one at a time. The electron transfer (ET) efficiency
between CYT and LPMO depends on the distance between the
heme-Fe of CYT and the Cu ion of LPMO. In a prior study, we
already obtained the interaction complex of CYT and LPMO
using a combination of protein–protein docking calculations
and classical MD simulations, showing that the distance
between heme-Fe and LPMO-Cu is as short as ca. 15 Å (Fig. 1),
enabling an efficient ET.59 For the PT reactions, it is clear that
the proton acceptors are the Cu(II)-superoxide and the Cu(II)-
hydroperoxide species for the rst and the second PT, respec-
tively. However, the identity of the proton source is still a matter
of debate.34,38,39,44,71,72,84 A second-sphere histidine residue,
His147, has been suggested as a potential proton donor by some
experimental studies34,71,72 and theoretical studies.39,85 However,
renement of crystal structures (obtained at 100 K) indicated
that this residue is in singly-protonated form even under acidic
conditions due to the dimeric packing of enzymes.44,84 There-
fore, it is important to investigate the protonation state of this
residue under more biologically relevant conditions.

Constant pH MD simulations70 are performed to determine
the fraction of the doubly-protonated form of His147 at
different pH values ranging from 4.0 to 7.5 under 300 K, which
is shown in Fig. 2. It is seen that in solution the doubly-
protonated form is predominant when pH # 5.5. At pH 6, the
doubly-protonated form still accounts for 36%. It is noteworthy
that the optimal condition for most LPMOs (including the one
used in this study) is slightly acidic85–87 and the best perfor-
mance of the LPMO + CDH system was achieved at pH 6.0.41

Besides, the recommended pH range of one of the most popular
commercial LPMO-containing cellulose-degrading enzyme
cocktails is also slightly acidic, pH 5.0–5.5, for the best perfor-
mance. Therefore, the condition of pH # 6 is more relevant for
LPMOs, under which the formation of the doubly-protonated
form of His147 is a high-probability event. Consistent with
a recent theoretical study,85 our simulations show a correlation
© 2025 The Author(s). Published by the Royal Society of Chemistry
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between the protonation state and the conformation of His147.
For the doubly protonated form, it adopts predominantly
a solvent-exposed “outward” conformation, which is further
away from the active site (Fig. S3†). The movement of this
residue between bulk solvent and the active site may facilitate
proton transfers to the active-site pocket, as suggested by Isak-
sen et al.85

Next, the potential role of the doubly protonated His147
residue as a proton supplier during the activation process of O2

is investigated with classical MD simulations. Regardless of the
protonation state of the copper-oxide species, i.e., Cu(II)-super-
oxide and Cu(II)-hydroperoxide, the distance between the elec-
tron donor (CYT-Fe(II)) and acceptor (LPMO-Cu(II)) remains
within 16 Å (see Fig. S4 and S5† for the time evolution of the Fe–
Cu distance during classical MD simulations in the Cu(II)-
superoxide and Cu(II)-hydroperoxide system, respectively),
which is favourable for efficient ET.88 In the case of the Cu(II)-
superoxide system (Fig. 3A), no direct H-bond is observed
between His147 and the distal O2 atom during MD simulations.
The distance between His147 and the distal O2 atom is
approximately 8 Å for about four-hs of the total simulation
time (middle panel of Fig. 3A and S6†). Instead of forming a H-
bond with Cu(II)-superoxide species, His147 is found to form
a weak H-bond with the carbonyl group of the side chain of
residue Gln162 (refer to Fig. 3A and S7†). This H-bond main-
tains a distance about 4 Å between H1 of His147 and the distal
O2 atom. Similarly, in the case of Cu(II)-hydroperoxide (Fig. 3B),
His147 forms a H-bond with the side chain of Gln162 (right
panel of Fig. 3B and S8†), which is more stable compared to the
Cu(II)-superoxide system. Due to the formation of this H-bond,
the distance between His147 and the proximal oxygen atom
Fig. 3 No direct H-bond forms between His147 and copper-oxide spe
structures illustrating the labels of key atoms are shown in the left panel.
proton transfer reaction in these two systems, the distance between the d
the distance between the proximal O1 atom and H1 atom in the Cu(II)-hyd
the distance between the O3 atom of the Gln162 side chain and H1 ato
His147 and the carbonyl group of the Gln162 side chain.

© 2025 The Author(s). Published by the Royal Society of Chemistry
(O1) of Cu(II)-hydroperoxide remains at around 3.0 Å for most of
the simulation time (middle panel of Fig. 3B and S9†). Overall,
our MD simulation results indicate that His147 could exist as
a doubly-protonated form and serve as a proton supplier under
LPMOs' working conditions, yet no direct H-bond forms
between His147 and the proton destination copper-oxide
species.
3.2. Formation of Cu(II)-hydroperoxide from Cu(II)-
superoxide involves PCET

Most of the previous studies agree on the formation of Cu(II)-
hydroperoxide species during the activation process of dioxy-
gen. There is one exception worth mentioning, where the
superoxide was suggested to react with a water molecule,
leading to the formation of Cu(II)–OH and release of hydro-
superoxide, which may further evolve to H2O2 in solution.23

However, our QM scanning calculations show that dissociation
of superoxide is highly thermodynamically unfavourable and no
proton transfer from the water ligand to the dissociated
superoxide is observed (Fig. S10†), which is consistent with
a previous computational study.20 Moreover, the experimental
result23 that a rapid regeneration (>0.15 s−1) from reduced Cu(I)
to the resting Cu(II) state, in the absence of a substrate, was
observed by EPR can be also well explained by the in situ
formation of H2O2 by LPMOs. Additionally, the addition of
superoxide dismutase was shown to have little effect on H2O2

production,72 which also refutes the dissociation of superoxide
species. Therefore, the superoxide dissociation mechanism was
not considered further. In principle, the formation of Cu(II)-
hydroperoxide from Cu(II)-superoxide may involve either
cies in (A) Cu(II)-superoxide and (B) Cu(II)-hydroperoxide systems. The
The statistics of the distance between the origin and destination of the
istal O2 atom and H1 atom in the Cu(II)-superoxide system (O2–H1) and
roperoxide system (O1–H1) are shown in the middle panel. Statistics of
m are shown in the right panel, showing the H-bond formed between
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a hydrogen atom transfer or a stepwise PT and ET. In the
presence of both the proton supplier (doubly protonated
His147) and electron donor (reduced CYT protein), whether
protonation of the Cu(II)-superoxide species is coupled with one
ET is investigated using QM/MM MD and metadynamics
simulations.

Starting with a conformation in which the doubly-proton-
ated His147 forms an H-bond with the side chain of Gln162, the
QM/MM MD simulations conrm the stability of this H-bond,
with the H1/O3 distance below 2 Å (Fig. S11†). Consistent
with the results of classical MD simulations, no direct H-bond
between Cu(II)-superoxide and His147 is observed. The
distance between H1 and O2 increases from 3.5 Å to 4.5 Å
during QM/MM MD simulations (Fig. S11†). The distance
between the proximal O1 atom and the copper ion uctuates
around 2.0 Å (Fig. S12†), while the distance between the two
oxygen atoms oscillates around 1.3 Å (Fig. S12†). The calculated
spin density of the copper ion and the dioxygen moiety is ca.
0.65 and 1.15 (Fig. S13†), respectively, further conrming the
starting species as Cu(II)-superoxide.59

A metadynamics simulation using the distance between the
O2 and H1 atoms as the collective variable (CV) shows that the
Fig. 4 The PT process from doubly-protonated His147 to Cu(II)-superoxid
process involved in the formation of Cu(II)-hydroperoxide from Cu(II)-s
simulations. The collective variable (CV) is the distance between the distal
intermediate complex, and PC = product complex. (B) Time evolution of
spin density of key atoms or moiety along the simulation trajectory. (D) R
Spin-up isodensity surfaces are plotted in yellow.

3178 | Chem. Sci., 2025, 16, 3173–3186
PT reaction is coupled with ET from CYT-Fe(II) to the dioxygen
moiety of Cu(II)-superoxide, leading directly to the formation of
the Cu(II)-hydroperoxide species. The free energy landscape
reconstructed from the metadynamics simulation shows two
free energy minima and one metastable intermediate (Fig. 4). In
the initial state, RC1 species, the CV uctuates around 3.5 Å. A
metastable intermediate (IC1) forms when the CV decreases to
approximately 2.4 Å due to the formation of a weak H-bond
between the distal O2 atom and residue His147. As the CV
further decreases to 1.0 Å at around 1000 fs during the meta-
dynamics simulation (Fig. 4B), the PT occurs, triggering ET
from CYT-Fe(II) to the dioxygen moiety and resulting in the
formation of the Cu(II)-hydroperoxide intermediate (PC1 species
in Fig. 4). The occurrence of electron transfer is supported by
the increase in the spin density of iron from 0.00 to 1.05 and the
decrease in the total spin densities of the two oxygen atoms
from ca. 1.15 to 0.15 (Fig. 4C). Aer such PCET reaction, the
distance between the O1 and O2 atoms increases from 1.3 Å to
approximately 1.5 Å (Fig. 4B), consistent with the conversion
from a superoxide to peroxide species. The free energy barrier of
this PCET process is estimated to be 10.8 kcal mol−1 with
metadynamics simulations, which is quite low. However, we
e is coupledwith an ET. (A) Free energy profile (kcal mol−1) of the PCET
uperoxide, reconstructed from QM(B3LYP)/MM-based metadynamics
O2 atom and H1 atom of His147. Legend: RC= reactant complex, IC=
key distances along the simulation trajectory. (C) Time evolution of the
epresentative snapshots of the QM region along the reaction pathway.

© 2025 The Author(s). Published by the Royal Society of Chemistry
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should note that the estimated adiabatic barrier obtained from
metadynamics simulations may not be entirely physical due to
the involvement of long-range ET between CYT and LPMO.59 For
this reason, we further analyse the corresponding ET rate using
Marcus theory below.89
3.3. Protonation of Cu(II)-hydroperoxide species occurs via
the proximal oxygen

Starting from the conformation shown in Fig. 3B, where
a strong H-bond forms between His147 and Gln162, proton
transfer from doubly protonated His147 to the proximal oxygen
O1 atom occurs spontaneously during QM/MM MD simulation
(Fig. S14†), indicating the feasibility of this PT reaction. Prior to
the reaction, the proton is located on the residue His147, and
the iron remains in its reduced form (RC2 in Fig. 5). Unlike the
case of Cu(II)-superoxide, this PT process is not found to be
coupled with ET. The spin density on iron remains at 0.00 aer
the PT process (Fig. S15†), indicating the absence of ET. Meta-
dynamics simulations further support that the facile PT from
His147 to Cu(II)-hydroperoxide is not coupled with ET. Fig. 5A
shows the free energy landscape of this pure PT reaction from
Cu(II)-hydroperoxide (RC2) to Cu(II)–H2O2 (PC2) reconstructed
from the metadynamics simulation. The small free energy
barrier of 4.6 kcal mol−1 conrms the feasibility of this reaction.
Scrutiny of the metadynamics trajectory clearly shows that the
PT had occurred without ET. The proton transfers to the
acceptor in the time window 150 fs to 350 fs (Fig. S16†), yet the
iron atom remains in its reduced state (Fig. S17†). Fig. 5B shows
representative structures along with spin density maps of the
RC2 and PC2 species, conrming the formation of the Cu(II)–
H2O2 complex (PC2 in Fig. 5). Subsequently, the newly formed
hydrogen peroxide, located at the equatorial position, may be
displaced by a water molecule and escape from the active site
(Fig. S18†). This mechanism is consistent with the elongation of
the Cu/O1 distance aer the formation of H2O2 (Fig. S14†) and
Fig. 5 The PT process from doubly-protonated His147 to Cu(II)-hydrop
reductant. (A) Free energy profile (kcal mol−1) of the PT process involved
reconstructed from QM(B3LYP)/MM-based metadynamics simulations. T
atom of His147 and between the N1 atom and H1 atom. Legend: RC= rea
the QM region along the reaction pathway. Spin-up isodensity surfaces

© 2025 The Author(s). Published by the Royal Society of Chemistry
the experimental proposal that substrate-free LPMOs can
provide H2O2 for substrate-bound LPMOs.13,25,90 The results
obtained here, as well as previous studies,38,40,91 exclude path
d in Scheme 1, previously suggested by Hedegård and Ryde,39 in
which the proton transfers to the distal rather than the proximal
oxygen atom.
3.4. PT vs. PCET

Next, we seek to understand why the rst PT of the reaction
mechanism is coupled to an ET yet the second not. When no
electron was supplied (i.e., the electron donor is excluded from
the QM region), the QM/MM scanning calculations demon-
strate that the energy steadily increases as the distance between
H1 and O2 atoms (reactive coordinate) decreases (a pure PT
process, red line in Fig. 6). The energy increases to 25.9 kcal
mol−1 when the reactive coordinate reaches 1.02 Å. In contrast,
when the electron donor of the reduced CYT was included in the
QM region, the energy prole exhibits a sudden decrease when
the reactive coordinate decreases to approximately 1.20 Å,
indicating an ET from CYT to LPMO and thus a typical PCET
process (blue line in Fig. 6). When the reactive coordinate
equals 1.00 Å, the scanning energy has decreased to −9.3 kcal
mol−1. Therefore, the QM/MM scanning calculations provided
further conrmation that the rst PT must be coupled with an
ET. Additionally, it became evident that without ET, the product
[Cu-OOH]2+ formed aer the pure PT is an unstable species.
This instability is the fundamental reason for the occurrence of
PCET. These ndings are generally consistent with a very recent
QM/MM study by Hagemann et al. using a big QM region (up to
900 atoms)40 and shed light on the importance of ET in stabi-
lizing the intermediate species during the PCET process. Our
QM-scanning calculations (details can be found in the ESI
Methods of ESI†) showed that the electron affinity increases
during the two PT processes (Fig. 7). In the rst PT (formation of
Cu(II)-hydroperoxide from Cu(II)-superoxide), the electron
eroxide is not coupled with an ET when reduced CYT is used as the
in the formation of LPMO-Cu(II) and H2O2 from Cu(II)-hydroperoxide,
he CV is the difference distance between the proximal O1 atom and H1
ctant complex, PC= product complex. (B) Representative snapshots of
are plotted in yellow.
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Fig. 6 QM(UB3LYP)/MM scanning energies (kcal mol−1) of the first PT
process from His147 to Cu(II)-superoxide with (blue line) or without
(red line) the reductant (reduced CYT-Fe(II)) in the QM region. The
reactive coordinate used here is the distance between the distal O2
atom andH1 atomof His147. When the reductant is included in theQM
region, the PT can induce an ET, leading to a PCET process (blue line),
which is much favored over the pure PT process (red line).
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affinity increases by 22.4 kcal mol−1, from 76.7 kcal mol−1 to
99.1 kcal mol−1 (blue line in Fig. 7) as the reaction coordinate
(the distance between the distal oxygen O2 and the proton H1,
labelled as d1 in Fig. 7) decreases from its initial optimized
value of 1.75 Å to 1.00 Å. Similarly, in the second PT from Cu(II)–
OOH− to Cu(II)–H2O2, the electron affinity increases by 12.6 kcal
mol−1 from 75.0 kcal mol−1 to 87.6 kcal mol−1 as the reaction
coordinate (d2, the distance between O1 and H1, inset of Fig. 7)
decreases from 1.52 Å to 1.02 Å (red line in Fig. 7). Hence, the
ability of the rst PT to drive ET from the Cu-superoxide system
Fig. 7 The change of electron affinity during the first (blue line) and
second PT (red line) processes. For the first PT in the Cu(II)-superoxide
system, the reactive coordinate is the distance between the distal O2
atom and the H1 atom (d1). For the second PT in the Cu(II)-hydro-
peroxide system, the reactive coordinate is the distance between the
proximal O1 atom and the H1 atom (d2). The ionization energy of CYT-
Fe(II) is calculated to be 91.3 kcal mol−1, which is shown by a black
dashed line.

3180 | Chem. Sci., 2025, 16, 3173–3186
is much stronger than that of the second PT from the Cu-
hydroperoxide system. When the distance between the proton
and its acceptor is approximately 1.0 Å, the electron affinity of
the Cu-superoxide system is 11.5 kcal mol−1 higher than that of
the Cu-hydroperoxide system. It is worth noting that the ioni-
zation energy of heme-Fe(II), calculated to be 91.3 kcal mol−1 at
the same level of theory, is lower than the electron affinity of the
Cu(II)-superoxide species yet higher than that of the Cu(II)-
hydroperoxide species when the reaction coordinate is approx-
imately 1.0 Å (refer to Fig. 7). Consequently, only the PT to Cu(II)-
superoxide can induce long-range ET from heme-Fe(II), while
the PT to Cu(II)-hydroperoxide does not.

The above discussion provides an explanation of why the
rst PT to Cu(II)-superoxide is coupled with an ET, while the
second PT to Cu(II)-hydroperoxide species is a pure PT process
when CYT is used as the reducing agent. We suggest that the
coupling of the PT process with ET in the second PT depends on
the properties of the reducing agent. For a strong reductant,
with an ionization energy lower than 87.6 kcal mol−1, it may
directly reduce Cu(II) to Cu(I),38 whereas a weak reductant, i.e.,
CDH investigated herein, cannot do it.
3.5. Estimation of the PCET rate

As noted in our previous study,59,92 the QM/MMMD simulations
may overestimate the rate of a long-range electron transfer
reaction. Thus, we estimate the rate of the long-range ET (kET)
involved in the conversion process from Cu(II)-superoxide to
Cu(II)-hydroperoxide with Marcus theory, eqn (1).89,93–95

kET ¼ 2p

ħ
jHDAj2 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

4plkBT
p exp

 
� ðlþ DGÞ2

4lkBT

!
(1)

kET is inuenced by four key parameters: the driving force (DG),
reorganization energy (l), temperature (T) and the electronic
coupling between the donor and acceptor (HDA). kB is the
Boltzmann constant, and ħ is the reduced Planck's constant. l
accounts for the changes in the molecular structure and
surrounding environment during the ET process, which can be
further divided into inner-sphere reorganization energy (li) and
outer-sphere reorganization energy (lo). li reects changes in
the geometry of the rst-shell ligands around the donor and
acceptor, while lo accounts for changes in the solvent and
protein environment. A smaller reorganization corresponds to
a more efficient ET.

In our previous study, the value of the electronic coupling
between CYT and LPMO was obtained with a value of 0.47
meV.59 Using the experimentally determined ET rate of 20.6
s−1 and the typical experimental driving force of −150 meV for
the ET from CYT-Fe(II) to LPMO-Cu(II) (step a in Scheme 1),1,41

we got the value of the total reorganization energy of 2.23 eV
based on eqn (1).59 Furthermore, the total inner-sphere reor-
ganization energy for the initial priming ET process was esti-
mated to be 1.07 eV, and thus the outer-sphere energy for the
CYT/LPMO system can be derived to be 2.23 eV − 1.07 eV =

1.16 eV.59 Herein, for the PCET process from Cu(II)-superoxide
to Cu(II)-hydroperoxide (step c in Scheme 1), the value of DG
can be obtained with the above metadynamics simulations,
© 2025 The Author(s). Published by the Royal Society of Chemistry
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Fig. 8 Comparison between the CDH-dependent O2 activation
mechanism (upper part) and the ascorbate-dependent one (lower
part).
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assumed to be −5.4 kcal mol−1 (−0.23 eV, refer to Fig. 4A).
Consistent with our previous work,59 the electronic coupling
HDA and the outer-sphere reorganization energy lo can be
estimated as 0.47 meV and 1.16 eV, respectively. For the inner-
sphere reorganization energy li, we re-estimated it due to the
change of the inner-sphere geometry, especially for the LPMO
part (refer to Fig. S19†). For the CYT and LPMO parts, li was
estimated to be 0.05 eV and 1.16 eV, respectively (see the
calculation details in the ESI†). With these values, the kET of
the PCET process was estimated to be 20.4 s−1 with eqn (1) at
300 K, which is comparable to the ET rate of 20.6 s−1 in the
initial reduction step (step a in Scheme 1). It is worth noting
that the estimation of the li for the LPMO part was based on
a geometry in which a direct H-bond forms between the
proton donor (H1) and acceptor (O2) (refer to Fig. S19†).
However, our above MD simulations indicated that there is no
direct H-bond formed between the proton donor and acceptor
(refer to Fig. 3A). Thus, the inner-sphere reorganization energy
was underestimated by the current calculations, leading to an
overestimation of the rate of the PCET reaction from Cu(II)-
superoxide to Cu(II)-hydroperoxide. Therefore, our above
analysis suggested that the rate of the PCET reaction from
Cu(II)-superoxide to Cu(II)-hydroperoxide is slower than the
rate of the rst priming ET reaction during the reduction of
LPMO-Cu(II). This nding is consistent with a signicant
amount of experimental evidence indicating that the activity
of LPMOs is limited by the rate of H2O2 formation when O2 is
used as the oxygen source.13,37,53–57
Scheme 2 Proposed catalytic mechanism of LPMO in the presence of
CDH and the polysaccharide substrate. Oxidized LPMOs prefer to bind
with the reducing agent CDH, yet reduced LPMOs competitively bind
with CDH and the polysaccharide substrate. LPMOs bound with CDH
can use dioxygen to generate hydrogen peroxide, which can diffuse to
the solvent and be used by substrate-bound LPMOs to perform
substrate oxidation reactions.
3.6. Implication of the catalytic mechanism of LPMOs

As alluded to above, both ascorbate and CDH(CYT) can act as
efficient reducing agents to supply electrons for LPMOs.
However, there is a substantial difference between them.
Ascorbic acid (AscH−) is a relatively poor electron donor yet
a good hydrogen atom (an electron and a proton) supplier.96,97

In contrast, the CYT protein possesses a lower redox potential
(ca. 0.099–0.163 V and ca. 0.35 V for CYT and ascorbate,
respectively) yet no active hydrogen atom.98,99 Consequently,
distinct O2 activation mechanisms have been revealed for these
two reductants, summarized in Fig. 8. In the CDH-dependent
pathway, the formation of Cu(II)-hydroperoxide from Cu(II)-
superoxide proceeds through a PCET process. In this pathway,
the electron is supplied by the reduced CYT, while a potential
proton supplier, doubly protonated His147, provides the
necessary proton. The electron and proton are transferred
simultaneously, facilitating the conversion. On the other hand,
in the ascorbate-dependent pathway, both the proton and the
electron are supplied by an active hydrogen atom from ascorbic
acid, resulting in a hydrogen atom transfer (HAT) process.38 For
the subsequent formation of H2O2 from Cu(II)-hydroperoxide,
the protonation of the proximal O1 atom cannot induce ET from
CYT. Therefore, a pure PT process takes place in the CDH-
dependent pathway, leading to the formation of LPMO-Cu(II)
and the restoration of the resting state. In contrast, the
ascorbate-dependent pathway involves a facile HAT process,
resulting in the production of the reduced copper site.38 Overall,
© 2025 The Author(s). Published by the Royal Society of Chemistry
the specic O2 activation mechanism of LPMO is highly
dependent on the properties of the reducing agent employed.

Based on the O2 activation mechanism revealed herein, we
further conjecture a catalytic mechanism of LPMO in the pres-
ence of CDH and the polysaccharide substrate (Scheme 2). It is
generally accepted that the reduction of LPMO occurs before its
binding to the polysaccharide substrate,9 due to the ndings
that the binding affinity to the polysaccharide substrate is
enhanced by the reduction of LPMO51,100 and when it is bound
to the substrate it is inaccessible to the reducing
agent.50,51,59,101,102 Therefore, the binding affinity to the reducing
agent (CDH) is expected to be slightly higher than that to the
polysaccharide substrate. We note that it has been determined
experimentally that the substrate binding affinity increases by
only about 1 kcal mol−1 due to LPMO reduction.51 Therefore, it
is reasonable to assume that CDH may competitively bind to
LPMO even aer LPMO reduction. As illustrated in Scheme 2,
some reduced LPMO molecules may bind to the substrate and
some others may bind to the reducing agent. Such competitive
binding picture of the substrate and CDH to LPMO-Cu(I) can
rationalize both the generation of H2O2 and the substrate
oxidation. For LPMO-Cu(I) bound to CDH, it can act as an
oxidase to generate H2O2. While for LPMO-Cu(I) bound to the
substrate, it can employ the H2O2 generated from the LPMO/
Chem. Sci., 2025, 16, 3173–3186 | 3181
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CDH system to perform substrate oxidation reactions via the
H2O2-dependent pathway.13,19,25,90

Of note, different LPMOs have been observed to possess
divergent oxidase activities,35,55,103,104 likely due to their different
structures and redox potentials.103 For instance, LPMOs from
the AA9 and AA11 families can efficiently produce H2O2 through
their intrinsic oxidase activities, while LPMOs from the AA10
family largely rely on H2O2 generated from the auto-oxidation of
reductants.55,104 Additionally, the proton donors can vary across
different LPMOs. In the AA9 family, a doubly-protonated histi-
dine (His) residue has been suggested as the proton donor,
while in the AA10 family, a neutral glutamic acid (Glu) residue
has been proposed.20 Therefore, the exact O2 activation mech-
anism may vary in different LPMOs families, especially for the
second PT reaction that can occur with or without an electron
input.
4 Conclusions

In summary, we employ a combination of QM/MM metady-
namics simulations, MD simulations, QM calculations, and
static QM/MM calculations to investigate the mechanism of
dioxygen activation by LPMOs in the presence of the enzymatic
reductant CDH. Our study yields the following key ndings: (i)
dioxygen activation proceeds through a H2O2 formation
pathway, involving rst the formation of Cu(II)-superoxide
(Cu(II)-OOc−) and, subsequently, Cu(II)-hydroperoxide (Cu(II)-
OOH−). (ii) The conversion from superoxide to hydroperoxide is
a PCET process, where the electron is donated by CDH and the
proton is donated by the doubly-protonated His147 residue.
This step is identied as the rate-limiting step in the overall O2

activation process. (iii) The transformation from hydroperoxide
to H2O2 occurs through a pure PT process. Mechanistically, we
show that the protonation of the distal O atom of Cu(II)-super-
oxide, en route to the hydroperoxide species, is coupled with an
electron input. This coupling can take place through either
a PCET or hydrogen atom transfer (HAT) mechanism, depend-
ing on the identities of the electron and proton donors.
Conversely, the protonation of the proximal oxygen atom of
Cu(II)-hydroperoxide, en route to H2O2, may occur with or
without an electron input, depending on the properties of the
reductant. In the case of ascorbic acid, which is a poor electron
donor yet an efficient H atom donor, two HAT processes are
involved during the in situ formation of H2O2. Therefore, the O2

activation mechanism of LPMOs is highly dependent on the
properties of the reductant. Based on our simulations and
previous ndings, we propose a catalytic mechanism of LPMO
in the presence of CDH and the polysaccharide substrate, which
involves the competitive binding of the substrate and CDH to
the reduced LPMOs. While the CDH-bound LPMOs can activate
dioxygen to generate H2O2, the substrate-bound LPMOs can
employ the H2O2 generated from the LPMO/CDH system to
perform the peroxygenase reactions of the polysaccharide
substrate. These mechanistic insights contribute to our
understanding of the chemistry of LPMOs in their natural
environment.
3182 | Chem. Sci., 2025, 16, 3173–3186
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