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Resolving competing conical intersection
pathways: time-resolved X-ray absorption
spectroscopy of trans-1,3-butadiene†
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Time-resolved X-ray absorption spectroscopy is emerging as a uniquely powerful tool to probe coupled

electronic-nuclear dynamics in photo-excited molecules. Theoretical studies to date have established

that time-resolved X-ray absorption spectroscopy is an atom-specific probe of excited-state wave

packet passage through a seam of conical intersections (CIs). However, in many molecular systems,

there are competing dynamical pathways involving CIs of different electronic and nuclear character.

Discerning these pathways remains an important challenge. Here, we demonstrate that time-resolved X-

ray absorption spectroscopy (TRXAS) has the potential to resolve competing channels in excited-state

non-adiabatic dynamics. Using the example of 1,3-butadiene, we show how TRXAS discerns the

different electronic structures associated with passage through multiple conical intersections. trans-1,3-

Butadiene exhibits a branching between polarized and radicaloid pathways associated with ethylenic

‘‘twisted-pyramidalized’’ and excited-state cis–trans isomerization dynamics, respectively. The differing

electronic structures along these pathways give rise to different XAS signals, indicating the possibility of

resolving them. Furthermore, this indicates that XAS, and other core-level spectroscopic techniques,

offer the appealing prospect of directly probing the effects of selective chemical substitution and its

ability to affect chemical control over excited-state molecular dynamics.

I. Introduction

Time-resolved spectroscopy has been extremely successful in
the experimental interrogation of conical intersection (CI)
mediated dynamics in molecular photo-physical processes.1–8

However, it is often the case that the time-evolution of specific
spectroscopic observables display non-intuitive ‘‘mappings’’ to
the time-evolution of the underlying coupled nuclear-electronic
dynamics. The difficulty of uniquely assigning observable spec-
troscopic quantities to changes in the electronic and nuclear
character of an excited-state wave packet has been previously
addressed via the first-principles simulation of these time-
resolved spectra.9–14 The rationale for this approach is that an
accurate time-resolved spectral simulation will engender con-
fidence in the underlying molecular dynamics calculations
used to generate the computed spectrum. It is from these

dynamics simulations that (detailed) mechanistic elements
may be extracted.

For systems that undergo CI-mediated non-adiabatic transi-
tions, a key mechanistic detail that is often extracted from
excited-state dynamics simulations is the identity of the CI
seam(s) involved (i.e. the nuclear and electronic structure) in
the electronic relaxation process. This detailed information can
be difficult to discern from a spectroscopic signal alone. How-
ever, it has been recently demonstrated that core-level spectro-
scopy will offer a uniquely powerful means to track the change
in electronic structure in the region of strong non-adiabatic
coupling surrounding a CI seam,13–16 and may thus encode the
approach of a wave packet to it. In many molecular systems,
though, the electronic relaxation of an excited-state wave packet
is not dominated by a single localized region of the CI seam. In
fact, there may exist competition between multiple conical
intersections and/or multiple seams, with a branching ratio
determined by both nuclear (inertial) and electronic effects
inherent in the prepared wave packet.5,11,17–20

The question posed in this work is this: to what extent is
X-ray absorption spectroscopy sensitive to the different electro-
nic structures associated with multiple, ‘‘competing’’, conical
intersection-mediated dynamical pathways? We will attempt to
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answer this question via simulation using as a paradigm
example, the non-adiabatic dynamics of 1,3-butadiene (1,3-
BD) following excitation to the bright pp* state. In the ensuing
multi-state dynamics, there exist (at least) two important
nuclear configurations that are associated with internal con-
version to the ground electronic states: the so-called twisted-
pyramidalized (Tw-Py) and trans–cis isomerization (transoid)
conical intersections.10,11,21 For reference, the Tw-Py and trans-
oid minimum energy CI (MECI) geometries are shown in Fig. 2.
The Tw-Py MECI is analogous to the twisted-pyramidalized
intersection motif in ethylene,22,23 where the electronic struc-
ture of the S1 state is characterized by a separation of charge
between the terminal and medial carbon atoms. There is an
additional CI observed in simulation as a minor channel, in
which the pyramidalization occurs at a medial (rather than
terminal) C atom, which is denoted ‘‘mTw-Py’’ in Fig. 2(c). The
transoid structure is realized via twisting about the C–C–C–C
backbone (dihedral +Tw–B = 56.1511) in concert with a slight
twisting of the terminal methylene groups.21 This twisting is
accompanied by a mixing of the excited p*2 and ground (p*2–S0)
electronic states. These transoid (and cisoid, together termed
‘‘kinked-diene’’) structures have a tetraradical character and
thus the lack of electronic polarization that is observed in the
former pathway.11 Numerous previous works found that these
pathways are both involved in the electronic de-excitation, and
that the branching ratio between the two could be modified via
chemical substitution,11 which affects both the relative ‘‘iner-
tia’’ associated with the twisting as well as the relative energies
of the different CI seam regions.11,19

Previous joint theoretical–experimental efforts using valence
time-resolved photo-electron spectroscopy (TRPES)8,10,24 have pro-
vided incredible insight into: (i) the time-scale for electronic relaxa-
tion back to the ground state, (ii) how the initial nuclear motion
involving the torsional coordinate can be encoded in the TRPES,
and importantly for this work, (iii) how ab initio determinations of
the TRPES based on non-adiabatic dynamics simulations are able to
successfully capture many of the key features of the experimental
spectra. What is more difficult to discern from these previous
studies, however, are the spectral fingerprints of the CIs themselves.
Any signal that simulation predict arises uniquely from the CI
region is itself embedded in broad ionization features associated
more generally with the excited electronic state(s). Rather, the
nuclear and electronic character of these pathways are discerned
indirectly via simulation alone, where the degree of fidelity between
computed and measured (global) spectrum strongly informs how
convincing such assignments may be. Clearly, a more ‘‘ideal’’
observable would be able to isolate those structures that simulation
predicts are so central to the electronic decay process.

In the present work, we use a combination of ab initio
multiple spawning (AIMS) dynamics simulations25,26 and
X-ray absorption cross-section calculations, to simulate the
time-resolved X-ray absorption spectrum (TRXAS) of trans-1,3-
BD following excitation to the bright (pp*) states. In the
following, the ability of TRXAS to resolve both the nuclear
and electronic characters of the seam regions accessed by the
excited-state wave packet is interrogated via simulation.

II. Theoretical methods
A. Dynamics simulations

The excited-state dynamics of 1,3-BD was simulated using the
AIMS method,25,26 which in this study involves invoking the
independent first generation (IFG) approximation and employ-
ing a zeroth-order saddle-point approximation for the evalua-
tion of the requisite Hamiltonian matrix elements over
trajectory basis functions.27 Here, the total molecular wave
function is given by:

C R; r; tð Þ ¼
XNs

I¼1
wI ðR; tÞcI r;Rð Þ; (1)

where r and R denote the electronic and nuclear coordinates.
Here, cI is the Ith adiabatic electronic state, and wI is the
corresponding nuclear wave function expressed in terms of
frozen Gaussian basis functions, gI

j:

wI R; tð Þ ¼
XNI ðtÞ

j¼1
CI

j ðtÞgIj R; aIj ;
�R
I

j ðtÞ; �P
I

j ðtÞ; gIj ðtÞ
� �

: (2)

The time-dependent Gaussian positions and momenta, %RI
j(t)

and %PI
j(t), respectively, evolve according to classical equations of

motion. The phases gI
j(t) are propagated according to semi-

classical equations, and the Gaussian widths aI
j are time-

independent. The expansion coefficients, CI
j(t), are determined

variationally by solving the time-dependent Schrödinger equa-
tion. During an AIMS calculation, the number of Gaussian
basis functions, NI, is increased in regions of strong non-
adiabatic coupling between electronic states in a process
referred to as spawning, providing a description of internal
conversion processes.28

B. Simulation of time-resolved X-ray absorption spectra

The TRXAS was simulated as the incoherent sum of the X-ray
absorption spectra computed at the centroid of each Gaussian
basis function of the AIMS simulation, with a weighting factor
given by the squared modulus of the corresponding expansion
coefficient. That is, the TRXAS was approximated as

sðE; tÞ ¼
XNs

I¼1

XNI
j

j¼1
CI

j ðtÞ
���

���
2

sI E; �R
I

j ðtÞ
� �

; (3)

where sI(E; R) denotes the X-ray absorption spectrum of the Ith
electronic state computed at the nuclear geometry R. This
approach is completely analogous to that employed in the
simulation of valence spectroscopies.9 Here, though, we employ
core-excitation oscillator strengths as probe-induced observa-
ble instead of, for example, the norms of Dyson orbitals as
approximate ionization cross-sections in the case of first-
principles TRPES simulations.

For the calculation of the excited-state X-ray absorption
cross-sections, the core–valence separated combined density
functional theory and multi-configurational configuration
interaction (CVS-DFT/MRCI) method was used.29–36 This
method has a key advantage of being able to correctly describe
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the types of multi-reference and doubly-excited core-excited
states that often contribute to the X-ray absorption spectra of
singly-valence-excited states.36 The ability to accurately handle
states of these types is especially important in this application
due to the complex nature of valence electronic states encoun-
tered. This is a key advantage of using DFT/MRCI compared to
single-reference methods.35

The present simulations consider the isotropic axis distribu-
tion TRXAS (see Fig. 5) as well as the relative polarization of the
pump and probe pulses, and we display the results for both the
parallel and perpendicular pump/probe relative polarization in
the Fig. S2 and S3 (ESI†). Specifically, these polarization-
dependent spectra were simulated assuming that the pump
pulse generates a cos(y)2 distribution in the excited-state popu-
lation, where y is the angle between pump polarization and the
transition dipole moment for the S0 - S1 transition. Practi-
cally, this done by weighting the oscillator strength of the core-
transition by the cos(y)2 axis distribution function, where y is
the angle between the pump and probe transition dipole
moments. It was observed that this polarization resulted in
the majority of the signal intensity in the perpendicular TRXAS.

C. Computational details

The electronic energies, gradients and non-adiabatic couplings
required for the AIMS simulations were computed at the multi-
reference configuration interaction with single excitations (MR-
CIS) level of theory.37,38 An active space of 4 electrons in 4
orbital was used, comprising of HOMO and HOMO�1 p
orbitals, and the LUMO and LUMO+1 p* orbitals. The 6-31G*
basis set was used for the molecule. In the AIMS simulations,
three electronic states were included, correlating with the S0,
S1(p*2) and S2(pp*) states at the S0 minimum geometry. A total
of 39 initial conditions were initiated on the bright state,
sampled from the ground-state Wigner distribution. For more
information on the dynamics calculation, see ref. 11. The
nuclear densities in internal coordinates were obtained via
Monte-Carlo integration of Cartesian trajectory basis functions
using an approach analogous to that described in ref. 39.

In the CVS-DFT/MRCI calculations of the X-ray absorption
cross-sections, the redesigned Hamiltonian of Heil et al. was
used.33 The Turbomole set of programs40 and the Dalton soft-
ware package41 were used for the calculation of the KS-DFT
orbitals in these calculations. Here, the BH-LYP functional42–44

and aug-cc-pVDZ basis set were used exclusively.
We note that the level of electronic structure used in the

dynamics and X-ray absorption cross-section calculations are
different. As a consequence, the mapping between the sets of
DFT/MRCI and MR-CIS valence-state adiabatic electronic wave
functions had to be computed at each geometry %RI

j arising from
the AIMS simulations. This was achieved by calculating the
overlap of the MR-CIS electronic state associated with each
trajectory and a corresponding set of DFT/MRCI electronic wave
functions. For 499.9% of all geometries and 100% of excited-
state geometries, there was found to exist a DFT/MRCI state
with an overlap 40.90 with each MR-CIS state of interest,
enabling an unambiguous mapping between the different

adiabatic states. The ability to generate a 1 : 1 mapping between
the MR-CIS states to DFT/MRCI states is fortuitous in this case,
and not a general result. Specifically, the regions near CIs can
lead to (near-)degeneracies at one level of theory that give rise to
a mixing of the adiabatic electronic states that differs signifi-
cantly from another level of theory, precluding the possibility of
a simple and unique mapping. In those cases, the electronic
states at one level of theory may need to be expanded in a basis
of states at another in order to map the relevant absorption
cross-sections to a different set of adiabats.

III. Results and discussion
A. Excited-state dynamics of 1,3-BD

We begin with an overview of the AIMS dynamics simulations
of 1,3-BD. These simulations utilized the same level of electro-
nic structure as in ref. 11 and the reader is directed to that work
for a more detailed discussion of the excited-state dynamics.
Here, we will only briefly summarize those results, while
performing a number of new analyses to highlight those
aspects of the dynamics that pertain directly to our discussion
of the TRXAS.

Fig. 1 shows the time-dependent adiabatic state popula-
tions, which are the same as those shown in Fig. 2(a) in
ref. 11. Each trajectory basis function was initialized on the
adiabatic surface corresponding to the optically bright pp*
state. At this level of ab initio theory (and sampling of the
ground-state vibrational distribution), this is predominantly
the S2 state, although B5% of trajectories were started on S1.
As the figure shows, the total excited-state population decays
with a time constant of roughly t E 210 fs.

Previous studies have interpreted the ultrafast relaxation to
the ground electronic state primarily in terms of nuclear
structural motifs. Specifically, ethylenic conical intersections
involving large-amplitude torsion about a C–C bond (generally
a terminal C–C bond), followed by pyramidalization (termed

Fig. 1 Adiabatic state populations calculated using AIMS following vertical
excitation into S1 for 1,3-BD.
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twisted-pyramidalized, Tw-Py), characteristic of the establish-
ment of polarization across the C–C bond. Minor channels have
previously been identified (and are observed here again) invol-
ving pyramidalization at a medial, rather than terminal carbon
atom. The other primary motif, previously termed ‘‘transoid’’,21

involves torsion about the medial C–C bond, heralding excited-
state initiation of cis–trans isomerization. In contrast to the Tw-
Py nuclear configurations, these structures do not display
significant zwitterionic character, rather, multi-radical electro-
nic structures are realized across the C–C–C–C backbone. The
nuclear structures of the Tw-Py (both terminal and medial, the
latter denoted mTw-Py) and transoid optimized MECIs are
shown in Fig. 2. The cartesian coordinates of all reported
nuclear structures are given as ESI† in Tables S3–S7.

The relative importance of these structures formed the basis
of much analysis in previous studies,10,11,21,24 including the
ability to affect the branching between the Tw-Py and transoid
motifs using chemical substitution.24 However, as discussed in
that previous work, characterizing nuclear structures as
uniquely ‘‘Tw-Py’’ or ‘‘transoid’’ is often difficult, as the large-

amplitude nuclear motion often involves displacements along
both of these directions. Therefore, the present analysis will
focus instead on the electronic structures associated with the
CI-mediated electronic relaxation pathways.

Previous work has examined multiple techniques for evalu-
ating atomic partial charges at nuclear configurations near
conical intersections and employing the multi-reference elec-
tronic structures that characterize these regions of coordinate
space.19 The iterative Hirshfeld approach was found to yield
intuitive results that were also only weakly dependent on the
level of theory employed.24 To quantify the degree of polariza-
tion between a terminal and medial carbon atom, these charges
were computed for each sampled trajectory and at each time
step, and the difference between these two sites were deter-
mined. The larger of the two charge differences (i.e. the largest
magnitude difference of the quantity qmedial � qterminal, where
the sign of the difference is maintained) will subsequently be
denoted ‘‘Dq’’. Structures evincing highly polarized characters
gives rise to values of Dq E 1, whereas those structures with
negligible charge separation yield Dq E 0. Fig. 3(a) plots these
values for each trajectory basis function, at each time, weighted
by the corresponding ‘‘population’’ (i.e. 8CI

j8
2 from eqn (2)).

The bifurcation of the wave packet into ‘radicaloid’ and ‘polar-
ized’ components is clearly shown by the Fig. 3(a), with (the
predominant) branch centered about Dq = 0.3 corresponding to
the former, and the branch centered about Dq = 1 corres-
ponding to the latter. The spawn events are superimposed as
circles on the charge plot in Fig. 3(a). Structures we denote as
radicaloid or polarized spawns are colored red and blue,
respectively. Interestingly, this plot also illustrates the presence
of the third nuclear motif, involving pyramidalization at a
medial (rather than terminal carbon atom). The corresponding
negative charge at the medial carbon gives rise to a negative Dq
and are identified with the black squares in Fig. 3(a).

A further analysis of the S1 - S0 spawn geometries is shown
in Fig. 3(b), in which the electronic characters at these points
form the basis for distinguishing the relevant region of the CI
seam. Specifically: the spawn events are ‘‘binned’’ according to
the electronic character of the S1 state as well as in 25 fs time
intervals, while the radius of the circles in Fig. 3(b) are propor-
tional to the population spawned in each interval. We see that
in the present dynamics simulation, electronic relaxation to the
ground-state occurs primarily via radicaloid electronic struc-
tures, while the polarized structures are a minor channel.
Analysis of the instantaneous energy gap between S1 and S0

at the spawn geometries is provided as ESI.† Fig. S4 (ESI†)
shows that both the spawn events (irrespective of the popuation
transferred), and the population transferred, shown in panels
(a) and (c), respectively, is peaked about small energy gaps
(DE o 0.2 eV for the radicaloid pathway). However, the corres-
ponding analysis for the polarized pathway, shown in panels (b)
and (d), evinces a much broader distribution in which the
spawn events and population transfer are primarily associated
with DE 4 0.2. Indeed, the polarized CI structures show
appreciable population transfer at spawn geometries where
the S1/S0 energy gap is as large as 1 eV. This indicates that

Fig. 2 Minimum energy conical intersection (MECI) geometries, (a) trans-
oid (b) Tw-Py and (c) medial Tw-Py (mTw-Py).
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the that region of strong coupling that surrounds the polarized
region of the CI seam is significantly extended in
coordinate space.

While this analysis, which focuses on the electronic char-
acter of the wave packet, is highly illustrative (and relatively
unambiguous), some consideration of the nuclear structures
associated with the electronic decay is warranted. Fig. 3(c and
d) plot the ‘‘average’’ spawn geometries for the radicaloid (c)

and polarized (d) spawn geometries. These structures are the
population-weighted average Cartesian spawn geometries for

Fig. 4 Simulated XAS at CVS-DFT/MRCI/aug-cc-pVDZ level of theory for
S0, S1 and S2 states at the FC (a) and key MECI geometries (Tw-Py (b) and
transoid (c)) of 1,3-BD.

Fig. 3 The evolution of the electronic character of the wave packet. The
population-weighted polarization across the terminal C–C bond is shown
in (a), Dq E 0 (1) corresponds to radicaloid (polarized) structures. Spawn
points are denoted by red (radicaloid) and blue circles (Tw-Py/polarized)
and black squares (mTw-Py/polarized). The S1 - S0 spawn points are
binned by electronic character in (b), where the circle radius is propor-
tional to the population transferred. Population-weighted average nuclear
structures (in black) are shown for the red (c) and blue points (d). These
structures are superimposed on the transoid and Tw-Py MECI shown in
Fig. 1.
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radicaloid and polarized ‘‘bins’’, and which were determined
only after the structures were placed into maximum
coincidence.45 The small number of mTw-Py spawn events, as
well as the more extended seam region sampled by these
points, precluded this simple analysis for the spawn events
denoted by the black squares in Fig. 3(a). The similarity of the
structures in Fig. 3(c and d) (in all black) to the MECIs in
Fig. 2(b and c), (which are superimposed with normal coloring),
is striking. We see that the polarized structures correspond to
the previously identified Tw-Py structures, while the radicaloid
structures are characterized by large amplitude dihedral
motion about the C–C–C–C backbone as observed for the
transoid MECI.

B. Static X-ray absorption spectra

Before turning to the simulation of the time-resolved spectrum,
we present first the static XAS at key nuclear configurations
from the relevant electronic states. Fig. 4 shows the static XAS
at the (a) Franck–Condon (FC) point, (b) Tw-Py S1–S0 MECI, and
(c) transoid S1–S0 MECI.

Fig. 4(a) presents three spectra, each computed at the
ground-state minimum energy nuclear configuration: the XAS
from the ground-state (S0), optically dark electronic state
(denoted here as the S1 (p*2)), and bright pp* (S2). For the S2

XAS at the S0 minimum, we observe four main peaks, and only
one band near 283.5 eV about B1 eV to the red of the ground-

state absorption, has appreciable intensity. The natural transi-
tion orbitals (NTOs), which diagonalize the transition density
matrix and enable a hole-particle picture of electronic transi-
tions, shown in Table 1, reveal that the first two peaks corre-
spond (A00 and B00) to transitions into the unoccupied p-orbital,
with a splitting of B0.4 eV between the pairs of 1s orbitals
localised on the terminal and medial carbon atoms. The other
two peaks (including the highest intensity peak D00) are domi-
nated by transitions into the Rydberg manifold. The S1 state
has p*2 character and is optically dark. The two lowest intensity
peaks (A0, B0) for this initial state are similar in character to the
S2 NTOs for the same lowest energy transitions, but are the
++-combination of the 1s orbitals. The corresponding transi-
tions of the +�-combination are found at higher energy and
characterize peaks C0 and D0, with this pair forming the most
intense transitions in the spectrum. The S0 XAS evinces five
high intensity peaks, labeled A, B, C, D, and E. Peaks A and B,
the two highest intensity transitions in the spectrum, corre-
spond to excitation from different C1s orbitals into the LUMO
p*, with the latter peak corresponding to a transition to a state
that possesses mixed valence-Rydberg character. The remain-
ing high intensity peaks involve transitions into orbitals of
Rydberg character. In summary, the majority of the strongest
intensity pre-edge transitions for all three states involve core-
transitions into the p manifold; the empty p* for the ground-
state, and into a hole in a p orbital for the electronically excited

Table 1 FC NTOs of the ground-state and excited-state XAS

Peak/eV State Weight Hole Particle Peak/eV State Weight Hole Particle

S0

A (284.7)

1sp* 0.68

C (287.5)

1sRyd 0.65

1sp* 0.63 1sp* 0.52

1sRyd 0.31

B (285.3)

1sRyd 0.55 D (288.5) 1sRyd 0.52

1sp* 0.45 E (289.0) 1sRyd 0.61

S1(p*2)

A0 (278.6) 1sp* 0.26 D0 (282.3) 1sp* 0.30

B0 (279.1) 1sp* 0.25 E0 (283.3) 1sp* 0.48

C0 (281.5) 1sp* 0.27

S2(pp*)

A00 (279.3) 1sp* 0.29 C00 (282.7) 1sRyd 0.79

B00 (279.7) 1sp* 0.29 D00 (283.9) 1sRyd 0.19

1sRyd 0.15
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states. The highest intensity peak in the S2 XAS, however,
corresponds to a transition between C1s and 3d Rydberg
orbitals.

Anticipating their relevance in the assignment of the spec-
tral features in the TRXAS, we also show simulated XAS for the
S0 and S1 states at the Tw-Py and transoid S1–S0 MECIs in
Fig. 4(b and c), respectively. Since the adiabatic labels S0 and S1

are arbitrary at a point of degeneracy, we instead denote the
states as polarized (pol.) or radicaloid (rad.) in Fig. 4(b). Neither
electronic state displays significant polarization at the transoid
MECI, so the states are labeled ‘‘rad. 1’’ and ‘‘rad. 2’’, where the
former corresponds to the S1 electronic character upon
approach to the MECI from the FC region. The NTOs for these
spectra are presented as supplementary material. Fig. 4(b)
shows a low intensity peak A, at 283.0 eV, significantly red-
shifted from a higher intensity doublet centered (peaks B and
C) around B284.5 eV. As Table S2 (ESI†) shows, peak A
corresponds to a transition from the pyramidalized C 1s orbital
to the hole in p-type orbital. The large partial negative charge
localised around the pyramidalised C atom induces a large
chemical shift in a manner analogous to that observed pre-
viously in a simulated TRXAS of ethylene.46 Peaks B and C arise
from the transitions from the other C 1s orbitals on the back-
bone into p-type orbitals. The spectrum arising from the
radicaloid electronic state displays little overlap with that of
the polarized state, with peaks A–D again arising from transi-
tions into p-type orbitals. Conversely, the spectra for the rad. 1
and rad. 2 states, computed at the transoid MECI and shown in
Fig. 4(c), display a high degree of overlap. However, the main
spectral features are red-shifted (B283.5 eV vs. B284.5 eV)
relative to the high intensity peaks B and C for the polarized
electronic state at the Tw-Py, suggesting the two structural
motifs are potentially resolvable via their distinct XAS.

C. Simulation of the time-resolved X-ray absorption spectrum

In the absence of experimental results, we have chosen to
present the isotropic spectrum, the polarization dependent

spectra are given as ESI† in Fig. S2 and S3. The perpendicular
pump–probe relative polarization configuration is predicted to
yield signal an order of magnitude higher than the parallel
polarization and is nearly identical to the isotropic simulation.

Fig. 5 Simulated TRXAS spectrum employing the results of AIMS
dynamics simulations and CVS-DFT/MRCI X-ray absorption cross-
sections. An isotropic axis distribution was assumed.

Fig. 6 Simulated TRXAS at CVS-DFT/MRCI/aug-cc-pVDZ level of theory,
decomposed into contributions from the (a) S0, (b) S1 and (c) S2 adiabatic
states.
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Fig. 5 shows the full time-resolved spectrum, which employs a
global energy shift, for all initial states, of 3.5 eV. This value was
chosen so as to align the main peaks in ground-state XAS, see
Fig. S1 (ESI†).

The spectral features present at time, t = 0, correspond to the
peaks present in the static S2 XAS at the S0 minimum (Peaks A00,
B00, C00, D00). In particular, the high intensity peak at B284.0
corresponds to the high intensity peak labeled D00 in Fig. 4(a)
for the S2 state. This transition is assigned to an excitation of
the 1s orbitals on the terminal C-atoms into a 3d Rydberg
orbital. This spectral feature sweeps to higher energy with a
period of B50 fs and tracks the electronic relaxation from the
S2 to the S1 state. Support for this assignment is evinced by
the decomposition of the TRXAS into contributions from the
adiabatic states shown in Fig. 6. The spectral features in
the static S1 XAS shown in Fig. 4 map onto the shorter time
features in Fig. 6(b), assigned to S1 adiabatic state contribution.
This change in adiabatic state would appear to also correspond
to a change of the wave packet to the ‘‘dark’’ p*2 electronic
character. At short times, prior to large amplitude motion about
the C–C–C–C backbone, Fig. 4(a) shows that the XAS transitions
from the p*2 state are red-shifted to those of the initially
prepared pp* state by 1.5–2 eV (i.e. peaks C0 and D0). Further-
more, at longer times, the analysis of the dynamics results show

that the transoid structures are the primary relaxation nuclear
motif. Fig. 4(c) shows that the radicaloid electronic structures
lead to XAS transitions at energies less than 283.5 eV, while the
high intensity absorption lines in the XAS for polarized electro-
nic structures occur at energies greater than 283.5 eV (i.e. peaks
B and C in Fig. 4(b)).

The spectral features that characterize the TRXAS at longer
times (4300 fs) correspond to the return of the wave packet to
the vibrationally hot ground-state, as shown in Fig. 6(c). These
spectral features, though dramatically broadened, align well
with peaks A and B for the band around 284.5 eV and peaks C–E
for the band above 287.5 eV.

The remaining question is to what extent the S1 component
to the TRXAS spectrum can be decomposed into contributions
from the two electronic configurations associated with the
polarized and radicaloid decay pathways. Using the bifurcation
of the wave packet evinced by Fig. 3, we decompose the S1

adiabatic state contribution to the TRXAS (Fig. 6(b)) into
contributions from those trajectory basis functions with
Dq o 0.55 (radicaloid) and Dq 4 0.55 (polarized). Fig. 7 shows
the decomposed spectra. Panels (a) and (b) show the two
contributions where the normalization of the intensity is
chosen to be consistent with Fig. 6 so that the sum of
the contributions yield that spectrum. Panels (c) and

Fig. 7 Simulated S1 TRXAS at CVS-DFT/MRCI/aug-cc-pVDZ level of theory, decomposed into radicaloid (a) and polarized (b) contributions. (c) and
(d) correspond to the intensity-renormalized plot of (a) and (b), respectively.
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(d) re-normalize the intensity of each individual contribution to
aid in the visualization of the predicted spectral signal from
each electronic character.

Consistent with our analysis of the spawned geometries, as
well as the bifurcation of the wave packet into components with
radicaloid and polarized characters, a comparison of the rela-
tive intensities in Fig. 7(a and b) shows that the spectrum is
dominated by the component of the wave packet with radica-
loid character. Indeed, the (broad) bands around 283.5 eV and
286.5 eV in Fig. 7(a and c) correspond closely to the peaks in the
static XAS in Fig. 4(c) computed at the transoid MECI. The
excitation energies of the main peaks in the static XAS in
Fig. 4(c) are shown as dashed lines (where the line labels
correspond to the peak labels in Fig. 4) to facilitate the
comparison.

While the signal assigned to polarized structures overlaps
strongly with the radicaloid signal, the dominant main bands
in the component spectra in 7(b) and (d) (284.5 eV and
287.5 eV) are both blue-shifted by B1 eV relative to the
radicaloid peaks. Furthermore, these bands corresponds clo-
sely to the peaks in the static spectrum for the polarized
electronic state at the Tw-Py structure in Fig. 4(b). The domi-
nant structural feature in the polarized-component TRXAS lies
between peaks A and B in the static spectrum, due to significant
spectral broadening arising from the significant vibrational
energy on the S1 surface. Peak D in the static spectrum, though,
is clearly discernable in Fig. 7(d). That said, the main issue in
resolving these pathways is that the polarized component of the
TRXAS is of significantly lower intensity since the transoid CI
relaxation channel is dominant in the present dynamics simu-
lation. However, previous work11,19 has shown that the branch-
ing between these paths can be influenced via chemical
substitution at specific sites on the C-backbone. This can be
achieved either by methyl-group or functional group substitu-
tion. The former, when employed at the terminal C-atoms,24

has been shown to further reduce the prevalence of the polar-
ized structures. Conversely, substitution of the p-donor nitrile
group has been predicted, via simulation,11 to dramatically
lower the energy of polarized structures when placed at specific
points on the C–C–C–C backbone. Since the dynamics are
largely gradient directed, changing of the ‘steepest descent’
direction can dramatically influence the branching between
multiple energetically-accessible decay pathways.

IV. Conclusion

On the basis of high-level nuclear dynamics simulations and
quantum chemical computations, we here demonstrate the
ability of time-resolved X-ray absorption spectroscopy to resolve
the electronic structures corresponding to the different conical
intersections that are observed in the excited-state dynamics of
trans-1,3-BD. When a wave packet is initialized on the lowest-
energy bright electronic state in the FC region, the resulting
non-adiabatic dynamics ultimately result in a return to the
ground-state via two excited-state electronic structures: a

tetraradical species associated with nuclear structures along
the trans–cis isomerization coordinate, and a highly polarized
transient structure analogous to the Tw-Py MECI of ethylene.
Employing an ab initio multiple spawning dynamics simula-
tion, and the component trajectory basis functions, we simu-
lated the TRXAS using the recently developed CVS-DFT/MRCI
method, which is capable of describing the electronic struc-
tures that result from core-excitation of highly multi-reference
initial valence states. The TRXAS was then decomposed into
contributions arising from not only each adiabatic state, but
also from the radicaloid and polarized electronic components
of the total excited-state wave packet. We found that while the
initially prepared S2 is unambiguously of bright pp* character,
the wave packet on S1 was, unsurprisingly a mixture of nuclear
and electronic structures. Decomposition of the TRXAS into
contributions in terms of the radicaloid and polarized struc-
tures revealed that the key spectral features could be resolved
and that the present simulation strongly favors the transoid
structures for electronic relaxation to the ground-state.

We close by noting that although the dynamics of 1,3-BD
(simulated using the particular potential energy surfaces of the
present study) strongly favors one of the two pathways, this
result can be influenced via selective chemical substitution.
Previous work has shown that selective stabilization (de-
stabilization) of the polarized electronic structures associated
with the Tw-Py can inhibit (promote) the cis–trans isomeriza-
tion pathway. Tuning this branching between the different
dynamical pathways, and simulating the associated time-
resolved core spectroscopies to assess their utility in discerning
the different electronic and nuclear structures, will serve as the
basis for future work.
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