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action discovery: from the
Schrodinger equation to experimental prediction
for methane pyrolysis†

Rui Xu, ab Jan Meisner, ‡ab Alexander M. Chang, ab Keiran C. Thompson ab

and Todd J. Mart́ınez *ab

Our recent success in exploiting graphical processing units (GPUs) to accelerate quantum chemistry

computations led to the development of the ab initio nanoreactor, a computational framework for

automatic reaction discovery and kinetic model construction. In this work, we apply the ab initio

nanoreactor to methane pyrolysis, from automatic reaction discovery to path refinement and kinetic

modeling. Elementary reactions occurring during methane pyrolysis are revealed using GPU-accelerated

ab initio molecular dynamics simulations. Subsequently, these reaction paths are refined at a higher level

of theory with optimized reactant, product, and transition state geometries. Reaction rate coefficients

are calculated by transition state theory based on the optimized reaction paths. The discovered reactions

lead to a kinetic model with 53 species and 134 reactions, which is validated against experimental data

and simulations using literature kinetic models. We highlight the advantage of leveraging local brute

force and Monte Carlo sensitivity analysis approaches for efficient identification of important reactions.

Both sensitivity approaches can further improve the accuracy of the methane pyrolysis kinetic model.

The results in this work demonstrate the power of the ab initio nanoreactor framework for

computationally affordable systematic reaction discovery and accurate kinetic modeling.
1. Introduction

Reaction discovery in complex chemical systems has recently
developed into a thriving research topic. A complex reaction
network typically contains reactants, products, and all relevant
intermediate species, connected by elementary reactions.
Fundamental understanding of these reactions involves quan-
titative analysis of the potential energy surface (PES), estimation
of the rates of reaction, and modeling of the evolution of the
chemical system over time. The rapid growth in computational
capabilities in the past decades opens the possibility for
systematic exploration of complex chemical mechanisms.1–4

Many of these approaches are knowledge-based, as they assume
chemical rules that guide the reaction discovery. Examples
include methods using tabulated reaction templates (Netgen,5–7

EXGAS,8 RMG,9,10 and RING11,12), connectivity graphs
(Zstruct13–15 and others16,17), and heuristics-rule-based reaction
titute, Stanford University, Stanford, CA

om

5 Sand Hill Road, Menlo Park, CA 94025,

tion (ESI) available. See DOI:

Chemistry, Heinrich Heine University,

the Royal Society of Chemistry
discovery (HAQC18–20 and Chemoton21–23). Some studies also
applied machine learning tools,24–29 taking advantage of
modern computational capabilities to generate large training
datasets from selected chemical reaction rules24–26 or rst
principles.27,28

Besides the knowledge-based reaction discovery approach,
another systematic method for unraveling complex chemical
mechanisms is reactive molecular dynamics (MD) simulations
of freely reacting molecules.30–40 Perhaps the best way to allow
for arbitrary bond rearrangements in the reactive MD is by
using ab initio molecular dynamics,41,42 where the electronic
Schrodinger equation is solved as needed to compute inter-
atomic forces. The reactive MD approach bypasses the need for
human heuristics by allowing chemical reactions to occur freely
without predened reaction rules. However, direct MD simu-
lations under realistic chemical time scales and conditions are
challenging, since the computationally accessible time scale is
still too short compared to that of a realistic chemical reaction.43

A few studies have attempted to estimate rates of reaction
events from the occurrence frequency over the simulation
period,34,37–39,44 but it becomes very difficult to do this accurately
because of the rarity of chemical events compared to molecular
collisions.

A solution to the above issue is to decouple reaction rates
from reaction discovery. In this strategy, it does not matter how
reactions are discovered because the reaction rate is determined
Chem. Sci., 2023, 14, 7447–7464 | 7447
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independently (e.g., with transition state theory). One is there-
fore free to use any of the existing accelerated dynamics and
enhanced sampling approaches,45–54 or even new ones which
might not provide a direct connection to reaction rates. Our
recently developed ab initio nanoreactor30,31 introduces new
acceleration techniques during ab initio molecular dynamics
(AIMD), including ones inspired by high-pressure55 and shock-
wave56,57 simulations. A virtual piston periodically pushes the
molecules towards the reactor center, increasing the frequency
of reactive events. Electronic structure calculations used to
determine the interatomic forces in the nanoreactor are accel-
erated by graphical processing units (GPU),58–61 enabling on-the-
y AIMD simulations with density functional theory (DFT) in
small to medium-sized basis sets. In a step that we call
“renement,” the reactions discovered from AIMD simulations
are used to nd minimum energy paths (MEPs), which include
the minimum-energy geometries of both the reactant and
product along with a transition state structure. From these
rened paths, a kinetic model including reaction rate infor-
mation can be constructed. Overall, the ab initio nanoreactor
combines reaction discovery, path renement, and kinetic
modeling in a computationally affordable manner. We have
previously demonstrated the capability of the ab initio nano-
reactor for uncovering chemical pathways in the Urey–Miller
experiment,30 acetylene polymerization,30 nitromethane
decomposition,62 and multistep chemistry of a Donor–Acceptor
Stenhouse Adduct (DASA) photoswitch.63 We have also devel-
oped a photochemical version which explores reaction
dynamics on excited electronic states.64 Other workers have
applied nanoreactor-like approaches to prebiotic formation of
RNA precursors,65 terpene formation in nanocapsules,66 soot
formation,67 and high-temperature graphene formation,68

highlighting its potential for reaction discovery across a broad
range of chemistry.43,69 These previous studies demonstrate the
nanoreactor's advantage for systematic and efficient exploration
of complex chemical systems. Most of the earlier studies
focused on reaction discovery and path renement, and only
limited attempts were made to build kinetic models.62 In the
present contribution, we build a reaction network entirely from
nanoreactor discovery and renement and then validate this
against experimental data and other literature kinetic models.

In this work, we apply the ab initio nanoreactor framework to
methane combustion, specically focusing on constructing and
validating a chemical kinetic model for methane pyrolysis.
Methane is the simplest hydrocarbon fuel for combustion. It is
also an important practical fuel as it is the primary component
(>85 molar%) in natural gas.70 Experimental and theoretical
studies on methane combustion have been evolving for about
half a century.71–78 One of the milestones is the development of
GRI-Mech, a chemical kinetic model for methane79 (and later
versions for natural gas80) combustion. Recently, there has been
a revival of interest in methane and liquied natural gas (LNG)
as potential aerospace propellants due to their higher specic-
impulse and less-concerning environmental effects compared
to some of the conventional kerosene-based fuels.81,82 New
research studies have emerged for experimenting with methane
combustion at a higher-pressure, and/or under engine-relevant
7448 | Chem. Sci., 2023, 14, 7447–7464
conditions.83–86 As a subset of methane combustion chemistry,
the pyrolytic reaction process is critical to predicting methane's
combustion behavior and sooting propensity at fuel-rich
conditions. Due to its importance, methane pyrolysis has also
been extensively studied for many decades. Most of the studies
are experimental efforts87–95 while theoretical studies in the
literature are rare.96,97 Beyond the above reasons, we choose
methane pyrolysis chemistry for its simplicity to test the validity
of the nanoreactor methodology. This paper aims to achieve two
major objectives. First, the accuracy of the nanoreactor-
constructed kinetic model is validated against experimental
data and modeling results from literature kinetic models.
Second, we explore the suitability of sensitivity analysis and its
potential for efficient identication of key reactions from
a complex reaction network.

The paper is constructed as follows. Section 2 describes the
nanoreactor framework and the methodology for reaction
discovery, path renement, rate coefficient calculation, kinetic
modeling, and sensitivity analysis. Section 3 presents the results
of the kinetic model validation and explores the applicability of
the sensitivity analysis. Section 4 draws conclusions.
2. Methodology

The methane reaction network is automatically constructed by
the ab initio nanoreactor through a streamlined workow,
which is illustrated in Fig. 1. Briey, the reaction events are
discovered and extracted from accelerated ab initio molecular
dynamics simulations. The reaction paths detected during the
discovery phase are further rened towards their corresponding
minimum energy paths, including geometry optimization of
reactants, products, and transition state congurations.
Furthermore, the reaction rate parameters are calculated using
transition state theory.98–101 The reaction kinetic model, con-
sisting of all species and reactions discovered during the
discovery/renement phases (53 species and 134 reactions for
the methane pyrolysis case studied here), is validated against
experimental data and literature kinetic models. During the
kinetic model validation, sensitivity analysis is performed to
evaluate the relative importance of each reaction rate param-
eter. We describe the workow in detail below.
2.1. Reaction discovery

Reaction discovery in the nanoreactor was explored in ab initio
molecular dynamics (AIMD) simulations using the unrestricted
B3LYP density functional102,103 and a 3-21G basis set. All AIMD
simulations are performed with GPU-accelerated energy and
gradient calculations in the TeraChem electronic structure
package.58–61 The simulations employed level shiing104 for
open-shell states. Thermal smearing with fractional occupation
number (FON) is enabled to accelerate self-consistent eld
(SCF) convergence.105 The electronic temperature for FON
thermal smearing was set to 3160 K. The AIMD simulations
started with 8 methane (CH4) molecules and 3 hydrogen (H)
atoms as initial reactants with a spherical conguration (r = 4.2
Å) set by the Packmol program.106 Addition of the 3 H atoms can
© 2023 The Author(s). Published by the Royal Society of Chemistry
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Fig. 1 Schematic workflow of the ab initio nanoreactor. It involves four phases: (1) reaction discovery, (2) path refinement, (3) reaction network
buildup, and (4) kinetic modeling with sensitivity analysis. During the first phase, reaction events are identified in ab initio molecular dynamics
simulations. These reactions are further optimized towards their minimum energy paths at a higher-level of theory during the second path
refinement phase, including primarily the geometry optimization of their reactants, products, and transition state structures. The third phase,
reaction network buildup involves the calculation of thermochemical properties (i.e., heat capacities, entropies, enthalpies, and free energies) of
molecular species and transition state structures, and the estimation of reaction rate coefficients. During the last phase, the system evolution
during methane pyrolysis (e.g., species concentration at a reaction time) is simulated and validated against experimental data. In the meantime,
sensitivity analysis is performed to evaluate relative importance of rate parameters.
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speed up reaction discovery, since hydrogen atoms are highly
reactive free radicals and also the product of the initiation step
of CH4 decomposition. The reasoning for the initial system size
choice (i.e., 8 CH4 molecules with 3 H atoms) is provided later.
The equations of motion were integrated using Langevin
dynamics with a friction coefficient of 41 ps−1 and the velocity
Verlet integrator at thermostat (equilibrium) temperatures (Teq)
of 1500, 2000, 2500, 3000, and 3500 K, respectively (see Section
S3 and Table S3† for details of all discovery runs). For each
thermostat temperature condition, 10 discovery simulations
covering 20 ps (with a 1 fs time step) were performed. This
corresponds to a total of 1 ns discovery simulation time. In each
simulation, a periodic piston compression potential was added
to the ab initio potential energy surface in order to accelerate the
reaction discovery:

Vpistonð~r; tÞ ¼ f ðtÞUð~r; router; kouterÞ þ ð1� f ðtÞÞUð~r; rinner; kinnerÞ
(1)

Uð~r; r0; kÞ ¼
XNatoms

i

mik

2
ðri � r0Þ2qðri � r0Þ (2)

f ðtÞ ¼ q
�j t

T

k
� t

T
þ s

T

�
(3)

where~r collects the distance of each atom from the simulation
origin (center of the spherical piston), and the parameters are
kouter = 4.5 kcal mol−1 Å−2 amu−1, router = 5.0 Å, kinner =

11.2 kcal mol−1 Å−2 amu−1, rinner = 3.4 Å, s = 300 fs, T = 450 fs.
The choice of these parameters and the initial system size (e.g.,
number of reactant molecules) are jointly determined by
computational experiments in trial AIMD runs where two
requirements should be fullled. First, the system should
contain enough reactant molecules (yet not toomany because of
computational cost considerations) along with a sufficiently
aggressive piston compression potential to ensure that chem-
ical reactions occur during the lowest thermostat temperature
© 2023 The Author(s). Published by the Royal Society of Chemistry
simulations (i.e., 1500 K). Second, the piston potential must not
be so aggressive that it hastens improbable processes such as
spontaneous C–H bond rupture. As long as these parameters
are reasonably determined from these two requirements, the
discovery results should not be ultrasensitive to the parameters
chosen. Furthermore, the function q is the Heaviside step
function, and PR is the oor function. The function f(t) acts as
a rectangular wave oscillating between value one with duration s
and value zero with duration (T – s). The function Uð~r; r0; kÞ
describes a radial half-harmonic potential which vanishes for
atoms inside the spherical boundary dened by r0, and the force
constant k is multiplied by the atomic mass to ensure equal
acceleration on atoms with the same distance from the origin.
In eqn (1), the harmonic potentials are switched between U(r,
router, kouter) with duration s and U(r, rinner, kinner) with duration
(T – s). The atoms within a radial position rinner < r < router
experience a compression force towards the center of the
reactor, leading to an increase in collision events. During each
compression, the instantaneous temperature of the system can
be much higher than the equilibrium temperature Teq. Aer the
compression, the system is quenched to the target Teq, and the
molecules quickly diffuse back to ll the larger reactor volume.
An example temperature plot can be found in Section S3
(Fig. S1)† for further demonstration.

The simulated AIMD trajectories were analyzed to parse out
reaction events. Detailed procedures can be found in our earlier
work.30,31,62 Briey, molecules in the AIMD trajectories were
represented as a connectivity graph data structure where nodes
correspond to atoms and edges correspond to covalent bonds.
Reaction events were detected by changes in the connectivity
graph as a function of time. Bond formation between atoms
occurs when the bond order is greater than 0.7 and bond length
is shorter than 1.2 covalent radii, while bond breaking happens
when the bond order is below 0.1 and bond length exceeds 2.5
covalent radii. The raw signals of the time-dependent changes
of the connectivity graph can be complicated by the large-
Chem. Sci., 2023, 14, 7447–7464 | 7449
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amplitude vibrations within a molecule that introduce signi-
cant noise. To address this issue, we apply a two-state hidden
Markov model (HMM).30,31 The noise is removed by estimating
the most likely sequence of the hidden states, which should
only contain the chemical reaction. The resulting reaction event
consists of 40 frames of coordinates of reactants, products, and
other geometry frames across the reaction event time interval.
The initial reaction path is extracted from the AIMD trajectory
and saved in a database for subsequent path renement
purposes. Charge and spin multiplicity values for the reaction
path and its reactant and product species are computed and
saved to the database. Details of the charge and spin multi-
plicity assignment is included in Section S4 in the ESI.†
2.2. Path renement

The discovered reaction paths are rened using the same
unrestricted B3LYP density functional102,103 and a larger 6-31G**
basis set. Although using DFT may lead to inaccuracies in the
optimized reaction path (e.g., reaction barrier height and reac-
tion enthalpy) compared to a higher level of theory such as
CCSD(T), we choose B3LYP/6-31G** based on two reasons. First,
considering hundreds of reaction paths to be rened, DFT is
computationally much cheaper than coupled-cluster theory.
Second, we want to assess the accuracy of the later constructed
kinetic model from a consistent method in both reaction
discovery and path renement. Nevertheless, we will see later
that with kinetic modeling and appropriate sensitivity analysis,
only a few reaction paths need to be rened with higher level of
theory in the future work.

The path renement follows a three-step procedure. First,
the endpoints (i.e. reactants and products) are optimized using
the L-BFGS107 algorithm with delocalized internal coordinates
(DLC).108 Cartesian coordinates are used as a back-up option
when the optimization does not converge within 50 iterations.
Second, aer the endpoints of each reaction path have been
minimized, a geodesic smoothing algorithm109 is employed to
produce an initial guess path for future minimum energy path
(MEP) search. Specically, for each discovered reaction path,
geodesic smoothing nds the local minimum of the total path
length by updating one geometry frame (i.e., its coordinates) at
a time. The smoothing procedure is performed iteratively until
it converges when the change of path length is smaller than the
convergence threshold. Overall, geodesic smoothing is trying to
preserve the information from a discovered path, and at the
same time, the smoothed geodesic paths have been shown as
good starting guesses for minimum energy path search.109 The
smoothed path is saved in our database, labeled as a “relaxed
path”.

In the third step, we take the relaxed path as an initial guess
and carry out MEP optimizations using the growing string
method.110–112 During the MEP search, each reaction path is
optimized with the translation–rotation-internal coordinate
(TRIC) system which explicitly includes the translations and
rotations of molecules.113 Since the reactions detected from
discovery are not necessarily all elementary reactions, a reaction
splitting algorithm is employed during the path optimization. A
7450 | Chem. Sci., 2023, 14, 7447–7464
converged path will be split if it is found to contain an inter-
mediate minimum node that is at least 3 kcal mol−1 lower in
energy than the adjacent nodes. The newly split reactions are
registered as relaxed paths and will be rened again. In each
rened path, the highest energy point is used as the input for
a transition state search, where the L-BFGS107 algorithm is used
with DLC,108 and the norm of the energy gradient is minimized
towards a saddle point. This approachmay not guarantee a rst-
order saddle point on a reaction path, although this is most
frequently the case for an elementary reaction that contains
a transition state. In principle, one could carry out normal mode
analysis at each putative transition state to ensure that all are
rst-order saddle points (and subject them to further optimi-
zation if they are not). Additional information about the tran-
sition state optimization is included in Section S5.3 of the ESI†
(with distributions of imaginary frequency amplitudes in the
transition state congurations in Fig. S2,† and the rened path
for 10 most important reactions for CH4 destruction in Table
S4†). The ESI† provides validation for the current transition
state optimization workow in the ab initio nanoreactor. As we
will see later, the current transition state optimization frame-
work may introduce some inaccuracy in rate constant estima-
tions, but the overall impact on the kinetic modeling is not too
signicant. As an improvement, work is underway to incorpo-
rate some other transition state optimization algorithms, for
example, the partitioned rational function optimization (P-
RFO)114 approach which keeps track of the Hessian information
during optimization and follows the eigenvector pointing
towards the desired transition state conguration.

2.3. Thermodynamic and reaction rate parameter
calculation

Aer all paths are rened, the macroscopic thermochemical
properties (i.e., heat capacities Cp, entropies S, enthalpies H,
and free energies G) of molecular species and transition state
geometries are further computed. The entire computation
procedure is detailed in Section S5 of the ESI.† We briey
describe the major points here. The thermochemical properties
are derived from the expression for molecular partition func-
tion, which is assumed to be a product of translational, rota-
tional, vibrational, and electronic partition functions.115

Q = QtransQrotQvibQelec (4)

In eqn (4), Qtrans is the translational partition function,
whereas Qrot, Qvib, and Qelec are the rotational, vibrational, and
electronic partition function, respectively. The contribution of
Qtrans to the thermochemical properties is derived using the
ideal gas law. The calculation of Qrot is based on the rigid rotor
model. Qvib is computed as a classical vibrational partition
function for polyatomic molecules, assuming each vibrational
mode is a harmonic oscillator. For transition state geometries,
we treat any small imaginary vibrational modes (which are
lower than 30i cm−1 and usually correspond to hindered rota-
tions) as real modes with the same amplitude. For both the
endpoints and transition state geometries, low frequencies are
treated as rotational modes rather than vibrational modes
© 2023 The Author(s). Published by the Royal Society of Chemistry
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through Grimme's quasi-rigid rotor harmonic oscillator (RRHO)
approach116 combined with a damping function117 to switch
between the two alternate descriptions. The Qelec contribution
to enthalpy includes electronic energy and the Yamaguchi spin
projection118,119 for correcting spin contamination in unre-
stricted DFT calculations (see Section S5.4† for details). The
electronic contribution to entropy includes the electronic
degeneracy which is based on the spin multiplicity of each
species. The calculated thermochemical properties of molecular
species are tabulated as a function of temperature in the form of
NASA9 polynomial coefficients.120 The tting is performed using
least squares within the 250–3000 K temperature range and at 1
bar reference pressure.

The rate of each reaction in the kinetic model is calculated
using transition state theory (TST),98–101 in which the forward
rate of a reaction is given by

kfðTÞ ¼ kBT

h

�
c0
�ð1�nrÞ

e�DG
‡=RT (5)

where kB is the Boltzmann constant, h is the Planck constant, c0

is the standard molar concentration referenced to 1 atm pres-
sure, nr is the number of reactant species, and DG‡ is the
difference of standard Gibbs free energy of the transition state
and the reactant. As usual, the contribution of the vibrational
partition function Qvib to the transition state Gibbs free energy
neglects the largest magnitude negative force constant, which
corresponds to the reaction coordinate. The reverse rate kb(T) is
computed using microscopic reversibility of the elementary
reaction, taking the ratio of forward rate kf(T) and the equilib-
rium constant Kc(T). In this work, we apply transition state
theory to all bi-molecular reactions and reactions involving
three or more reactants/products. For each unimolecular
decomposition reaction (or association reaction in the reverse
direction), the high-pressure limit rate coefficient kf,N(T) is
estimated using TST, while the low-pressure limit rate coeffi-
cient kf,0(T) is estimated using Hinshelwood theory,121 which
takes into account the internal degrees of freedom ofmolecules.
In the Cantera format of the kinetic model, equations of
dissociation reactions in the form A 5 B + C are modied to A
(+M) 5 B + C (+M) where M corresponds to the third body
collision partner. With this modication, the pressure-
dependent rate coefficient of a unimolecular reaction takes
the form

kfðT ; ½M�Þ ¼ kf ;0ðTÞ½M�
1þ kf ;0ðTÞ½M��kf;NðTÞ (6)

The nal kinetic model is assembled with the reaction
equations and their forward rate coefficients based on the
modied Arrhenius equation (eqn (S40)†). Details of the rate
coefficient calculation procedure can be found in Section S6.†
The reaction kinetic model le in Cantera122 format (.cti) is also
included in ESI.†

Lastly, we note that all the reaction rate parameters calcu-
lated and used in this work are referred to as phenomenological
rate constants/coefficients, which are explicitly expressed to be
dependent on macroscopic thermodynamic properties (e.g.,
© 2023 The Author(s). Published by the Royal Society of Chemistry
temperature, and probably pressure), but independent of the
time evolution of the reaction system. As Widom123 pointed out
in 1965, a phenomenological rate constant should not be
directly interpreted as the probability per unit time that reac-
tants form products; rather, it encapsulates all the microscopic
intermolecular and intramolecular transitions modes, regard-
less of whether the chemical system has reached a steady state
energy distribution (SED). There has been some recent
debate124–126 about whether it is appropriate to apply the
phenomenological rate constants for modeling the gas-phase
chemical reactions under high-temperature conditions. A
practical solution to this problem is the master equation (ME)
approach,127–130 which bypasses the use of phenomenological
rate constants and directly simulates the species time-evolution
in an energy-resolved chemical reaction system. A case study by
Miller et al.125 suggests that the error induced by phenomeno-
logical rate constants seems to be small compared to the ME
solutions, so long as they are estimated based on
methods128,131–133 obeying detailed balance and taking into
account both the internal energy relaxation eigenmodes (IERE)
and chemically signicant eigenmodes (CSE). Nevertheless, in
this work, we simulate the kinetic evolution of the methane
pyrolysis system using the phenomenological rate parameters.
2.4. Kinetic modeling and sensitivity analysis

Kinetic modeling is performed in Cantera,122 an open-source
chemical kinetic numerical solver. The time evolution of
species mole fractions (e.g., methane CH4, hydrogen H2,
ethylene C2H4, and acetylene C2H2) are simulated as initial
value problems in a zero-dimensional (0D) homogeneous
reactor assuming ideal gas mixtures. The simulated species
mole fractions are validated against experimental data collected
from two shock tube facilities95 and a ow reactor facility,94

respectively. For shock tube experiments, the 0D reactor was
assumed to be adiabatic and constant volume; for the ow
reactor experiment, constant-pressure and constant-
temperature assumptions were used for the simulation. Addi-
tional details of the experimental conditions and simulation
approach is documented in Section S7 in ESI.† Because of the
widespread interest in combustion reaction kinetics, numerous
kinetic combustion models have been developed, based on
a combination of experimental and theoretical information. We
compare the simulation results from the ab initio nanoreactor
kinetic model with four of these semiempirical models: (1) GRI
Mech 3.0,80 an optimized reaction model designed for natural
gas combustion, (2) the Appel, Bockhorn, Frenklach (ABF)134

model, which predicts well the fuel rich combustion behavior of
small hydrocarbons (e.g. ethane, ethylene, and acetylene), (3)
USC Mech II,135 a kinetic model that captures the combustion
behaviors of H2/CO/C1–C4 hydrocarbons, and (4) AramcoMech
3.0,136 a recently developed kinetic model for H2/CO/C1–C4

hydrocarbon combustion. Additional information regarding
these four kinetic models is included in Section S2.†

Sensitivity analyses presented in this work are performed
with two approaches. The rst approach is to explore the impact
of each rate coefficient following a local sensitivity analysis
Chem. Sci., 2023, 14, 7447–7464 | 7451
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method.137,138 Briey, it estimates the change of kinetic output
with respect to the change of parameters in a kinetic model. For
instance, the partial derivative vci/vkj represents the rst-order
local sensitivity coefficient for the concentration of species i
with respect to rate coefficient kj. In practice, the rate parame-
ters and the output quantities of a kinetic model may carry
different units and orders, and a more practical approach is to
calculate the normalized sensitivity coefficient, which repre-
sents the fractional change in concentration ci with respect to
a fractional change of rate parameter kj.

Sij ¼ kj

ci

vci

vkj
¼ v ln ci

v ln kj
(7)

Practically, a coarse-grained estimation of Sij can be accessed
through a nite difference brute-force method, where Sij is
expressed as

Sij z
Dci=ci

Dkj
�
kj

¼ Dci=ci�
fkj � 1

�
fkj

��
kj

¼ Dci=ci
f � 1=f

(8)

To estimate Sij using eqn (8), kinetic simulations need to be
performed with each rate parameter kj up-scaled by a given
factor f (where f > 1.0) and down-scaled by 1/f. The change of
concentration ci, Dci = ci,j

− ci,1/j
represents the change eval-

uated at perturbed rate constant j and (1/f)kj. Therefore, given
a chemical kinetic model consisting of n reactions, 2n simula-
tions of species concentration ci are required to evaluate Sij. In
this work, we choose f = 2, which is reasonably effective yet
small for most of the chemical reactions.75,139 Finally, the impact
of each rate parameter kjwith respect to species concentration ci
are ranked according to the absolute value of Sij. Details of this
analysis will be discussed in the Results section.

The second sensitivity analysis approach is based on Monte
Carlo (MC) sampling. While the brute-force sensitivity approach
perturbs only one rate parameter at a time in a simulation, the
MC-based sensitivity analysis allows all rate parameters to vary
in one simulation. Specically, for a particular set of MC
sensitivity analysis, we perform 500 MC kinetic modeling
calculations. In each MC kinetic modeling sample, the same
target property is simulated (e.g., methane mole fraction at
a given initial temperature, pressure, and simulation time), but
all the rate parameters are randomly perturbed in their
respective natural log space (i.e., ln(kj)) uniformly within a pre-
dened upper-limit range (i.e., factor of 2, 10, and 100 in this
work). In the MC-based sensitivity analysis, the modeling
results are usually presented as an uncertainty band or a scatter
of simulation points.140,141 The advantage of the MC-based
sensitivity analysis will be shown and discussed later, as it
takes into account the kinetic coupling among rate coefficients.
3. Results and discussions
3.1. Reaction network

Aer the reaction discovery and path renement, the chemical
kinetic model for methane pyrolysis is constructed. It consists
of 53 species and 134 reactions. Fig. 2 shows a qualitative
7452 | Chem. Sci., 2023, 14, 7447–7464
representation of the reaction network as a connectivity graph.
In the graph, each node represents a unique species in the
reaction network. Several common hydrocarbon species with
less than four carbon atoms (C<4Hx) are highlighted with larger
node sizes. The nodes are labeled with species chemical
formula, and if necessary, some minimal information about
molecular structure and spin multiplicity (e.g., in Fig. 2, c-C3H6

for cyclopropane, CH2(S) for singlet methylene, and C2H4(T) for
triplet ethylene). Section S1 in ESI† lists all the 53 species with
their labels in Fig. 2, modied SMILES string in the Cantera
model, and their minimum-energy structures. In Fig. 2, each
edge connecting two nodes indicates a reaction that involves
these two species, one in reactant set and the other in product
set. Reactions involving common (C<4Hx) species are also
highlighted with heavier weights (displayed as thicker line
widths). Note that one reaction may lead to multiple edges. For
instance, dissociation of methane (CH4) into methyl radical
(CH3) and hydrogen radical (H) results in an edge between
nodes CH4 and CH3, and another edge between CH4 and H.
Furthermore, there can be more than one reaction that involves
two species connected by an edge. Taking the undirected edge
between CH4 and CH3 as an example again, it represents any
reaction that involves CH4 and CH3 as reactant and product or
vice versa. Examples of these reactions are CH4 (+M)5 CH3 + H
(+M), CH4 + H 5 CH3 + H2, C2H6 + CH3 5 C2H5 + CH4, and
C2H4 + CH3 5 C2H3 + CH4.

The graph in Fig. 2 provides qualitative evidence of the ab
initio nanoreactor's ability to identify not only important species
and reactions, but also secondary reactions in an automated,
hypothesis-free manner. Some common hydrocarbons are
highlighted with larger node sizes, and they are methane (CH4),
methyl (CH3), ethane (C2H6), ethylene (C2H4), acetylene (C2H2),
propane (C3H8), propene (C3H6), propyne (C3H4-p) and allene
(C3H4-a). Aromatic species, including single ring (e.g., benzene),
and polycyclic aromatic hydrocarbons (PAHs) are not found in
the present work because longer discovery trajectories are
needed for these products to be found. The inuence of the
aromatic species on the kinetic evolution of the methane
pyrolysis system is discussed later in the text. Furthermore, the
nanoreactor not only captures almost all the important reac-
tions impacting the global methane decomposition rates, as we
will show later, but it also uncovers chemical reactions which
are not considered by any literature kinetic models used in this
work. We include two examples in ESI Section S8.† Path
renement and transition state optimization suggest their
transition state structures both exist (with one imaginary
frequency each). Due to the high reaction barriers, neither
reaction shows up in the sensitivity analysis as shown later, but
this nevertheless highlights the nanoreactor's potential for
uncovering rare events.
3.2. Kinetic model validations for methane dissociation

The nanoreactor (NR) kinetic model is validated against exper-
imental data collected from two recent methane pyrolysis
experiments. The results are summarized in Fig. 3. Briey, the
top panels (Fig. 3a and b) show the comparison of simulated
© 2023 The Author(s). Published by the Royal Society of Chemistry
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Fig. 2 Reaction network displayed as a graph. Each node represents a unique species. Each edge connecting two nodes indicates a reaction that
involves these two species, one in the reactant set and the other in the product set. Node labels are the species molecular formula and if
necessary, some minimal information about molecular structures and spin multiplicity values (See Section S1 in ESI† for details). Common C<4

species (i.e., CH4, CH3, C2H6, C2H4, C2H2, C3H8, C3H6, C3H4-p, C3H4-a) are highlighted with larger node sizes. Reactions connecting key species
are highlighted with thicker edge widths. We note that H2 molecule and H atom are important species as well, but they are not highlighted for
better visualization since they are involved in most of the reactions in this network.
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and experimental CH4 mole fractions in two shock tube facili-
ties.95 One series of simulations is performed at initial
temperatures T0 ranging from 1300 to 2400 K and initial pres-
sure P0 of 1.4 bar, and the other is carried out at T0 ranging from
1100 to 2000 K and P0= 30 bar.95 The bottom panels (Fig. 3c and
d) show the comparison of simulated and experimental CH4

and H2 mole fractions in a ow reactor experiment. Simulations
are performed at atmospheric pressure and 1050–1500 K
temperature range.94 All kinetic modeling simulations are
carried out as initial value problems in the 0D homogeneous
reactor module in Cantera.122 Simulated species mole fractions
are taken at the end of the simulation, which corresponds to the
total reaction time trec. Details of the simulation procedure and
some discussions of initial conditions are included in Section
S7.† Overall, the simulated CH4 and H2 mole fractions by the
nanoreactor model are in reasonable agreement with the
experimental data, though discrepancies are observed. For
instance, the nanoreactor model suggests faster methane decay
kinetics compared to experiment in the lower pressure 1.4 atm
case (Fig. 3a), and slower dissociation kinetics in the higher
© 2023 The Author(s). Published by the Royal Society of Chemistry
pressure (30 bar) case (Fig. 3b). The nanoreactor model also
underpredicts H2 mole fractions as temperature rises. Here in
this work, we do not wish to overemphasize the practice of
kinetic model optimization towards experimental data as
targets. Instead, we introduce (vide infra) two systematic sensi-
tivity analysis approaches that can efficiently identify sets of rate
parameters contributing to these discrepancies.

Simulations from the nanoreactor (NR) kinetic model are
compared with results from four pre-existing literature models:
GRI Mech 3.0,80 Appel, Bockhorn, Frenklach (ABF)134 model,
USC Mech II,135 and AramcoMech 3.0.136 As seen in Fig. 3, the
difference of predictions among four literature kinetic models
is noticeable. This might be somewhat surprising, since some of
these models share similar or even identical rate parameters
(see Section S6† for detailed comparison of selected reaction
rates across these models). The predictions from the NR kinetic
model, obtained automatically and without empirical input,
largely fall within the range of predictions from the four liter-
ature models. Fig. 3d suggests that none of the models tested
herein (including the nanoreactor) can capture the H2
Chem. Sci., 2023, 14, 7447–7464 | 7453
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Fig. 3 Experimental and simulated CH4 (a–c) and H2 (d) mole fractions. The experimental/simulation conditions are (a) 10% CH4/Ar, P0= 1.4 bar,
and trec = 2.87 ms; (b) 10% CH4/Ar, P0 = 30 bar, and trec = 14.8 ms; (c) and (d) 10% CH4/N2, P0 = 1.0 atm, and trec is reported in the experimental
paper94 as a function of the initial temperature, as trec = 4.55 × 106/T0 (K) ms.
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production at the higher end of the test temperature range (i.e.,
∼1480 K). Two possible reasons for this discrepancy were sug-
gested in the original experimental work.94 First, the under-
prediction of H2 could be due to the inaccuracy of key H-
abstraction reactions leading to H2 formation (e.g. CH4 + H
5 CH3 + H2, C2H6 + H5 C2H5 + H2, C2H4 + H5 C2H3 + H2).94

Secondly, there might be missing pathways related to formation
and growth of large polycyclic aromatic hydrocarbons (PAHs).142

These PAH pathways are not discovered in the current nano-
reactor reaction network because longer discovery trajectories
are needed for such pathways to occur, and they are also
missing in all the literature models except for the ABF model
which includes only formation of PAHs up to four aromatic
rings (i.e. pyrene). Monte Carlo sensitivity analyses (i.e., Sections
3.5 and S10†) can shed light on this issue.
3.3. Local brute-force sensitivity analysis

In order to pinpoint the origin of the differences observed in
Fig. 3, we need to determine (1) how different rate parameters
contribute to a particular kinetic modeling outcome, and (2) the
weights and rankings of rate parameter contributions in a kinetic
model. One example is to understand the difference of rate
parameter contributions to CH4 predictions in Fig. 3a. A system-
atic approach to address these questions is the brute force local
sensitivity analysis method.137,138 The calculation procedure for
sensitivity coefficients was described above. All the brute-force
local sensitivity analyses are performed with rate parameters up/
down-scaled by a factor of 2 under the initial condition of
7454 | Chem. Sci., 2023, 14, 7447–7464
experiments in Fig. 3a. We present results in Fig. 4 depicting the
normalized CH4 sensitivity coefficients (eqn (8)) for the top ve
most important rate coefficients at 1600 K initial temperature,
where the nanoreactor (NR) model predicts lower methane
concentration (i.e., faster methane decay) compared to the other
four kinetic models. Results from a broader assessment will be
shown later in Fig. 5. Among all the ve kinetic models analyzed,
Fig. 4 shows that only one or two distinct reactions dominate the
ranked sensitivity charts. At the condition tested, the rate of
methane dissociation reaction CH4 (+M)5CH3 +H (+M) appears
to be the most inuential factor for methane decay among all ve
kinetic models. Its signicance is much more pronounced in the
NR model, as its sensitivity coefficient value in the NR bar chart
(−0.055) is about three times its values in others (−0.020 in GRI,
−0.015 in ABF, −0.015 in USC Mech II, and −0.013 in Aramco-
Mech 3.0). In addition, the rate of 2CH35 C2H5 + H is the second
critical rate parameter in the four literature models. The results in
Fig. 4 highlight an example of how local brute-force sensitivity
works. At the condition tested, the difference in sensitivity spectra
indicates that methane dissociation is mostly impacted by the
rates of CH4 (+M)5 CH3 + H (+M) and 2CH3 5 C2H5 + H in the
four literature models, while being solely affected by the former
reaction in the nanoreactor model. The rate coefficient of CH4

(+M) 5 CH3 + H (+M) in the NR model is much higher than any
other kinetic model (Section S6 and Fig. S4†), and this could
possibly explain the faster methane decomposition kinetics pre-
dicted by the NR model. This result suggests further rening the
reaction path of CH4 (+M) 5 CH3 + H (+M) at a higher level of
© 2023 The Author(s). Published by the Royal Society of Chemistry
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Fig. 4 Ranked sensitivity bar chart for CH4mole fraction with respect to reaction rates computed under condition 10%CH4/Ar, P0= 1.4 bar, T0=
1600 K, and trec = 2.87 ms. Five reaction kinetic models are analyzed, including (a) the nanoreactor, (b) GRI Mech 3.0 & ABF, (c) USC Mech II &
Aramco 3.0.
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theory (e.g., CCSD(T)) could be necessary. Moreover, the use of
Hinshelwood theory121 for the low-pressure limit rate and transi-
tion state theory98–100 for the high-pressure limit rate constant
could result in inaccurate estimation of rate constants. Work is
underway to exploit improved theories for pressure dependent
reactions, such as RRKM.143–145 Lastly, note that the rate of 2CH3

5 C2H5 + H does not show up in the NR sensitivity analysis, and
we focus on this below.
Fig. 5 Two-dimensional (2D) sensitivity map for CH4 mole fraction with
3.0, ABF, USCMech II, and AramcoMech 3.0 reactionmodel, respectively
= 1.4 bar, and trec= 2.87ms. Each column in the 2Dmap represents an ini
shows the sensitivity coefficient ranking of the corresponding reaction lis
H-abstraction, blue: reactions for C2 hydrocarbons, green: reactions
benzene C6H6 and phenyl C6H5). The color map represents the rank of e
darkest color in the 2D map indicates the first rank for a reaction (i.e., th
either ranks below the tenth rank or is not included in the reaction mod

© 2023 The Author(s). Published by the Royal Society of Chemistry
The local sensitivity analysis is extended to more initial
temperatures (1400, 1800, 2000, 2200, 2400 K) and the corre-
sponding ranked bar charts are included in Section S10 in ESI.†
Here we summarize the rankings of reaction rate in Fig. 5, as
a two-dimensional (2D) sensitivity map of CH4 mole fractions
calculated by the nanoreactor, GRI Mech 3.0, ABF, USC Mech II,
and AramcoMech 3.0 reaction models. Each column in the 2D
map represents an initial simulation temperature ranging from
respect to reaction rates simulated by the nanoreactor (NR), GRI Mech
. The sensitivity analyses are performed under condition 10% CH4/Ar, P0
tial simulation temperature T0 ranging from 1400 K to 2400 K. Each row
ted on the left side (red: reactions involving only CH4 dissociation and
for C3 hydrocarbons, purple: reactions for C6 hydrocarbons, mainly
ach reaction rate in the sensitivity map at a given T0 test. Note that the
e most sensitive one), while the lightest color means that the reaction
el.
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1400 K to 2400 K, increasing in 200 K increments. Each row
shows the sensitivity coefficient ranking of the corresponding
reaction listed on the le side. The color map represents the
rank of each reaction in the sensitivity map at a given initial
temperature. Note that the darkest color in the 2D map indi-
cates the highest ranked reaction, while the lightest color
means that the reaction either ranks below the tenth rank or
does not exist in the reaction model. We present the rankings of
the sensitivity coefficients instead of their values for two
reasons. First, the values of sensitivity coefficient may vary
among different kinetic models. Second, the ranking map
provides qualitative yet straightforward evidence of the relative
importance of rate parameters in a kinetic model.

The 2D sensitivity ranking map reveals a few interesting
facts. The overall sensitivity landscapes vary among ve kinetic
models, and the variation itself increases with higher initial
temperature. At initial temperatures below 1800 K, four litera-
ture models display a similar ranking map albeit with a few
minor differences. The reaction (R0) CH4 (+M)5 CH3 + H (+M)
is the most impactful for CH4 concentration prediction. The
dominance of (R0) appears in all ve kinetic models at 1400 and
1600 K, and starts to shi to the dominance of (R2) 2CH3 5

C2H5 + H at 1800 K in all four literature models. The NR kinetic
model highlights the importance of (R1) CH4 + H 5 CH3 + H2,
as it ranks no. 2 in the NR sensitivity ranking while being a bit
less critical in the other four models.

For initial temperatures exceeding 1800 K, the sensitivity
ranking maps of CH4 start to diversify within the ve models
(Fig. 5). The divergence of the rankingmaps beyond T0= 1800 K
also explains the enlarged variation of model predictions in
Fig. 3a. Specically, the top rank of reaction (R0) CH4 (+M) 5
CH3 + H (+M) is gradually taken over by (R2) 2CH3 5 C2H5 + H
in GRI, ABF, and Aramco, while (R4) C2H6 + H 5 C2H5 + H2 in
the NR kinetic model and (R19) C3H4-p 5 C3H3 + H in USC
Mech II. We again notice that reaction (R2) 2CH3 5 C2H5 + H is
not present in the NR sensitivity map over the entire range of
temperatures tested. Discussion on this reaction is included in
the ESI (Section S9).† This reaction (R2) has historically been
considered as a chemically activated reaction.146–148 Under high-
temperature reaction conditions, the recombination of two
methyl (CH3) radicals forms a vibrationally activated adduct
ðC2H*

6Þ which is so energetic that it can skip over the potential
energy well of ethane (C2H6) and directly form the product of
ethyl (C2H5) and hydrogen (H) radicals. This well-skipping
phenomenon can also happen in the reverse reaction direc-
tion. Reaction (R2) is discovered during the AIMD simulations
and is identied as a triplet-spin-multiplicity reaction. There-
fore, the resulting path renement and transition state opti-
mizations found a structure with triplet spin multiplicity close
to a rst-order saddle point (Section S9†). The rate coefficient of
(R2) in the NRmodel appears to be much lower than the rates in
all four literature models (Fig. S8†), where the theoretical RRKM
rate parameters from Stewart et al.149 are adopted. A small
sensitivity test is also conducted by replacing the rate of (R2) in
the nanoreactor by the rate from Stewart et al.,149 and the result
is illustrated in Section S9 and Fig. S9.† The sensitivity of this
rate coefficient replacement is small for CH4, H2, and C2H2 yet
7456 | Chem. Sci., 2023, 14, 7447–7464
noticeable for C2H4. We infer this small sensitivity may not truly
reect the inaccuracy of the NR (R2) rate coefficient, because the
rate of methane dissociation, (R0) CH4 (+M)5 CH3 + H (+M) in
the nanoreactor kinetic model is much higher than other
literature models. The H radical generation rate, which partially
reects the global reactivity of the methane pyrolysis system, is
overly affected by the faster rate of CH4 (+M) 5 CH3 + H (+M).
Therefore, the impact of 2CH3 5 C2H5 + H could be further
underestimated. Nevertheless, future work should involve
accurate calculations of well-skipping/chemically activated
reaction rates.

Despite the observations above, the NR model also qualita-
tively captures the importance of some additional C2 reactions,
although their quantitative rankings and Sij valuesmay vary. For
instance, (R3) 2CH3 (+M) 5 C2H6, (R4) C2H6 + H 5 C2H5 + H2,
(R5) C2H6 + CH3 5 C2H5 + CH4, (R6) C2H6 (+M) 5 C2H5 + H
(+M), (R8) C2H4 + H5 C2H3 + H2, and (R9) C2H4 + CH3 5 C2H3

+ CH4. Compared to the literature kinetic models, the NR also
tends to noticeably overemphasize the rates of (R4) C2H6 + H5

C2H5 + H2 and (R9) C2H4 + CH3 5 C2H3 + CH4. Such over-
emphasis is also observed in (R5), (R10), (R11), (R15), and (R17)
but less pronounced. Another minor observation from USC
Mech II and AramcoMech 3.0 is the signicance of reaction
rates (R19–26) leading to formation of aromatic species benzene
(C6H6) and phenyl (C6H5), which also involves propyne (C3H4-p),
allene (C3H4-a), propargyl (C3H3). This further explains their
predictions of lower methane concentrations than GRI and ABF
at higher temperatures in Fig. 3a–c, since a considerable
amount of carbon is converted into benzene. Efforts to extend
the reaction network to include benzene, propargyl, and pro-
pyne would be a good topic for future work.

Two major conclusions can be drawn from the results in
Fig. 4 and 5. First, the rate of CH4 (+M) 5 CH3 + H (+M) is
critical to accounting for CH4 mole fraction prediction. The
current approach in the nanoreactor tends to overestimate its
rate. Second, the chemically activated reaction 2CH3 5 C2H5 +
H has been discovered in the nanoreactor workow, but the rate
was extremely underestimated in the NR kinetic model. Future
work should focus on improved theory (e.g., RRKM and/or
master equations127–130) for estimating the rates of pressure-
dependent unimolecular reactions and chemically activated
reactions.146–148
3.4. Kinetic model validation for minor intermediates

We have presented the prediction accuracy of our nanoreactor
methane pyrolysis model for methane and hydrogen. The
model has been subsequently tested for secondary species as
well. Fig. 6 shows the comparison of experimentally measured
and simulated ethylene (C2H4, Fig. 6a) and acetylene (C2H2,
Fig. 6b) mole fractions. The experimental data are collected
from the same shock tube facility in Fig. 3a at initial tempera-
tures between 1600 to 2400 K and pressures of 1.4 bar.95

Simulations are conducted again, using the nanoreactor model
along with four literature kinetic models. The nanoreactor
model overpredicts the ethylene concentration by a factor of 2.5
at its maximum experimental value, similar to USC Mech II and
© 2023 The Author(s). Published by the Royal Society of Chemistry
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Fig. 6 Experimental and simulated (a) C2H4 and (b) C2H2 mole fractions. The experimental/simulation condition is 10% CH4/Ar, P0 = 1.4 bar, and
trec = 2.87 ms.
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AramcoMech 3.0. GRI and ABF models yield somewhat better
agreement with the experimental C2H4 mole fractions. Fig. 6b
suggests that the current nanoreactor model poorly predicts the
C2H2 mole fractions over the temperature tested. The four
literature models all agree reasonably well with the experi-
mental C2H2 concentrations. Fig. 7 shows the ranked C2H2

sensitivity coefficient bar chart calculated at 1800 K initial
temperature and 1.4 bar pressure. Clearly, the NR kinetic model
shows a dominance of reaction C3H5-1-1 (+M) 5 C3H4-p + H
(+M) (see Section S1† for the structure of C3H5-1-1 and C3H4-p),
as its S value (−0.54) is more than two times that of the no. 2
ranking reaction in the NRmodel (C2H4 + CH35 C2H3 + CH4, S
= 0.25). We attribute this dominance primarily to an insuffi-
cient discovery of C>3 reactions, particularly reactions related to
propyne (C3H4-p) and probably its isomer allene (C3H4-a). As
depicted in Fig. 2, propyne (C3H4-p) appears to be a terminal
node in the graph, and it has only one parent node C3H5-1-1,
one of whose parent nodes is C2H2. The kinetic outcome of such
subtree structure would make C3H4-p a kinetic sink for C2H2

destruction. Without additional reaction pathways discovered,
concentration of C3H4-p will accumulate during the kinetic
modeling of the NR model due to its relative stability compared
to radicals in the reaction system. The sinking ux from C2H2 to
C3H4-p is realized by two sequential reactions, CH3 + C2H2 (+M)
5 C3H5-1-1 (+M) (written in the reverse direction opposed to
Fig. 7a) and C3H5-1-1 (+M) 5 C3H4-p + H (+M). Therefore,
Fig. 7 Ranked sensitivity bar chart for C2H2 mole fraction with respect to
GRI Mech 3.0 & ABF, and (c) USC Mech II & Aramco 3.0 kinetic models. Th
1.4 bar, T0 = 1800 K, and trec = 2.87 ms.

© 2023 The Author(s). Published by the Royal Society of Chemistry
additional reaction discovery for C3H4-p (and its isomer C3H4-a)
is necessary for more reasonable prediction of C2H2, and amore
complete reaction network.
3.5. The Monte Carlo method

As discussed in the previous text, local brute-force sensitivity
analysis is useful for quick sorting of rate parameters according
to their inuence on a particular kinetic output property.
However, in a reaction kinetic model, rate coefficients can be
strongly coupled within this high-dimensional parameter
space. In this case, local brute-force sensitivity analysis may not
be able to capture the kinetic couplings among reaction rates, as
it only allows perturbation of one rate parameter at a time.
Furthermore, it cannot map such degrees of coupling to the
kinetic modeling outcomes (e.g., species concentration predic-
tions). In this subsection, we further address the effect of
reaction rate couplings onmodel predictions. Monte Carlo (MC)
sensitivity analysis is used for this purpose and its description is
included in the methods section. Fig. 8 shows scatter plots of
CH4 (Fig. 8a, d and g), C2H4 (Fig. 8b, e and h), and C2H2 (Fig. 8c,
f and i) concentrations simulated by the nanoreactor model
with MC sensitivity approach. Each lled circle represents a MC
kinetic simulation in which all the rate parameters in NRmodel
are randomly perturbed within their natural log space (i.e.,
ln(kj)) uniformly. All the rate parameters are perturbed under an
reaction rates simulated by (a) the nanoreactor kinetic model, and (b)
e sensitivity analyses are performed under condition 10% CH4/Ar, P0 =

Chem. Sci., 2023, 14, 7447–7464 | 7457
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Fig. 8 Monte Carlo (MC) sensitivity scatter plots of CH4 (a, d and g), C2H4 (b, e and h), and C2H2 (c, f and i) mole fractions simulated by the
nanoreactor (NR) kinetic model along with experimental data and simulations obtained from other literature kinetic models. Each filled circle
represents a simulation using one MC sample of NR model in which each rate coefficient is perturbed within an upper-limit factor of f = 2 (a–c),
10 (d–f), and 100 (g–i), respectively from the nominal values, assuming a uniform distribution in the log space of the rate coefficient. The
sensitivity analyses are performed under condition 10% CH4/Ar, P0 = 1.4 bar, and trec = 2.87 ms.
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upper-limit factor of 2 (Fig. 8a–c), 10 (Fig. 8d–f), and 100
(Fig. 8g–i), respectively from the nominal values. The sensitivity
analyses are performed under the condition of Fig. 3a (10%
CH4/Ar, P0 = 1.4 bar, and trec = 2.87 ms).95 The choice of rate
perturbation factors are roughly chosen according to the scale
of inaccuracies in the reaction barrier and rate coefficient esti-
mations. Taking the reaction barrier as an example, based on
the Arrhenius law, a 1 kcal mol−1 inaccuracy in the barrier
corresponds to a factor of ∼1.5 perturbation of the reaction rate
at the temperature range of 1000–1100 K, which is the initiation
of the ame preheat zone during combustion. Moreover,
a 5 kcal mol−1 inaccuracy in reaction barrier leads to about
a factor of 10 rate uncertainty, and a 10 kcal mol−1 corresponds
to a factor of 100 rate uncertainty, both at 1000–1100 K. In
summary, the goal of this MC sensitivity test is to explore the
parameter space in a kinetic model and assess the outcome of
uncertainty and inaccuracy of rate coefficients.

As should be expected, the spread of predictions increases as
the range of perturbations is increased in Fig. 8. For the CH4

and C2H4 mole fractions, one can see that small changes in key
reaction rates could easily lead to better agreement with
experiment. However, regardless of how much the rate param-
eters are perturbed, the simulated C2H2 mole fractions will not
7458 | Chem. Sci., 2023, 14, 7447–7464
reproduce the experimental results. This suggests that the NR
rate parameters are not the origin for the observed inaccurate
prediction of C2H2. This bolsters our suggestion in Section 3.4,
namely that the current reaction network requires additional
expansion towards more reactions related to C2H2, and
furthermore, propyne (C3H4-p), allene (C3H4-a), propargyl
(C3H3), and probably higher carbon species. Additional MC
results obtained at two other experimental conditions are
included in Section S10 of the ESI.† Similar to the ndings with
respect to C2H2 in Fig. 8, the MC results for H2 in Fig. S15†
suggest that no modication of the NR rate parameters will lead
to agreement of H2 production within the NR kinetic model (see
Fig. 3d). This suggests again that there are missing species and/
or reactions (e.g., pathways for PAHs formation and growth as
discussed above). Further discovery runs in the NR could
expand the reaction network and would likely improve the
agreement with experiment for C2H2 and H2 production.
However, the number of species and reactions will grow very
quickly. Therefore, it would be important to couple further
growth with some form of coarse-graining for the kinetic
model.150–152 Lastly, we emphasize that the MC sensitivity anal-
yses are generally benecial for exploring rate parameter space
in a large chemical reaction network. In the realm of the ab
© 2023 The Author(s). Published by the Royal Society of Chemistry
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initio nanoreactor reaction discovery, we envision that both
brute-force and MC sensitivity analyses can be essential
components in the nanoreactor workow, and instructive for
next round of reaction discovery and path renement.

4. Conclusions

In the present work, a methane pyrolysis kinetic model is
automatically constructed from rst principles by the ab initio
nanoreactor. The reactions during methane pyrolysis are
discovered using GPU-accelerated ab initio molecular dynamics
simulation, without human hypothesis or intervention. The
reactions are subsequently rened towards their minimum
energy paths using the growing string method. Reactants,
products, and transition state geometries are optimized, and
their thermochemical properties are computed. Reaction rate
parameters are estimated using transition state theory. The
kinetic model is validated against experimentally measured key
species concentrations during methane pyrolysis over a wide
range of thermodynamic conditions. The simulated results
from the nanoreactor model are compared with the results from
four literature combustion kinetic models. Overall, the nano-
reactor model predicts major species (i.e., methane and
hydrogen) with reasonable accuracy. We pointed out and dis-
cussed discrepancies between the predictions of the nano-
reactor model and experiments, as well as among predictions of
the nanoreactor model with four literature kinetic models.

We introduce the method of local sensitivity analysis which
efficiently identies the importance of rate coefficients in
a kinetic model with respect to a prediction outcome. The local
sensitivity analysis suggests that future work should focus on
improving the theoretical approach for pressure-dependent
reactions and chemically activated reaction rate constant
calculations. Another sensitivity analysis, the Monte Carlo
method is used to explore the rate parameter space of the
kinetic models. In addition to the local sensitivity analysis, the
Monte Carlo sensitivity analysis suggests the current reaction
network may be incomplete for prediction of C2 intermediate
species such as acetylene. This leads to the future necessity of
extending the subnetwork of acetylene into C3 and C4 species
using ab initio molecular dynamics simulations. In the future,
we envision the nanoreactor-based reaction discovery can be
performed iteratively, leveraging kinetic modeling and sensi-
tivity analysis as tools for efficient identication of critical
reactions and rate parameters, and guidance for the next iter-
ation of reaction discovery.
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