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In this work, we investigate the accuracy of the local molecular orbital molecular orbital (LMOMO)

scheme and projection-based wave function-in-density functional theory (WF-in-DFT) embedding for

the prediction of reaction energies and barriers of typical reactions involving transition metals. To

analyze the dependence of the accuracy on the system partitioning, we apply a manual orbital selection

for LMOMO as well as the so-called direct orbital selection (DOS) for both approaches. We benchmark

these methods on 30 closed shell reactions involving 16 different transition metals. This allows us to

devise guidelines for the manual selection as well as settings for the DOS that provide accurate results

within an error of 2 kcal mol�1 compared to local coupled cluster. To reach this accuracy, on average

55% of the occupied orbitals have to be correlated with coupled cluster for the current test set.

Furthermore, we find that LMOMO gives more reliable relative energies for small embedded regions

than WF-in-DFT embedding.

1 Introduction

One main challenge of modern quantum chemistry is the
calculation of accurate relative electronic energies (e.g., reac-
tion energies and reaction barriers) for chemical reactions
because they are fundamental for understanding and predict-
ing their mechanisms and kinetics. An accuracy of about
1.0 kcal mol�1 in the free energies and hence in the underlying
electronic energies is required to predict useful reaction

kinetics. Such a high accuracy typically requires computation-
ally expensive wave function-based methods such as coupled
cluster with singles, doubles, and perturbative triples excita-
tions [CCSD(T)].1,2 However, canonical CCSD(T) scales as N7,
where N is a measure of the system size, which restricts its
application to small molecular systems. Even though linear
scaling approximations to CCSD(T) have been developed,3–9

practical applications on, e.g., transition metal complex cata-
lyzed reactions remain computationally costly.

One possible approach to reduce the computational effort
for calculating accurate electronic energies is to employ a multi-
level or embedding ansatz.10–17 Embedding approaches exploit
the fact that an accurate description of the total system may not
be required. For instance, it may be sufficient to describe
only the transition metal center, for which the electron correla-
tion is challenging, or the reaction center with an accurate wave
function (WF) method and everything else (environment) with a
computationally more efficient but less reliable method [e.g.,
density functional theory (DFT),18–22 second order Møller–
Plesset perturbation theory (MP2)23–25 or approximate local
coupled cluster26–28].

Multi-level local correlation approaches are a natural and
straightforward extension of the original local correlation
method because these already include prescreening and
truncation schemes similar to a multi-level approach. For
example, in the so-called local molecular orbital molecular
orbital (LMOMO) approach,23 only orbital pairs localized in
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the so-called active region of the molecule are correlated with
accurate local CCSD(T). All other orbital pairs are correlated
with local MP2 only. Partitioning of the orbital pairs for the
correlation treatment is, in fact, native to the local CCSD(T)
ansatz6 because it describes orbital pairs at lower accuracy that
contribute only little to the total correlation energy. The
LMOMO ansatz was already extended to open-shell systems29

and applied to investigate the reaction kinetics of two enzyme
models of sulfite oxidase and dimethyl sulfoxide reductase30,31

and aurophilic interaction in gold dimer complexes.32

DFT-based approaches are attractive because they promise
high computational efficiency and can be formulated to be
exact within the framework of Kohn–Sham DFT.16 Especially
projection-based DFT embedding18 is computationally robust
and numerically exact for DFT-in-DFT embedding of the
same DFT methods. Furthermore, it has seen extensive algo-
rithmic developments in recent years that aim at increasing
its efficiency for WF-in-DFT embedding through basis-set
adaptation33–36 and reliable strategies for the system parti-
tioning.21,22,37–40 Additionally, it was extended to relativistic
multi-component wave functions,41 analytical expressions for
the nuclear gradients were formulated,42 and different formu-
lations of the projection-operator21,43,44 were proposed. It was
applied previously to study the kinetics of enzyme models,45–48

transition metal catalysts,22,49 and the oxidation potential of
battery solvents.33

While there is an extensive range of multi-level approaches
that all promise high computational efficiency and accuracy for
relative energies, systematic comparisons of these strategies are
rare. This is surprising since approaches such as projection-
based embedding and LMOMO both partition the system in
terms of their occupied orbital spaces which facilitates compar-
ison of both schemes. Furthermore, we reported recently that
projection-based domain-based local pair natural orbital-
(DLPNO-)CCSD(T0)-in-DFT embedding shows significant errors
in potential energy curves for chromium hexacarbonyl and a
small active region even if the DFT potential energy curve is in
very good agreement with the reference DLPNO-CCSD(T0)
curve.50 The embedding ansatz essentially worsens the descrip-
tion of relative energies. We traced these errors to an incon-
sistent description of the electron correlation between the
environment and the active region, which could be partially
corrected by employing double hybrid exchange–correlation
functionals for the interaction between subsystems, similar to
earlier work employing a MP2-based correction for the
exchange–correlation functional.51 In general, there is little
data on the accuracy of DFT-based embedding or LMOMO for
realistic examples of transition metal catalysts that require
an accurate description of the electron correlation and are
routinely investigated in mechanistic studies. Therefore, a
precise characterization of the accuracy of these embedding
approaches is required for any practical application that aims
at accurate relative energies.

In addition, it is not clear for projection-based embedding or
LMOMO how the active region should be selected to recover full
coupled cluster results for such characteristic transition metal

centered reactions. One could focus exclusively on the transi-
tion metal center and its immediate surroundings or
extend this selection to other parts of the molecule. Partition-
ing the orbitals such that the active region includes the chang-
ing orbitals along the reaction path can be automatized
through the so-called direct orbital selection22,37 (DOS)
approach. The accuracy of the DOS approach was demonstrated
previously for DLPNO-CCSD(T0)-in-DFT embedding,22 DFT-in-
DFT embedding,37 and multi-level DLPNO-CCSD(T0).27,28 How-
ever, such an automatically selected orbital space may be
unnecessarily larger and therefore computationally more
expensive than focusing only on the electron correlation chal-
lenge, as is evident from recent work by some of us on orbital-
pair selection criteria.28

In this work, we will compare Huzinaga-type21,44 projection-
based DLPNO-CCSD(T0)-in-DFT embedding with LMOMO
while focusing on the active region selection for both embed-
ding approaches and the exchange–correlation functional
selection for the DFT-embedding approach. For this compar-
ison, we will use the DOS approach for the selection of the
active region in both schemes. Furthermore, for LMOMO we
will also apply the manual atom-based selection employed in
previous studies23,29–32 to investigate the influence of the
orbital selection. We intend to be predictive for systems that
may be commonly encountered when investigating reaction
mechanisms of transition metal species. Therefore, we selected
a range of closed-shell systems from the MOBH3552 and
MOR4153 test sets focusing on the variability of the transition
metal center, and selected the complete WCCR1054,55 test to
include examples with up 174 atoms. Furthermore, we do not
restrict our investigation to systems that only show structural
changes localized on a small part of the molecule. One example
for such a system is the intramolecular proton-transfer reaction
of a cobalt complex studied in ref. 49. While such systems are
prime candidates for embedding calculations, they are rare in
practical reaction mechanism investigations. However, so far
projection-based WF-in-DFT embedding addressing transition
metal systems has been mostly applied to systems of this
type.22,49,56

This work is structured as follows: in Section 2 we introduce
the multi-level LCCSD(T0):LMP2 and the DLPNO-CCSD(T0)-in-
DFT embedding approaches, in Section 3 we discuss the
technical settings we chose for the study, and in Section 4 we
present error statistics for relative energies calculated with the
embedding approaches and compare multi-level LCCSD(T0):LMP2
to DLPNO-CCSD(T0)-in-DFT embedding. We conclude from our
results in Section 5.

2 Method
2.1 Local molecular orbital molecular orbital scheme

In the LMOMO scheme, the system is separated into an active
part and an environment in terms of their occupied orbitals.
Initially, Hartree–Fock (HF) orbitals are calculated for the full
system. The occupied orbitals are then localized and projected
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out of the atomic orbitals space to generate projected atomic
orbitals (PAOs). After localization, the occupied orbitals are
assigned to orbital domains ([i]) which are atomic centers
assigned to each orbital based on natural population
analysis.57,58 The domains for pairs and triples are constructed
as the union of orbital domains. If the atoms specification is
used for the region selection, all localized molecular orbitals
which contain at least one of the specified atoms in their
domain list are included in the region. In the next step pair
energies are calculated using different methods (LCCSD or
LMP2) or neglected (HF) depending on the distance between
the orbitals. In the case of LMOMO, this separation occurs due
to the assignment of orbitals to different regions depending on
the absolute position of the orbital and not anymore on the
distance between orbitals. Only pairs which have both orbitals
in the active region will be calculated at the high level (HL),
while all other pairs will be calculated at the low level (LL). In
the case that one orbital is in the active region and the other
one is in the environment, the pair energy will be computed at
the low level but it can be specified to easily compute those
pairs at the high level, by including them as close pairs.
However, we have not done this in the current study. Further-
more, all calculations involving the active region will include
the effect of the amplitudes computed for the environment. At
the end, the triples energies are calculated only for triples
domains which belong to HL. This leads to the correlation
energy:

Ecorr½LCCSDðT0Þ:LMP2� ¼
X

ijk2HL

eCCijk;½ijk� þ
X
ij2HL

eCCij;½ij� þ
X
ij2=HL

eMP2
ij;½ij� :

(1)

Different methods can be used for the high level (LCCSD(T0),
LCCSD) and low level (LCCSD, LMP2, HF) regions. In this study,
we used LCCSD(T0) for the high level and LMP2 for the low
level and we will denote this approach as LCCSD(T0):LMP2.

In practical LMOMO calculations, the active region and the
environment are defined in terms of atoms. Occupied orbitals
are then assigned to the subsystems through their natural
orbital population on these subsystem atoms. Changes in the
orbital domains along the reaction path can lead to inconsis-
tent numbers of orbitals in the HL region for different states.
To overcome this problem, one should manually include extra
orbitals to the high level region or change certain orbital
domains so that they are the same along the reaction path.30

2.2 Projection-based DLPNO-CCSD(T0)-in-DFT embedding

In top-down projection-based DFT embedding,18 the super-
system DFT orbitals are calculated, localized, and partitioned
into an active subset and an environment subset. The descrip-
tion of the active orbital subset is then switched to Hartree–
Fock (HF) and the orbitals are relaxed in the presence of the
environment orbitals again. The interaction between both sets
is described with DFT. Furthermore, the sets are constrained to
be mutually orthogonal. The working equation for the active
orbitals cA

i with eigenvalues eA
i is given by

( f̂ A
HF + vemb(ri) + Ô)cA

i = eA
i c

A
i , (2)

where f̂ A
HF is the Fock operator of the active orbitals, vemb(ri) is

the embedding potential from the DFT environment (see
ref. 16, eqn (27) for more details, excluding any non-additive
kinetic energy contributions), and Ô is a projection operator
ensuring orthogonality between the orbital sets. We employ a
shifted variant of the Huzinaga projection operator as proposed
in ref. 44 because of its numerical stability in combination with
DLPNO-CCSD(T0).50 The operator is given as

Ô = �P̂( f̂ A
emb � eshift) � ( f̂ A

emb � eshift)P̂, (3)

where P̂ ¼
P
i

cB
i

�� �
cB
i

� �� is a projection operator onto the
environment orbitals, f̂ A

emb = f̂ A
HF + vemb(ri) is the embedded

Fock operator, and eshift is a constant shift. The operator Ô
effectively shifts the eigenvalues eB

i of the environment orbitals
by � 2(eB

i �eshift). Therefore, eshift ensures that all environment
orbitals with eigenvalues smaller than eshift are shifted to high
energies, preventing them from becoming occupied during the
self consistent evaluation of eqn (2).

After relaxation, the DLPNO-CCSD(T0) correction is calcu-
lated for the active orbitals and the final energy is evaluated as

ECC-in-DFT ¼ EA
DLPNO-CCSDðT0Þ þ EB

DFT þ Einter
DFT; (4)

where EA
DLPNO-CCSDðT0Þ

is the DLPNO-CCSD(T0) energy of the

active orbitals, EB
DFT is the DFT energy of the environment, and

Einter
DFT is the interaction energy between environment and active

orbitals. The interaction energy Einter
DFT is defined as

Einter
DFT ¼

ð
dr vBnucðrÞrAðrÞ þ rBðrÞvAnucðrÞ
� �

þ
ð
dr

ð
dr0

rAðrÞrBðr0Þ
jr� r0j

þ Enadd
xc ½rAðrÞ; rBðrÞ�:

(5)

Here, vB
nuc(r) and vA

nuc(r) denote the Coulomb potential of the
nuclei associated to the environment and the active region,
respectively, rA(r) and rB(r) denote the electron densities of the
subsystems, and Enadd

xc [rA(r),rB(r)] denotes the non-additive
contribution to the exchange–correlation interaction. The latter
is defined, with the exchange–correlation energy contribution
Exc[r(r)], as

Enadd
xc ½rAðrÞ; rBðrÞ� ¼ Exc½rAðrÞ þ rBðrÞ�

� Exc½rAðrÞ� � Exc½rBðrÞ�:
(6)

Non-additive kinetic energy contributions present in sub-
system DFT16 are missing here because of the orthogonality
constraint.18

3 Computational details

In this study, we investigated a selection of 30 closed-shell
organometallic reactions from the reaction sets MOBH35,52

MOR4153 and WCCR10.54 As in previous studies on multi-
level QM/QM approaches,27,28 we employed the WCCR10 test
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set of transition-metal complexes as a core set of benchmark
reactions for our present study. This core set was expanded
to a more diverse collection by including a hand-picked selec-
tion of reactions from the MOBH35 and MOR41 sets. The
selection was guided by the following criteria: (i) the total
number of additional reactions was limited to 20, thus keeping
the size of the entire benchmark set manageable in the present
study; (ii) open-shell reactions included in the MOBH35 set
were excluded, since our WF-in-DFT implementation is cur-
rently restricted to closed-shell cases; (iii) since multi-level
approaches obviously target large systems, reactions involving
complexes with many atoms were prioritized. Based on theses
guidelines, we selected the reactions 1, 6, 7, 11, 14, 21, 22, 24,
29, 30, 31, 34, and 35 from the MOBH35 set and the reactions 7,
9, 14, 16, 21, 22, and 36 from the MOR41 set. One may argue
that additional and/or other reactions could have diversified
our test even further. However, we want to emphasize that this
selection defines one of the broadest organometallic reaction
benchmark sets for the comparison of different QM/QM multi-
level approaches so far.

The structures were reoptimized with a consistent method.
The optimizations were performed with Turbomole59 using
Tao, Perdew, Staroverov, and Scuseria’s exchange–correlation
functional TPSS60 with Grimme’s D3 dispersion correction61

and Becke-Johnson damping,62 and the def2-SVP63 basis set.
The Lewis structures for all reactions are shown in Fig. 1–3. The
coordinate files for reactants, transition states and products of
all three reaction sets are given in the ESI.† As seen in Table 1,
the test set involves 7 reactions containing 3d elements (Sc, Fe,
Ni, Cu), 9 reactions containing 4d elements (Nb, Mo, Ru,
Rh, Pd, Ag), and 14 reactions containing 5d elements (Ta, W,
Re, Ir, Pt, Au). The transition metal compounds undergo
various types of reactions, e.g., s-donative and p-acceptor
complexation, oxidative additions, ligand exchange reactions,
ligand dissociations, and s-bond metathesis. In most cases the
reaction occurs directly at the transition metal center. The size
of the transition metal compounds varies from 29 atoms
(reaction 36 from MOR41) up to 174 atoms (reaction 4 from
WCCR10). For the MOBH35 set, we calculated reaction barriers
(tsn) and reaction energies (pn), while in the case of MOR41 and
WCCR10 only the reaction energies (pn) were calculated.

Throughout this study, all reaction energies and reaction
barriers were calculated with the def2-TZVP63 basis set and the
corresponding effective core potentials (ECPs) for the core
electrons of elements with an atomic number higher than 36
as published in ref. 64. For the calculations in Molpro which
included iodine the refined ECP parameters for iodine pub-
lished in ref. 65 were employed. Furthermore, in all local
correlation calculations, outer core orbitals (3s3p for 3d TM,
4s4p for 4d TM and 5s5p for 5d TM) were correlated. We
have chosen this basis set since it is commonly used in
application studies of transition metal complexes and we did
not try to get the most accurate results which could be achieved
by using complete basis set extrapolation schemes. Accurate
DLPNO-CCSD(T) results for these complexes already exist
in the literature52,53,55,66 and agree relatively well with our

DLPNO-CCSD(T0)/def2-TZVP results. In most cases the differ-
ence is below 5 kcal mol�1 with only a couple of them with
differences up to 10 kcal mol�1 (see Tables S4–S6 in ESI†). One

Fig. 1 Lewis structures for the MOBH35 reactions used in this study. The
reaction numbering is adopted from ref. 52.

Table 1 Periodic table of transition metals that are used in this study with
the number of reactions in which they occur

Fig. 2 Lewis structures for the MOR41 reactions used in this study. The
reaction numbering is adopted from ref. 53.
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should point out that this difference does not come only
from the basis set, but also from the TightPNO settings, the
(T1) approximation, and slightly different structures used in
the previous studies. In all local correlation calculations, the
occupied orbitals were localized with the intrinsic bond orbital
(IBO) scheme.67 In the case of LCCSD(T0) and LCCSD(T0):LMP2
calculations, the domains were determined according to the
natural population analysis (NPA) criterion with TNPA = 0.03e.
The LMP2, LCCSD(T0), and LCCSD(T0):LMP2 calculations were
performed with the quantum chemistry program Molpro,68

employing density fitting approximations throughout.69–71

Using the LCCSD(T0):LMP2 method three region selections
(R1 to R3) were considered. In the first one (R1), only the
transition metal (TM) was included in the active region, in the
second one (R2), the TM and all directly bonded atoms were
assigned to the active region, and in the third (R3) selection, the
region R2 was expanded to include also all atoms involved in
the reaction if that was not already the case. The region R3 was
constructed for reactions 6, 7, 11, 14, 22, 24 and 29 from the
MOBH35 set and for reactions 14, 21 and 36 from the MOR41
set (for reaction 36 see below). Fig. 4 shows an example of the
region selection for the reaction 22 from the MOBH35 set. We
will refer to this selection as manual selection. In some cases,
we had also to specify extra orbitals to ensure a consistent
orbital selection along the reaction path. For example, for
each orbital in the active region of the reactant a corresponding
orbital has to be also included in the active region of all the
other states and vice versa. The only exception for this selection
criteria was reaction 36 in the MOR41 set. In this case for the R2
selection we have only included the TM, I and the carbon atoms
of C2H4, while we have omitted the carbon atoms from the
cyclopentadienyl ligands, because of the small system size. By
including also the carbon atoms from the cyclopentadienyl
ligands one treats the full system at the coupled cluster level
which is done in selection R3.

For LCCSD(T0):LMP2 calculations combined with the DOS,
the localized orbitals were loaded in Serenity72–74 and parti-
tioned into the active region and environment according to
the DOS scheme37 using different values for the selection
threshold for the orbital kinetic energies and the shell-wise
intrinsic atomic orbital charges: 5 � 10�2 (RT1), 3 � 10�2 (RT2),
1 � 10�2 (RT3) and 8 � 10�3 (RT4).

The DLPNO-CCSD(T0) and DLPNO-CCSD(T0)-in-DFT reac-
tion energies and reaction barriers were calculated with a
development version of the quantum chemistry program
Serenity.72–74 The new features included in this version will
be part of an upcoming release. The frozen-core approximation
and NormalPNO DLPNO-thresholds27,75 were applied for all
DLPNO-CCSD(T0) and DLPNO-MP2 calculations. The latter
were required for the evaluation of double-hybrid exchange–
correlation functionals, as described in ref. 50. The DLPNO-
CCSD(T0)-in-DFT calculations were performed using top-down
projection-based embedding. The exchange–correlation func-
tional was approximated with the BLYP functional by Lee,
Yang, and Parr,76,77 the hybrid functional B3LYP78 and the
double-hybrid functional DSDBLYP.79 The KS-DFT orbitals
were calculated in the first step. Then we localized the reactant
orbitals with the IBO scheme, aligned22 the orbitals of transi-
tion state and product before localizing them with the IBO
scheme. The localized orbitals are then partitioned into active
and environment orbitals with the DOS scheme using the four
different selections introduced above (RT1 to RT4). We relaxed
the selected active orbitals embedded in the frozen density of
the KS-DFT environment using the shifted Huzinaga equation44

Fig. 3 Lewis structures for the WCCR10 reactions used in this study. The
abbreviation ‘‘Ar’’ denotes a 2,6-C6H3Cl2 substituent. The abbreviations
S,S-L and R,R-L0 refer to neutral ligands (L and L0) dissociating from the
reactants in reactions 2 and 3, respectively.

Fig. 4 Manual region selection for LCCSD(T0):LMP2 calculations on the
example of reaction 22 from the MOBH35 set.
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with a constant shift of 1Eh up to 103Eh [see eqn (3)] to obtain
the embedded HF reference. In most cases, a shift of 1Eh was
sufficient to achieve convergence. However, for very small active
systems, we observed that a shift of 1Eh is insufficient to
prevent occupation of occupied environment orbitals, leading
to a failure of the embedded self-consistent field calculation.
Specifically, for the systems 6 and 31 from MOBH35, 7, 9 and 14
from MOR41, and 2, 3, 4, 5 and 10 from WCCR10 in combi-
nation with RT1 and/or RT2, the shift had to be increased. A
shift of 103Eh was only necessary for BLYP-D3 embedding for
system 10 of the WCCR10 set with RT1. The non-additive
exchange–correlation energy was approximated with the same
exchange–correlation functional, including Grimme’s D3 dis-
persion correction with Becke–Johnson damping,62 as used for
the KS-DFT environment. Additionally, we combined the
DSDBLYP functional for the non-additive exchange–correlation
energy with the BLYP functional for the exchange–correlation
energy of the environment, as described in ref. 50. Finally, the
DLPNO-CCSD(T0) correction was calculated for the active
system.

4 Results and discussion

In all our multi-level approaches, we will compare the results to
the corresponding coupled cluster approach. Differences in
relative energies between the two local coupled cluster versions
(DLPNO-CCSD(T0) in Serenity and LCCSD(T0) in Molpro) are in
most case on the order of a few kcal mol�1. The only exception
are the reactions 22 and 36 in the MOR41 set, where the
difference is very large (20 kcal mol�1). To investigate which
approach is more accurate, we also ran PNO-CCSD(T)-F128 as
implemented in Molpro on the system 36. These results are in
agreement with DLPNO-CCSD(T0) (see Table S1 in the ESI†).
Since in the LCCSD(T0) approach, errors can arise due to
domain and pair approximations, we first ran LCCSD(T0)
calculations with different thresholds for the distance criteria
(different rclose and rweak values, see Table S1 in ESI†) which
can reveal errors due to the pair approximation. However, this
did not improve the results, suggesting that the problem is not
caused by the pair approximation. Furthermore, we performed
LCCSD(T0) calculations with the Pipek–Mezey localization80

instead of the IBO localization. The Pipek–Mezey localization
aims to minimize the number of atomic centers over which an
orbital extents by maximizing the orbital partial charges (either
Mulliken or Löwdin partial charges are used). A similar proce-
dure is also applied in the case of the IBO localization, where
first a minimal basis of intrinsic atomic orbitals is created
which is used to define partial charges for the subsequent
localization. The advantage of the IBO localization is that it is
basis set insensitive, while the Pipek–Mezey localization can
encounter artifacts when using large basis sets or basis sets
with diffuse functions. These two localization approaches can
lead to different orbital domains in some cases. The LCCSD(T0)
relative energies obtained using the Pipek–Mezey localization
are in agreement with the energies from the DLPNO-CCSD(T0)

and PNO-CCSD(T)-F12 calculations. We found that the orbital
domains selected after the Pipek–Mezey and IBO localization
are different for the reactant complex, leading to the difference
in the LCCSD(T0) energy. The largest difference for reaction 36
is in the representation of the aromatic moieties where the
orbital domains after the IBO localization spanned three
carbon atoms and Molybdenum, while in the case of the
Pipek–Mezey localization four carbon atoms and Molybdenum
represented the orbital domains (see Table S2, ESI†). However,
in the further discussion we will keep the results with the IBO
localization for consistency.

We will start by comparing the LMP2 and DFT energies to
the LCCSD(T0) and DLPNO-CCSD(T0) energies first for the
MOBH35 set and then for the other two sets to estimate how
accurate LMP2 and the different DFT functionals (BLYP-D3,
B3LYP-D3 and DSDBLYP-D3) perform for these systems. The
relative energy errors for the MOBH35 set are shown in Fig. 5
and 6. The reaction barriers and reaction energies are given in
the ESI† (Tables S4–S6), together with the figures for the
MOR41 and WCCR10 sets (see Fig. S2 and S3, ESI†). Further-
more, mean absolute errors (MAE) and maximum absolute
errors (MAX) are shown in the Table 2 for all sets. The smallest
MAE (0.99 kcal mol�1) was observed for the MOBH35 set
for the DSDBLYP-D3 functional followed by LMP2 (MAE =
2.09 kcal mol�1) for the same set. The MAX errors for these
two approaches are 3.57 kcal mol�1 and 6.94 kcal mol�1 for
DSDBLYP-D3 and LMP2, respectively. For the other two reac-
tion sets, DSDBLYP-D3 was again the most accurate method
with MAEs of 2.76 kcal mol�1 and 3.00 kcal mol�1 for MOR41
and WCCR10, respectively. Furthermore, the maximum abso-
lute error of DSDBLYP-D3 was 5.24 kcal mol�1 for the reaction 3
of the WCCR10 set. LMP2 has a MAE of 4.50 kcal mol�1 and
3.94 kcal mol�1 for the sets MOR41 and WCCR10 set, respec-
tively, and performs worse for these reactions than B3LYP-D3.
The MAX for LMP2 are 13.93 kcal mol�1 for the reaction 22 in
MOR41 and 10.93 kcal mol�1 for the reaction 9 in WCCR10. We
want to note that these large differences between LMP2 and
LCCSD(T0) for some of the reactions are beneficial to show the
advantages of the multi-level LCCSD(T0):LMP2 scheme.

In the first set of hybrid LCCSD(T0):LMP2 calculations, we
included only the transition metal in the active region (R1). In
this selection around 23% of valence orbitals are treated at the
LCCSD(T0) level of theory for the MOBH35 reactions set. The
MAE values show that there is no increase in accuracy com-
pared to the LMP2 results. However, if we consider the indivi-
dual results presented in Fig. 5 for the MOBH35 set one can see
that in many cases the errors are larger than those from the
LMP2 calculations with the largest one being 7.34 kcal mol�1

for the reaction barrier of reaction 11. This can happen if the
correlation energy is recovered inconsistently for different
structures along the reaction path, suggesting that in some of
the structures other orbitals than those included in the active
region are important. For example, for the reactant complex of
reaction 11 with selection R1, 95.48% of the LCCSD(T0) corre-
lation energy is recovered, while for the transition state
only 95.28% is recovered, which leads to the large error of
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7.34 kcal mol�1. On the other hand, in the reaction 35 the
difference of the recovered LCCSD(T0) correlation energy is
only 0.01% between reactant and product thus leading to an
error of only � 0.03 kcal mol�1. While for most reactions this
selection of the active region was proven not to be suitable, the
barriers of the reactions 6, 30, 31 and 35 are very close to the
reference energies with a difference of less than 1 kcal mol�1.

In the next step, we enlarge our active region by including
also the first neighbours of the TM (R2) correlating in average
around 50% of the occupied orbitals at the LCCSD(T0) level for
MOBH35. The errors given in Table 2 show that the accuracy is
improved compared to LMP2 and the R1 selection. Further-
more, Fig. 5 illustrates that the error is around 2 kcal mol�1 or
even smaller for most cases. For instance, the reactions of the
platinum complexes (30, 31, 34 and 35) show the smallest
errors in R2 (less than 0.2 kcal mol�1). The only two outliers
with larger errors are ts11 and ts22 with absolute errors of
3.35 kcal mol�1 and 4.11 kcal mol�1. The reason for this is that
we have not included all atoms involved in the reaction in the
active region because they are not the next neighbors of TM.

Thus, we expanded our active region to include all atoms
involved in the bond breaking/formation (R3), increasing the
number of orbitals in the active region to an average of 55%.
Enlargement of the active region from R2 to R3 applies only to
those systems in which the reaction involves other atoms than
the TM and directly bonded atoms. In MOBH35, these include

the reactions 6, 7, 11, 14, 22, 24 and 29. The results show a clear
improvement with the largest error in the reaction energy of
reaction 7 of around 1.3 kcal mol�1. One interesting reaction is
the carbon–fluorine bond cleavage of a fluoroarene in reaction
11. In this case the fluoroarene in the reactant is coordinated to
the TM which disturbs the aromatic systems. The aromaticity is
restored during the reaction and the consequence is that one
has to include all atoms of the aromatic system in the active
region since it is directly involved in the reaction. This leads to
an error of 0.35 kcal mol�1 for the reaction barrier, while in the
case of the R2 selection, in which only a part of the cycle and
the fluorine atom were included in the active region, the error
is 3.35 kcal mol�1.

Now we would like to see if these observations also hold for
the reactions from the MOR41 and WCCR10 sets (see Fig. S1
and Table 2, ESI†). If one looks at the MAE values the same
trends are observed for MOR41 as for MOBH35: the R1 selec-
tion has a similar MAE value as in the case of LMP2, and the
MAE is already reduced to less than 1 kcal mol�1 for the R2
selection. In the case of the WCCR10 reactions, the MAE
is already reduced for the smallest R1 selection and below
1 kcal mol�1 for R2. Furthermore, there are still individual
cases where R1 has a larger error compared to LMP2. In the
case of the R2 selection, the error is always smaller than the
LMP2 error. The largest error is 2.59 kcal mol�1 in the case of
reaction 36 in the MOR41 set. The system contains only 29 atoms,

Fig. 5 Errors in the relative energies DDE of LMP2 and LCCSD(T0):LMP2 calculations with three different manual region selections (upper panel) and
four DOS region selections (lower panel) compared to LCCSD(T0) on the example of the MOBH35 test set.

PCCP Paper

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 0

9 
 2

02
3.

 D
ow

nl
oa

de
d 

on
 1

4-
02

-2
02

6 
 8

:1
3:

19
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n-
N

on
C

om
m

er
ci

al
 3

.0
 U

np
or

te
d 

L
ic

en
ce

.
View Article Online

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d2cp05056k


4642 |  Phys. Chem. Chem. Phys., 2023, 25, 4635–4648 This journal is © the Owner Societies 2023

Fig. 6 Errors in the relative energies DDE of different DFT functionals and DLPNO-CCSD(T0)-in-DFT calculations with four different thresholds for
region selections compared to DLPNO-CCSD(T0) on the example of the MOBH35 test set.
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including two cyclopentadienyl ligands and does not allow for a
meaningful selection without including all atoms of the complex
in the active region.

Next we will discuss the DLPNO-CCSD(T0)-in-DFT embed-
ding and multi-level LCCSD(T0):LMP2 results calculated with
the automatically selected orbital sets (RTX, X = 1, 2, . . .). The
mean absolute errors and maximum errors in the relative
energies are given in Table 2. The errors are calculated with

respect to the relative energies of DLPNO-CCSD(T0) or
LCCSD(T0) for the DFT-based embedding and LMP2 multi-
level calculation, respectively. The MAEs are smaller for the
reactions from the MOBH35 set than for the reactions from the
MOR41 and WCCR10 set independently of the multi-level
method. This is due to a higher ratio of active to environment
orbitals for the same selection threshold and a better perfor-
mance of the corresponding DFT functionals as well as LMP2

Table 2 Mean absolute errors (MAE) and maximum absolute errors (MAX) in kcal mol�1 for the relative energies calculated with DLPNO-CCSD(T0)-in-
DFT embedding and multi-level LCCSD(T0):LMP2 and the average ratio of the number of valence orbitals in the active region %n. All errors are calculated
with respect to the full relative energy from the full DLPNO-CCSD(T0) calculations for the DLPNO-CCSD(T0) embedding and with respect to the relative
energies from the full LCCSD(T0) calculation for the multi-level LCCSD(T0):LMP2 results

RT1 RT2 RT3 RT4 R1 R2 R3

BLYP-D3 DLPNO-CCSD(T0)-in-BLYP-D3
MAE MOBH35 3.34 3.96 2.54 0.95 0.83

MOR41 4.16 13.57 10.16 5.94 5.11
WCCR10 3.85 8.77 4.27 4.81 3.32

MAX MOBH35 8.01 19.94 7.40 5.41 2.99
MOR41 8.80 34.26 22.62 9.45 10.06
WCCR10 9.62 22.41 13.26 12.84 13.75

%n MOBH35 0.0 0.36 0.45 0.75 0.80
MOR41 0.0 0.28 0.37 0.66 0.72
WCCR10 0.0 0.20 0.28 0.57 0.64

B3LYP-D3 DLPNO-CCSD(T0)-in-B3LYP-D3
MAE MOBH35 2.31 3.35 1.82 0.92 0.68

MOR41 4.40 10.64 7.71 5.72 4.22
WCCR10 2.87 8.17 4.61 3.96 3.61

MAX MOBH35 6.96 16.59 3.42 4.55 2.22
MOR41 10.95 27.08 18.78 12.32 10.28
WCCR10 5.69 17.41 11.16 11.59 12.39

%n MOBH35 0.0 0.36 0.45 0.73 0.79
MOR41 0.0 0.31 0.37 0.67 0.73
WCCR10 0.0 0.19 0.28 0.57 0.64

DSDBLYP-D3 DLPNO-CCSD(T0)-in-DSDBLYP-D3
MAE MOBH35 0.99 1.57 1.00 0.57 0.36

MOR41 2.76 10.15 5.52 3.46 4.84
WCCR10 2.95 4.24 2.88 2.66 2.20

MAX MOBH35 3.57 7.31 2.37 1.66 1.36
MOR41 4.72 29.11 9.51 7.28 18.85
WCCR10 5.24 11.64 6.41 5.70 5.47

%n MOBH35 0.0 0.36 0.45 0.74 0.80
MOR41 0.0 0.28 0.37 0.67 0.72
WCCR10 0.0 0.19 0.27 0.57 0.63

BLYP-D3 DLPNO-CCSD(T0)-in-BLYP-D3 with DSDBLYP-D3-int
MAE MOBH35 3.34 2.46 1.90 0.49 0.55

MOR41 4.16 9.00 4.91 7.36 3.00
WCCR10 3.85 5.73 4.14 3.43 2.30

MAX MOBH35 8.01 6.24 6.62 2.93 2.34
MOR41 8.80 27.15 10.21 30.92 4.38
WCCR10 9.62 11.63 11.78 6.81 6.54

%n MOBH35 0.0 0.36 0.45 0.75 0.80
MOR41 0.0 0.28 0.37 0.66 0.72
WCCR10 0.0 0.20 0.28 0.57 0.64

LMP2 LCCSD(T0):LMP2
MAE MOBH35 2.09 2.41 1.99 1.57 0.19 2.15 1.11 0.39

MOR41 4.50 8.32 1.92 0.71 0.55 4.56 0.98 0.60
WCCR10 3.94 2.44 1.27 0.59 0.44 2.40 0.93

MAX MOBH35 6.94 25.86 17.29 18.24 0.48 7.34 4.16 1.28
MOR41 13.93 29.08 4.68 1.78 1.63 8.29 2.59 1.15
WCCR10 10.93 4.86 3.23 1.86 1.41 6.19 2.08

%n MOBH35 0.0 0.35 0.43 0.73 0.79 0.23 0.47 0.56
MOR41 0.0 0.32 0.39 0.64 0.70 0.18 0.49 0.52
WCCR10 0.0 0.20 0.26 0.54 0.61 0.14 0.29
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for the MOBH35 reactions. Additionally, the DOS selection
performs better if a transition state is available since orbitals
are mapped between three structures rather than two.

Furthermore, DFT-based embedding with small active orbi-
tal spaces (e.g., RT1) leads to less accurate relative energies than
only the full DFT calculation. This agrees with the findings
from ref. 50 for chromium hexacarbonyl. The DLPNO-CCSD(T0)
description of the active region leads to a loss of beneficial error
cancellation between relative energy errors in the active sub-
system and the interaction with the environment. This effect is
clearly visible for the errors in the relative energies for the
reactions from the MOBH35, as shown in Fig. 6 (the error
diagrams for the MOR41 and WCCR10 set of reactions are given
in the ESI†). The errors for the first selection (RT1, green) are
often higher than the errors of the pure DFT description
(orange). Naturally, the errors in the relative energies eventually
converge to zero upon increasing the size of the active region.
However, this does not hold for the reactions 7 and 31 in
MOBH35, reactions 14 and 16 in MOR41 and reaction 2 and 3
in WCCR10 in the case of DLPNO-CCSD(T0)-in-BLYP-D3 embed-
ding, where the errors increase with the enlargement of the
active region for the employed selection thresholds. This beha-
vior is also present for the other functionals used in this study.
One of the most pronounced examples is the reaction 16 in
the MOR41 set where the absolute error of DLPNO-CCSD(T0)-
in-BLYP-D3 goes from �1.28 kcal mol�1 for RT1 to
10.06 kcal mol�1 for RT4. In this case, very tight thresholds
were required to achieve convergence, i.e. a threshold of
5 � 10�3 still has an error of 3.08 kcal mol�1, whereas the
threshold 1 � 10�3 reduces the error to �0.34 kcal mol�1.
Furthermore, in reaction 22 non-systematic behaviour is
observed in the case of DLPNO-CCSD(T0)-in-BLYP-D3 with
DSDBLYP-D3 for the interaction where one has a large error
(�27.15 kcal mol�1) for RT1 selection, which is then reduced to
�9.56 kcal mol�1 for RT2 but increases again to 30.92 kcal
mol�1 for the RT3 selection. In the case of DLPNO-CCSD(T0)-in-
DSDBLYP-D3 embedding, this is not so pronounced, however,
for reaction 21 in the MOR41 set, the error increases from

around 1.85 kcal mol�1 for RT1, RT2 and RT3 to 18.85 kcal mol�1

for RT4. These observations are in agreement with previous work
(see ref. 22) where in some reactions the error only converges for
very tight thresholds (e.g., 1 � 10�3) while oscillations due to
error cancellation effects appear before. Therefore, the threshold
RT4 (8 � 10�3) is too loose for DFT-based embedding, especially
for investigating reactions like those in the MOR41 and WCCR10
sets. Since more than 90% of valence orbitals are included in the
active region for the threshold 1 � 10�3, we have not included
these results.

The MAEs in Table 2 show that this error is reduced
significantly if double hybrid functionals describe the inter-
action between subsystems. We demonstrate this in Fig. 7 in
which the relative energy errors for the MOBH35 set and the
RT1 and RT4 selections with BLYP-D3-based embedding and
DSDBLYP-D3 for the interaction are compared. The errors are
lower in nearly all cases if the interaction between subsystems
is described with DSDBLYP-D3 instead of BLYP-D3. This
improvement is in particular significant for the reactions with
the largest errors (e.g., reactions 11 and 14) suggesting that in
these cases the environment orbitals contribute significantly to
the relative energy through their changing interaction with the
active system. This interaction is better described with a double
hybrid functional. The WCCR10 and MOR41 sets show similar
error trends. For instance, the MAE for BLYP-D3 embedding,
the WCCR10 set, and the selection RT1 is 8.77 kcal mol�1. If the
interaction between subsystems is described with DSDBLYP-
D3, this error is reduced to 5.73 kcal mol�1. If also the
environment is described through DSDBLYP-D3, the MAE is
further reduced to 4.24 kcal mol�1. By contrast, describing the
environment and interaction between subsystems with B3LYP-
D3, leaves the MAE essentially unchanged at 8.17 kcal mol�1.

The LCCSD(T0):LMP2 multi-level ansatz gives slightly lower
MAEs and maximum errors as the DSDBLYP-D3 embedding,
although DSDBLYP-D3 is more accurate than LMP2 for all
reaction sets. This highlights the loss of beneficial error can-
cellation of DFT-based embedding with respect to the full
DFT calculation that is not present for LCCSD(T0):LMP2.

Fig. 7 Influence of the choice of the functional for the exchange–correlation interaction between active region and environment for DLPNO-
CCSD(T0)-in-BLYP-D3 embedding on the example of MOBH35 systems using RT1 and RT4 thresholds. The errors in the relative energies DDE with
respect to DLPNO-CCSD(T0) are shown.
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Furthermore, for the selection RT1, we find no significant
increase in accuracy compared to the LMP2 relative energies.
For instance, only for the WCCR10 set of reactions, the MAE is
lowered from 3.94 kcal mol�1 for LMP2 to 2.24 kcal mol�1 for
LCCSD(T0):LMP2. For the MOBH35 and MOR41, the MAEs
are increased from 2.09 kcal mol�1 and 4.50 kcal mol�1 to
2.41 kcal mol�1 and 8.32 kcal mol�1, respectively.

In Fig. 8, the errors in the relative energies for all LCCSD(T0):
LMP2 and DLPNO-CCSD(T0)-in-DSDBLYP-D3 embedding calcula-
tions with respect to LCCSD(T0) and DLPNO-CCSD(T0), respec-
tively, are plotted against the ratio of orbitals correlated with
coupled cluster to the total number of valence orbitals for all the
reactions. On average, the errors tend to converge to zero with a
higher ratio of correlated electrons. However, several outliers can

be observed, mostly for automatically selected active orbitals, e.g.,
the reaction barrier for reaction 24 from MOBH35 calculated with
LCCSD(T0):LMP2 using RT3 has an error of �17.94 kcal mol�1

with 77% of all valence orbitals correlated. In the case of
DLPNO-CCSD(T0)-in-DSDBLYP-D3 embedding, the largest error is
18.85 kcal mol�1 for reaction 21 in the MOR41 set with 74% of
orbitals correlated at the coupled cluster level. Furthermore, it
should be pointed out that in the case of RT4 selection, there are
still some cases with errors larger than 2 kcal mol�1 even though
around 74% of orbitals are correlated at the coupled cluster level,
while this was not the case for LCCSD(T0):LMP2.

In reaction 24 from MOBH35 an enamido-rhenium complex
is formed. The LMP2 reaction barrier is already close to the
LCCSD(T0) barrier with a difference of only 0.6 kcal mol�1. The
manual orbital selections show that the error increases slightly
for R1 and R2, but it does not exceed 1.5 kcal mol�1. In the case
of the R3 selection, it is lowered to only 0.3 kcal mol�1. On the
other hand, the errors with the DOS selection are substantially
larger and amount to more than 10 kcal mol�1 for the three

Fig. 8 Errors in the relative energies DDE plotted against the ratio of
valence orbitals correlated in the active region nact/ntot in the
LCCSD(T0):LMP2 and DLPNO-CCSD(T0)-in-DSDBLYP-D3 schemes with
respect to LCCSD(T0) and DLPNO-CCSD(T0), respectively, for all systems.
Vertical lines represent the average ratio of correlated orbitals for the
corresponding region selection.

Fig. 9 Relative energies DE calculated with LCCSD(T0):LMP2 for different
region selections on the example of MOBH35 reactions 24 and 22 for the
reaction barrier.
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selections RT1, RT2 and RT3. The only case where the error becomes
significantly smaller is in the case of RT4 (�0.3 kcal mol�1). To
understand the reason for such large errors we compared the
orbitals which were included in the active region for the R3 and
RT2 selections, since they had the same number of orbitals in the
active region. The main difference was that in the case of the RT2
selection, two orbitals localized on the TM were not included in the
active region (see Table S3 in ESI†). By including them in RT2 the
error is significantly reduced to only �0.2 kcal mol�1 (see RT2* in
Fig. 9).

Finally, we will discuss the reaction 22 from MOBH35 in
which the allyl group is transferred to the formamidinate
ligand via a metallo-Claisen rearrangement. In this case,
LMP2 has an error of B5.5 kcal mol�1. This error is reduced
with the manual region selection R1. However, increasing the
region to R2 does not increase the accuracy, because not all
atoms involved in the reaction are included in the active region.
Increasing the active region to R3 to include all relevant atoms
improves the results significantly and the remaining error is
only B0.5 kcal mol�1. On the other hand, by doing the DOS
selection, the difference is less than 1 kcal mol�1 already for the
smallest threshold (RT1). This is because already for the very
loose threshold, the orbitals involved in the reaction are
included in the active region. For example, the selections R2
and RT2 both have 28 orbitals, but the RT2 result is much more
accurate.

5 Conclusions

We systematically investigated the accuracy of DLPNO-
CCSD(T0)-in-DFT embedding and multi-level LCCSD(T0):LMP2
for realistic example reactions all involving transition metals in
their reaction center. Our results demonstrate that for small
active system selections (R1 and RT1), the accuracy of neither
LCCSD(T0):LMP2 nor DLPNO-CCSD(T0)-in-DFT embedding is
increased compared to the full calculation with LMP2 or DFT,
respectively. Especially for DFT-based embedding, the errors in
the relative energies are increased significantly. Furthermore, we
found that the accuracy of hybrid functional-based embedding is
comparable to that of generalized gradient approximation-based
embedding which highlights that the dominating error source in
DFT-based embedding is the description of the electron correla-
tion between subsystems compared to the DLPNO-CCSD(T0)
reference. The accuracy of the embedding is increased signifi-
cantly through double hybrid functionals for the description of
the interaction. For meaningful DFT-based embedding calcula-
tions, the system selection RT3 or larger is required combined
with a double hybrid functional. The effect of MP2-like energy
contributions and double-hybrid functions on the accuracy of WF-
in-DFT embedding was investigated in smaller case studies
before.50,51 Both times, it was found that such orbital-dependent
energy contributions describe the subsystem correlation inter-
action more accurately, thus, increasing the accuracy of the WF-
in-DFT embedding. We confirm that these findings are transfer-
able to a wide range of systems.

Multi-level LCCSD(T0):LMP2 converges faster to the refer-
ence result with the extension of the active region than DFT-
based embedding. LCCSD(T0):LMP2 with the selection RT3
provides highly accurate results without any manual selection
of the active region. If a manual selection of the active region is
desired, the transition metal and the first neighbours as well as
all atoms involved in the reaction should be included in the
active region. The advantage of the manual selection over the
DOS is that it provided on average more converged results, i.e.
smaller MAE, for a smaller average number of orbitals (%n) in the
active region. In this study, in average we needed to correlated
around 35 valence orbitals with the manual selection which
corresponds to about 55% of the valence orbitals. It should be
noted that the required number of orbitals in the active region
would not increase with the system size for similar reactions.

We found that the DOS algorithm significantly facilitates
LCCSD(T0):LMP2 calculations similar to DFT-based embed-
ding22,37 and multi-level DLPNO-CCSD(T0).27 However, the
large errors we found for the interaction between fragments
suggests that the DOS-based selection could be enhanced by
considering not only which orbitals change along the reaction
path but also for which relatively unchanged environment
orbitals the interaction with the active region is changed
significantly, essentially transferring the idea of orbital pair
selection28 from multi-level DLPNO-CCSD(T0) to DFT-based
embedding or multi-level LCCSD(T0):LMP2.
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