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We report a multi-modal study of the electrical, chemical and structural properties of

a kesterite thin-film solar cell by combining the spatially-resolved X-ray beam induced

current and fluorescence imaging techniques for the evaluation of a fully functional

device on a cross-section. The data allowed the correlation of the chemical

composition, defects at interfaces and inhomogeneous deposition of the layers with the

local charge-collection efficiency of the device. We support our observations with

Monte Carlo simulations of high-energy X-ray interactions with the semiconductor

device, and finite-volume modeling of the charge-collection efficiency.
1. Introduction

The growing energy demand is currently being addressed with a focus on climate
change mitigation, and the development of renewable energy sources.1 Among
these, solar energy has the potential of becoming a multi-terawatt technology.2,3

In 2017, crystalline silicon-based photo-voltaic (PV) technology had around 95%
of the solar market share due to the well-established silicon industry and the
relatively high efficiency and stability of the devices. However, silicon solar
modules’ production is not efficient in terms of energy and material consump-
tion.4–6 To become a commercially viable alternative to silicon-based technology,
new generations of solar cells have to be competitive in terms of stability, up-
scaling and energy-payback time.7 Thin-lm PVs are currently being
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investigated as a promising candidate that could satisfy the requirements
mentioned above.

One of the emerging thin-lm PV technologies is based on kesterite crystal
structures such as Cu2ZnSnS4 (copper zinc tin sulde – CZTS). The advantages of
kesterite solar cells is that they can be produced in a low-cost manner and are
mostly made of abundant and non-toxic elements. The high absorption coeffi-
cient of CZTS, associated with its direct band gap, allows reducing the thickness
of the absorber layer to few hundred nanometers, making the technology
extremely resource-efficient. However, the most recent studies on laboratory scale
CZTS solar cells have shown efficiencies of just above 10%, which is far behind the
predicted theoretical limit of 28% for this type of material.8 The possible factors
limiting the performance are the presence of undesired phases in the composi-
tion of the CZTS absorber layer and defects at the interface of the device layers.9,10

The ability to observe at the nanoscale the inuence of these defects on the local
performance of a fully functional CZTS device can bring crucial information for
understanding spatial correlations between charge-transport mechanisms and
defects in the structure of the device.

Synchrotron-based scanning X-ray microscopy is a powerful technique for the
spatially resolved high-resolution investigation of solar-cell materials.11,12 The
high exibility of beamlines to incorporate different modalities and the
advancement of X-ray optics allow obtaining and uniquely correlating informa-
tion about different properties of materials at the nanoscale.13–16 Analytical
techniques, such as X-ray uorescence (XRF), X-ray diffraction, ptychography and
X-ray beam induced current (XBIC), applied simultaneously can provide spatially
correlated information between the chemical composition and electrical prop-
erties of the specimen without destroying it.17–22 However, such information is
oen not sufficient to understand the limitations of energy-harvesting devices.
The complex architecture of the new generation solar cells comprising multiple
layers makes it hard to determine the fundamental mechanisms impacting the
electrical performance. First-principles modeling of the XBIC signal is required to
obtain a deeper understanding of the correlations between material properties
and the electrical performance of the device. Therefore, XBIC experiments on
a semiconductor device combined with modeling has been performed for a single
nanowire with a 1D numerical simulation carried out using Comsol Multiphysics
soware,23 and for a single-junction, CdTe/CdS solar cell with 2D dri-diffusion
modeling.24,25

In this paper, we present the results of the multi-modal study of a CZTS solar
cell cross-section by employing combined measurements of scanning X-ray
analytical techniques for a correlative investigation of the structural, chemical
and electrical properties of a fully functional device at the nanoscale. We support
experimental data with the nite volume modeling of the XBIC signal by solving
Poisson’s equation and the continuity equations for electrons and holes within
the 2D computational domain constructed from the XRF data.

2. Experimental
2.1 CZTS solar cell preparation

The solar cell was obtained by the deposition of a Mo bilayer on a soda-lime glass
substrate before pulsed-laser deposition of the CZTS precursors. For good
This journal is © The Royal Society of Chemistry 2022 Faraday Discuss., 2022, 239, 160–179 | 161
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adhesion to the substrate, the rst 200 nm thick Mo layer was deposited under 1.3
� 10�2 mbar pressure. For a lower sheet resistance, the second 300 nm Mo layer
was deposited under 3.9 � 10�3 mbar pressure. CZTS precursors were deposited
under high vacuum (5 � 10�6 mbar) from a sintered target with overall CZTS
stoichiometry (2.5 cm diameter, 2CuS : ZnS : SnS, Testbourne Ltd), resulting in
an ultra-thin absorber layer (less than 450 nm). Annealing was performed at
560 �C. On top of the absorber layer, a 60 nm CdS buffer layer was deposited by
chemical bath deposition. Aer that, a 50 nm intrinsic ZnO (i-ZnO) window layer
and a 200 nm indium tin oxide (ITO) layer were sputtered by an RF magnetron,
followed by a 100 nm MgF anti-reection coating. A more detailed description of
the solar cell fabrication has been reported earlier.26

A multi-modal study of a single device puts constraints on the sample
conguration. In contrast to the common approach of plane-view measurements,
the measurements presented hereaer were taken on a cross-section following
a similar experimental design as that in ref. 27: XBIC and XRF measurements of
a thin lamella on a cross-section of the sample allow observing the collection of
charge carriers in the absorber layer on the one hand, and the elemental distri-
bution on the other hand. A 1 mm thick lamella was chosen to match the
approximate CZTS grain size determined from preliminary experiments on
comparable devices.28,29 Furthermore, the thin sample cross-section allows X-rays
to be transmitted and recorded in the far-eld regime to derive the differential
phase contrast (DPC) using a pixel array detector.30

The investigated CZTS thin-lm solar cell was previously characterized by
Raman spectroscopy, X-ray diffraction, time-resolved photoluminescence, 3D X-
ray diffraction29 and resonant ptychographic tomography.28 Fig. 1 (le) shows
the device architecture alongside an SEM image of the sample (right) used in the
experiment, consisting of a cross-section lamella of ca. 1 mm thickness derived
from the solar cell using a focused ion beam (FIB) technique. The lamella was
extracted from the best-performing subcell of a device that was sized in the order
of 1 cm2. The entire lamella was scanned, and a region containing both homo-
geneous and defective parts was selected for further analysis.
2.2 Analytical techniques

Upon irradiation with X-ray photons whose energy exceeds the electron-binding
energy, core-level electrons are excited to a higher state or ejected. Excited
atoms relax to the ground state by lling the resulting vacancies with electrons
Fig. 1 Solar-cell device architecture (left) and SEM image (right) of the cross-section
lamella used in the experiment. The red box indicates the area raster-scanned by the
focused X-ray beam.
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from one of the higher states. Such transitions are accompanied by the emission
of uorescent photons of energies that are characteristic of given types of atoms
in the specimen. Two-dimensional maps of the constituent elements can be
derived by scanning the specimen and recording the energy of emitted uores-
cent photons. The energy spectrum of uorescent photons at every scanning
position is composed of individual peaks directly related to the abundance of
atoms of the constituent elements.31

The principle of XBIC is similar to that of electron beam induced current
(EBIC) in a scanning electron microscope: a current-measuring device connected
to the solar-cell electrodes evaluates the X-ray beam induced current. Excess
carriers generated by the X-ray beam will diffuse inside the sample, with some of
them reaching the edge of the space charge region (SCR) of the p–n junction. The
electric eld inside the SCR separates electron–hole pairs that give rise to the
photo-current in an external circuit. By scanning the X-ray beam, a two-
dimensional map of the collected photo-current in the device is
constructed.11,18,32,33
2.3 Measurements

The experiment was performed at the NanoMAX, a hard X-ray nanoprobe beam-
line of the MAX IV synchrotron facility in Lund, Sweden.14 The measurements
were carried out under ambient conditions with a 10.4 keV coherent mono-
chromatic X-ray beam. The X-ray energy was chosen to yield uorescent photons
corresponding to the K and L transitions of the elements constituting the sample.
The beam was focused by Kirkpatrick-Baez (KB) mirrors to a spot size of 80 nm �
80 nm on the sample. A piezo stage was used to move the sample with 50 nm step
size in the plane perpendicular to the beam propagation. An Amptek energy-
dispersive uorescence detector was placed 2 cm away from the sample under
approximately 30� relative to the scanning plane to collect uorescence photons.
A photon counting Dectris Pilatus 100k pixel-array detector was located 4 m
Fig. 2 Schematic of the experimental setup. Incoming X-rays are focused using KB
mirrors down to 80 nm � 80 nm. The sample is raster-scanned in the lateral plane. A far-
field detector measures the diffraction signal of the transmitted beam, and an energy-
dispersive fluorescence detector collects fluorescence photons. The X-ray beam induced
current in the semiconductor device is amplified and measured at every scan position.
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downstream from the sample to record the diffraction signal of the transmitted
photons (Fig. 2). An optical chopper was placed upstream of the sample to
modulate the incident X-ray beam with a chopping frequency of 617 Hz. The P
and N terminals of the solar cell were connected to the MFLI lock-in amplier
from Zurich Instruments.
3. Numerical modeling

In this work, a 2D computational domain was generated from the XRF data, and
a 2D nite-volume numerical simulation approach was used. In conjunction with
the continuity equations for electrons and holes coupled with a Monte Carlo (MC)
simulation for the X-ray/material interaction, Poisson’s equation was solved to
simulate the XBIC experiment. Simulations were performed on a regular grid
dened from the measurements’ step size (50 nm) and taking into account
a beam limited to one point. These simplications were made to be as close as
possible to the experiment assuming that the physical processes included in the
numerical model were more relevant than the real intensity prole of the exper-
imental beam, the consideration of which would have been beyond the scope of
this work.
3.1 Electron–hole-pair generation from the X-ray beam

X-ray propagation and interaction with matter are oen described using analyt-
ical models. This approach might not be sufficient for modeling complex
phenomena, and Monte Carlo-based numerical simulations might be more
suitable. In general, a Monte Carlo simulation employs known probability
distributions of various interactions of X-ray photons with matter to model their
propagation within the interaction volume and associated change of their state.
We utilized a personalized version of Penelope,34 to simulate the generation of
electron–hole pairs in the multi-layered solar cell upon the incidence of the pencil
X-ray beam. The resulting proles of the generation rate G were then used in the
modeling of the XBIC signal.
3.2 Numerical model

The basic equations to be solved in modeling semiconductor devices are Pois-
son’s equation and the electrons and holes continuity equation. In steady state,
they are expressed as

V$(3r30Vj) ¼ q(n � p + NA � ND), (1)

V$Jn ¼ �q(G � R), (2)

V$Jp ¼ q(G � R), (3)

where 3r and 30 denote the relative and vacuum permittivity, respectively, j the
electrostatic potential, q the elementary charge, n and p the electron and hole
densities, respectively, NA and ND the ionized acceptor and donor densities,
respectively, and Jn and Jp the electron- and hole-current densities, respectively.
The Shockley–Read–Hall recombination rate R is given by
164 | Faraday Discuss., 2022, 239, 160–179 This journal is © The Royal Society of Chemistry 2022
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R ¼ np� ni
2

spðnþ ntÞ þ snðpþ ptÞ (4)

where ni is the intrinsic carrier density, sp and sn are the hole and electron life-
times, respectively, and nt and pt are the electron and hole concentrations when
the quasi Fermi-level matches the trap energy, respectively. Using the dri-
diffusion model, we expressed the current densities as

Jn ¼ qmn(�nVjn + VTVn), (5)

Jp ¼ qmp(�pVjp�VTVp), (6)

where mn and mp are the electron and hole mobilities, respectively,

jn ¼ qjþ c

q
þ VT ln NC and jp ¼ qjþ c

q
þ Eg

q
þ VT ln NV are the effective poten-

tials for electrons and holes, respectively, c is the electron affinity, Eg is the energy
gap, NC, and NV are the effective densities of state in the conduction and valence

bands, respectively, and VT ¼ kT
q

is the thermal potential with the Boltzmann

constant k and the temperature T. In eqn (5) and (6), we used the so-called Ein-
stein relation.35 Moreover, since we assumed having only non-degenerate semi-
conductors, the Boltzmann approximations were used in our simulations to
compute the density of carriers as follows:

n ¼ NC exp

�
qjþ c� q4n

kT

�
; (7)

p ¼ NV exp

�
q4p � qj� c� Eg

kT

�
; (8)

where 4n and 4p are the quasi-Fermi potentials for electrons and holes,
respectively.

The choice of boundary conditions will affect the solution of the set of partial
differential equations. In our simulations, we considered two types of contacts:
ohmic and Schottky contacts. For ideal ohmic contacts, the space charge vanishes
at the contact and the interface recombination velocities for electrons and holes
(Sn and Sp, respectively) are assumed to be innite. This will impose the Dirichlet
boundary conditions for n and p at the contact. The Dirichlet boundary conditions
for the electrostatic potential at ohmic contacts is given by the sum of the
externally applied bias V0 and the built-in potential jbi. The physics of Schottky
contacts is complex and we used simplied models. We assumed that the Fermi
level in the semiconductor is lined up with the Fermi level of the metal and that
the electrostatic potential at the boundary is proportional to the electron barrier
height FBn. The carrier concentrations at Schottky contacts depend in general on
the current density at the contact, which implies that they depend on Sn, Sp and
FBn.

Due to the different orders of magnitude of the dependent variables (j, n, p)
and to avoid numerical overow, rewriting the equations in the dimensionless
form is necessary. The scaling factors used in the simulations are summarized in
Table 1.
This journal is © The Royal Society of Chemistry 2022 Faraday Discuss., 2022, 239, 160–179 | 165
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Table 1 Quantities used to scale variables to the dimensionless form

Quantity Expression Value

Concentrations M0 1025 m�3

Potentials
Vt ¼ kT

q

0.02585 V

Length
l ¼

ffiffiffiffiffiffiffiffiffiffiffiffi
30kT

q2M0

r
3.78 � 10�10 m

Energy kT 0.02585 eV
Mobility m0 10�4 m2 V�1 s�1

Time l2

m0Vt

5.53 � 10�14 s

Gen., rec. rates VtM0m0

l2
1.81 � 1038 m�3 s�1

Current density �kTM0m0

l

�1.10 � 1010 A m�2

Velocity m0Vt

l

6.84 � 103 m s�1
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The nite volume method was used to discretize the linearized Poisson’s
equation and the continuity equations. A suitable approximation for the current
expressions using the Scharfetter Gummel scheme36 was implemented. The
derived coupled nonlinear system was solved using Gummel’s algorithm.37

Current densities were calculated from the resulting solution, and the total
current (XBIC signal) was calculated by integrating the local current density over
the contact.
4. Results and discussion
4.1 Experimental results

Fig. 3 shows XRF images of the elements constituting the sample and the cor-
responding XBIC signal. As measurements were performed simultaneously, no
registration of the XRF and XBIC images is necessary and per pixel based corre-
lation between images can be performed. The most prominent compositional
inhomogeneities within the CZTS layer are highlighted in the images with white
arrows. They are associated with relatively lower projected densities of all
elements composing the layer (except for S and Mo, which could not be reliably
differentiated from each other38). This can be attributed to reduced thickness due
to sample preparation or voids between CZTS grains lled with CdS.28 Both factors
will result in reduced charge-collection efficiency that is correlated with the
relative decrease of the XBIC signal in these regions. A more notable area with
inhomogeneous chemical composition is marked with the white box. The cor-
responding area in the XRF image of Cd indicates CdS precipitates resulting from
the chemical bath deposition. It is, however, unclear whether the CdS precipitate
resulted in the absence of the ZnO layer deposited on top. Regardless, the XRF
images of In and Sn show a variation in the composition of elements constituting
the ITO layer that follows the topology of the CdS precipitate. Overall, the XBIC
image in the area below the white box shows a decreased current associated with
the electronic defects caused by the disturbed layer structure.
166 | Faraday Discuss., 2022, 239, 160–179 This journal is © The Royal Society of Chemistry 2022
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Fig. 3 XRF images of the main elements constituting the sample together with the XBIC
signal, resulting in the specification of the layered structure with the computational
domain between red lines. The white arrows highlight the areas associated with
composition variations in the CZTS layer and the white box indicates the area with an
inhomogeneous distribution of elements from the CdS and ITO layers, as well as the
absence of the ZnO layer.
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4.2 Construction of the computational domain

Individual XRF maps of elements constituting the CZTS sample under consid-
eration were used to construct the computational domain. Image pixels were
This journal is © The Royal Society of Chemistry 2022 Faraday Discuss., 2022, 239, 160–179 | 167
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assigned to one of the materials according to the nominal architecture of the
device presented in Fig. 1. From the XRF data, the geometry was obtained through
the following process. We started from the bottom of the image: Mo will corre-
spond to the pixels having an intensity in the MoS image larger than x1, MoS2 to
the pixels not yet dened and having an intensity in the MoS image larger than x2,
CZTS to the pixels not yet dened and having an intensity in the Cu image larger
than x3, CdS to the pixels not yet dened and having an intensity in the Cd image
larger than x4, etc. The threshold values xi were selected manually by combining
the six chemical images and examining the interfaces between the different
layers. Aer cleaning the geometry dened from the chemical data, we obtained
the grey level image shown as the lowest panel of Fig. 3. The correlation with the
ptychographic reconstruction of the phase contrast from far-eld diffraction data
corroborate the segmentation. At the lower part of the sample, the MoS2 layer was
considered as the electrode, and the boundary condition was applied at the
interface with the CZTS layer. At the upper part, the ITO layer was considered as
the electrode, and the boundary condition was applied at the interface with the
ZnO and CdS layers. The resulting computational domain was then composed of
the three layers encompassed by a red line in Fig. 3. On the lateral boundaries, we
imposed periodicity, and on the upper and lower boundaries, electrical contact
with the electrodes.
4.3 2D simulations

The computational domain shown in Fig. 4(a) is discretized into 1435 computa-
tional cells with 50 nm � 50 nm size, equivalent to the measurement grid. For
each cell, a generation prole was derived from the Monte Carlo simulation of
a pencil beam with an energy of 10.4 keV interacting with the material associated
with each layer. The continuity equations, along with Poisson’s equation were
solved for the entire domain for each generation prole, and the resulting total
current was stored to construct a 2D map of the XBIC signal. Two types of
boundary conditions are considered: ohmic and Schottky contacts. At an ohmic
contact, we assume a perfect contact, meaning that there is nothing blocking the
carriers from one material to another. Fig. 4(c) shows the result of applying ohmic
boundary conditions. From Fig. 4(b), we can clearly see the effect of the lack of
a ZnO layer at the right-hand side of the domain (red box) on the experimental
data, which is not the case for the simulation results in Fig. 4(c).

At a Schottky contact, we assumed that there is a potential barrier formed at
the interface that impedes the transfer of carriers from one material to another.
The barrier height of an ideal Schottky contact for an n-type semiconductor is
given by the difference between the contact work function and the electron
affinity as follows:

FBn ¼ fM � c, (9)

and for a p-type semiconductor, the barrier height is given by the difference
between the contact work function, the electron affinity and the energy gap as
follows:

FBp ¼ fM � c � Eg. (10)
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Fig. 4 (a) The computational domain based on the XRF measurements shown in Fig. 3, (b)
the experimental results and (c) simulation results from applying ohmic boundary
conditions, (d) ideal Schottky contact boundary conditions with the material parameters
listed in Table 2 and (e) Schottky contact boundary conditions with a work function equal
to 5.3 eV for the MoS2 layer and barrier height equal to 0.5 eV at the CdS contact.
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Aer trying different combinations of ohmic and Schottky boundary condi-
tions, we chose to apply the Schottky boundary condition at the top of ZnO or CdS,
and at the bottom of the CZTS region. At the front contact (top of ZnO or CdS), we
have an ITO layer with work function fM ¼ 4.7 eV,39 and at the back contact
(bottom of CZTS) we have a MoS2 layer. Estimating the work function of MoS2 is
challenging and we rst used the value fM ¼ 5 eV in our simulation, which is
approximately equal to the work function of Mo.40 The material parameters for
each layer used in the simulation are listed in Table 2. These parameters were
taken from the literature.41–44 Fig. 4(d) shows the simulation results when
applying ideal Schottky contact boundary conditions. We start seeing the effect of
the lack of a ZnO layer on the simulation results on the right-hand side of the
domain. In order to match the experimental results, we did a 2D sensitivity
analysis to study the effect of the barrier height at the contact on the simulation
results.
4.4 2D sensitivity analysis

In the 2D sensitivity analysis, the results presented in Fig. 4(d) were used as
a simulation reference. We studied the effect of the barrier height at the top
contact of CdS and at the bottom contact of CZTS.

According to ref. 39, ITO forms an ideal Schottky contact with ZnO. From
Fig. 3, in the white box, we can see inhomogeneities in the distribution of the
This journal is © The Royal Society of Chemistry 2022 Faraday Discuss., 2022, 239, 160–179 | 169
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Table 2 Material parameters used for the 2D simulation reference

Parameter Description Unit CZTS CdS ZnO

NC Effective density of state in the
conduction band

m�3 2.2 �
1024

2.2 �
1024

2.2 �
1024

NV Effective density of state in the
valence band

m�3 1.8 �
1025

1.8 �
1025

1.8 �
1025

Eg Energy gap eV 1.4 2.4 3.3
c Electron affinity eV 4.7 4.5 4.5
3r Relative permittivity — 10 10 9
mn Electron mobility m2 V�1

s�1
10�2 10�2 10�2

mp Hole mobility m2 V�1

s�1
2.5 �
10�3

2.5 �
10�3

2.5 �
10�3

sn Electron lifetime s 2 � 10�8 10�12 10�12

sp Hole lifetime s 10�5 5 � 10�13 10�7

ND Ionized donor density m�3 0 1022 1023

NA Ionized acceptor density m�3 3 � 1022 0 0
Sn Interface recombination velocities for

an electron
m s�1 105 105 105

Sp Interface recombination velocities for
a hole

m s�1 105 105 105

FBp/FBn Hole/electron barrier height eV �1.2 0.2 0.2
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elements forming the ITO layer (indium and tin). Therefore, the assumption of an
ideal Schottky contact with the CdS layer is an oversimplication as it neglects the
existence of surface and interface states. Moreover, Dharmadasa45 reported that
the Schottky barrier formation at the CdS contact is found to be governed by
Fermi level pinning, depending on the contact and the fabrication process rather
than on the work function of the contact. At the bottom contact of CZTS, the work
function of MoS2 varies from 5.15 eV to 5.39 eV depending on the thickness of the
layer.46

Three different layer congurations are used to present the 2D sensitivity
analysis as line proles. These congurations, denoted as S1, S2 and S3, are
presented in Fig. 5(a). In S1, we have the complete layer structure ZnO/CdS/CZTS,
in S2 and S3 the ZnO layer is missing, and S3 is on the CdS defect. The effects of
changing the barrier height from 0.25 eV to 0.75 eV at the CdS contact are pre-
sented in Fig. 5(b, d, and f) along S1, S2 and S3, respectively. Along S1, changing
the barrier height at the CdS contact has no effect on the XBIC signal. On the
other hand, increasing the barrier height at the CdS contact decreases the XBIC
signal along S2 and S3. The presence of the ZnO layer with a barrier height equal
to 0.2 eV is essential for the performance of the device under consideration.

Fig. 5(c, e, and g) show the effects of changing the work function of MoS2 from
5.05 eV to 5.4 eV on the XBIC signal along S1, S2 and S3, respectively. The XBIC
peak in the CZTS layer shis upwards with increasing the work function of MoS2
along S1, S2 and S3. Therefore, the presence of the interfacial MoS2 layer with
a work function higher than the one in Mo is benecial for the performance of the
device under consideration. This result is in good agreement with the result of ref.
47 and in ref. 40 they found similar behaviour for CZTSe devices.
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Fig. 5 (a) The computational domain with three distinct layer configurations: S1, S2 and
S3. (b–g) The 2D sensitivity analysis was done using the material parameters listed in Table
2. The effects of changing the barrier heightFBn at the CdS contact along S1, S2 and S3 are
shown in (b), (d) and (f), respectively, and the effects of changing the work function fM of
MoS2 along S1, S2 and S3 in (c), (e) and (g), respectively. The legends displayed in (f) and (g)
refer to (b, d, and f) and (c, e, and g), respectively. All curves overlap in (b).
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From Fig. 5, we see clearly that increasing the barrier height for electrons at the
CdS contact will reduce the XBIC peak at the right-hand side of the domain.
Moreover, decreasing the barrier height for holes by increasing the work function
of MoS2 will increase the XBIC peak for the entire domain. These two parameters
need to be tuned in order to match the experimental results. With a thickness of
around 400 nm, the work function of MoS2 will equal approximately 5.3 eV.46 We
updated our XBIC simulation reference with this value and restudied the effects of
changing the barrier height at the CdS contact (see Fig. 6) and found the same
trend as in Fig. 5.

From Fig. 6, we chose the value of 0.5 eV as the barrier height at the CdS
contact to generate the simulation results illustrated in Fig. 4(e). This value was
found to have the best match to the experimental results and to reproduce the
effect of the absence of the ZnO layer at the right-hand side of the domain. This
suggests that the XBIC loss at the red box in Fig. 4(b) was caused by the high
This journal is © The Royal Society of Chemistry 2022 Faraday Discuss., 2022, 239, 160–179 | 171
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Fig. 6 The 2D sensitivity analysis was performed with the updated simulation reference to
evaluate the effects of changing the barrier height at the CdS contact along S1 (a), S2 (b),
and S3 (c). The legend displayed in panel (c) refers to all panels. All curves overlap in panel
(a).

Faraday Discussions Paper
O

pe
n 

A
cc

es
s 

A
rt

ic
le

. P
ub

lis
he

d 
on

 3
1 

 2
02

2.
 D

ow
nl

oa
de

d 
on

 1
4-

08
-2

02
4 

 3
:2

2:
03

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online
barrier height at the CdS contact and the losses increase with the electronic
defects in the white box in Fig. 3.
4.5 Analysis

Fig. 7(a) shows the computational domain with the positions at which we chose to
analyse the experimental and simulation results. P1 represents the white arrow in
Fig. 3, where we have inhomogeneities within the CZTS layer. P2 indicates the
region where we have the maximum XBIC signal. In P3 and P4, the ZnO layer is
missing, and P4 is on the CdS defect.
172 | Faraday Discuss., 2022, 239, 160–179 This journal is © The Royal Society of Chemistry 2022
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Fig. 7 The computational domain (a) with the location of line profiles from the experi-
mental and simulated data along P1, P2, P3 and P4 shown in (b–e).
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Fig. 7(b–e) present the line proles from the experimental and simulation
results along P1, P2, P3 and P4, respectively. From these gures, we can observe
that the experimental XBIC peak is almost at the center of the absorber layer
(CZTS), while in the simulation result, the XBIC peak is shied towards the CZTS/
CdS interface. In spite of this, we can see a good agreement between the experi-
mental and simulation results in the absorber layer. In general, it is very hard to
avoid the presence of the secondary phases in CZTS based solar cells,9 and the
experimental peak shi might be due to the presence of such a phase near the
heterointerface. Due to the experiment’s resolution limitations and 2D congu-
ration it was difficult to deduce such a phase from the XRF data in our sample.
Moreover, we can see a sharp loss of the charge collection (XBIC signal) in the
simulation results near the heterointerface. One reason for this is the limited
accuracy of the interface denition; construction of the domain from the XRF
data is challenging due to the experimental resolution, and the spread of hot and
thermalized charge carriers between the layers is not accounted for. Furthermore,
a simple model at the heterointerface was used in our simulation considering the
effective potentials for electrons and holes.

With the assumptions that ITO forms an ideal Schottky contact with the ZnO
layer with a barrier height equal to 0.2 eV, and a barrier height equal to 0.5 eV at
the CdS/ITO interface, we were able to simulate the effect of the absence of the
ZnO layer on the right-hand side of the domain, as shown in Fig. 7(d). The results
of Fig. 7(d and e) show that increasing the CdS thickness will increase the charge-
carrier loss in the absorber layer.

In our simulation, we assumed homogeneous layers with constant parameters.
From Fig. 7(b), we can see a lower current in the experimental result than in the
simulation. This is related to the fact that P1 is lying in one of the regions with an
inhomogeneous distribution of the absorber layer contents. We can see the
correlation between the diffusion of Cd in the absorber layer and the XBIC signal
highlighted by white arrows in Fig. 3.

5. Conclusions

Correlative scanning X-ray microscopy is a powerful tool for in situ and operando
studies of functional materials such as solar cells, providing a spatially-resolved
correlative characterization of the chemical composition and electrical perfor-
mance at the nanoscale. From the analysis of the acquired data from different
modalities, we see a signicant potential of applying correlative scanning X-ray
microscopy to new generations of solar cells. XRF maps allow us to visualize
inhomogeneities in all the device layers and correlate them with local charge
conversion efficiency obtained from XBIC measurements.

The conventional approach ofmodeling the performance of solar cells considers
the nominal architecture of the device. However, structural variations resulting,
e.g., from the inhomogeneous deposition of layers during fabrication, as well as
various defects occurring in real devices, are not considered. We present a frame-
work in which the material parameters can be associated with the local electrical
performance based on the actual structure of the device. The framework consists of
constructing a computational domain from X-ray uorescence data (and phase-
contrast images, if needed) used for rst-principles modeling of the XBIC signal.
The model can then be used to interpret some aspects of the experimentally
174 | Faraday Discuss., 2022, 239, 160–179 This journal is © The Royal Society of Chemistry 2022
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measured XBIC signal. Our approach shows that electronic defects can be identied
by XBIC, correlated with compositional and structural inhomogeneities from XRF
and phase contrast, and explained by simulations.

To address some limitations of the current implementation, new developments
will be required, as the recorded data from a 2D projection of a micron-thick cross-
section lamella does not allow the unambiguous assignment of chemical and
morphological inhomogeneities on the scale of grains and grain boundaries. To
achieve this, the data will have to be extended to 3D by tomographic acquisition and
accompanying extension of themodel to 3D. This is not trivial because of the added
experimental complexity and because neither XRF or XBIC signals are simple line
integrals of the beam path. However, it is feasible to mill out a pillar that is
a functional solar cell48 and have it electrically connected during 3D scanning
microscopy measurements.49,50 Algebraic iterative reconstruction algorithms may
be applied to reconstruct the volumetric response of a non-linear beam–matter
interaction.51,52 To realize a better representation of the typically nano-structured 3rd

generation solar-cell devices, some more challenging requirements should ideally
be met: the material properties need to be determined at the scale of the
measurements and model, as they cannot be assumed to be representative of
homogeneous materials. Furthermore, our simplistic approach includes Monte
Carlo simulations for each material separately, which will necessarily lead to
incorrect generation proles at interfaces. We hope that these considerations will
stimulate a constructive discussion on how to best overcome the challenges to
make optimum use of the boosted brilliance of next-generation storage rings.53
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