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The interactions of carboxylate anions with water and cations are important for a wide variety of
systems, both biological and synthetic. To gain insight on properties of the local complexes, we apply
density functional theory, to treat the complex electrostatic interactions, and investigate mixtures with
varied numbers of carboxylate anions (acetate) and waters binding to monovalent cations, Li+, Na+

and K+. The optimal structure with overall lowest free energy contains two acetates and two waters
such that the cation is four-fold coordinated, similar to structures found earlier for pure water or pure
carboxylate ligands. More generally, the complexes with two acetates have the lowest free energy. In
transitioning from the overall optimal state, exchanging an acetate for water has a lower free energy
barrier than exchanging water for an acetate. In most cases, the carboxylates are monodentate and
in the first solvation shell. As water is added to the system, hydrogen bonding between waters and
carboxylate O atoms further stabilizes monodentate structures. These structures, which have strong
electrostatic interactions that involve hydrogen bonds of varying strength, are significantly polarized,
with ChelpG partial charges that vary substantially as the bonding geometry varies. Overall, these
results emphasize the increasing importance of water as a component of binding sites as the number
of ligands increases, thus affecting the preferential solvation of specific metal ions and clarifying
Hofmeister effects. Finally, structural analysis correlated with free energy analysis supports the idea
that binding to more than the preferred number of carboxylates under architectural constraints are
a key to ion transport.

1 Introduction
The binding of ions to ligands is a fundamental phenomenon in
chemistry that controls the behavior of many important systems.
In particular, the preferential solvation of specific metal ions by
a ligand determines the nature of ion solvation.1–3 Not only is
static structure determined by ion solvation, but so are the dy-
namics of ion transport.4–6 Such ion dynamics are important in
a wide range of applications, including energy storage,7,8 wa-
ter filtration,9,10 and ion channel proteins.6,11–13 Density func-
tional theory (DFT), which can characterize the binding between
ligands and ions accurately, has been used to make substantial
progress in understanding the fundamental properties of such
ionic systems.14–17 Most DFT calculations have treated binding
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of a single ligand, but most systems possess a concentration of
ligands. Furthermore, many binding sites include a mixed ligand
composition. A mixed ligand binding site may include water, but
fundamental understanding of the role of water in a binding site
is lacking. Here, we present a new DFT study of the binding of
multiple carboxylate groups to a series of monovalent ions in the
presence of water in the binding site.

In this study, we focus on ligand mixtures of acetate, with the
carboxylate functional group (-COO−), and water. This combina-
tion is ubiquitous in biological18 and synthetic molecules.19–21 In
biological ion channels11 and synthetic ionomers,20 carboxylates
may form binding sites that solvate simple metal ions and lower
free energy barriers to ion conduction. Acetate is also commonly
used in nanoparticle synthesis because of its ability to bind posi-
tively charged metal atoms.22–25 Recent work has highlighted the
importance of acetate in perovskite solar cell fabrication.25 Some
of these acetate precursors are hydrates, and thus the structure
and interactions among the cation, acetate and water are impor-
tant. The broad occurrence of carboxylate binding to cations in
water means that understanding the binding of these systems at
a fundamental quantum level will be broadly impactful.

The acidic amino acids, aspartate (Asp, D) and glutamate (Glu,
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E), contain carboxylates that, inside the pores of ion channels, in-
teract with cations and play important roles in the selectivity of
which ion permeates the channel. For example, the selectivity fil-
ter of the bacterial voltage-gated sodium channel is composed in
part by four Glu residues that bind to Na+. The interactions with
the carboxylates in the channel draw Na+ into the selectivity fil-
ter and promote permeation, but deny K+ permeation.26–28 The
measured electron density for the ion channel NavAb indicates
four well-bound water molecules near the ion, implying that the
selectivity filter selects and conducts Na ions in a mostly hydrated
form, in contrast to the potassium (K+ ) channel (e.g., KcsA).26

Another group of ion channels that contain Glu residues in the
channel are the pentameric ligand-gated ion channels (pLGICs),
which are archetypal mediators of electrochemical signal trans-
duction.29,30 The pLGICs have a wide range of behaviors. For the
cation-selective pLGIC, pore-lining glutamates are often invoked
to explain selectivity for cations.31,32 Recent work has provided
evidence that charge selectivity is dependent on the conforma-
tion of the charged side chain, specifically of the glutamate ring in
pLGIC.32,33 This requirement is consistent with the idea that local
ligand positioning about an ion yields a varying free energy land-
scape, with the free energy differences for different ions resulting
in selectivity.14,15,17,34–36 As such, these free energy landscapes
define the necessary conditions for selectivity.

To address shortcomings of present lithium batteries, re-
searchers have been trying to develop single ion conductors com-
posed of polymers with ion-containing groups.8,37–39 Polymers
with precisely spaced carboxylate groups have been synthesized
and studied,40–42 and intriguing layered structures have been ob-
served.42,43 Strong interactions between the cation (typically Li)
and the carboxylate-containing side-groups lead to aggregate for-
mation. Much of this research has focused on polymer systems
that are ‘dry’; that is, without any water content, but water is a
common component of the ionomer systems and relevant for a
broader range of applications, especially fuel cell systems.42,44

The effect of water in these systems would be interesting to char-
acterize, especially the effect on the aggregate morphology.

To treat the strong electrostatic interactions involving cations
and carboxylates accurately, density functional theory (DFT)
methods have been employed. By using DFT, electronic effects,
such as polarization and charge transfer from the carboxylates
to the metal cation, are treated accurately, unlike in almost all
molecular dynamics force-fields.45 DFT can determine, with high
accuracy, whether the carboxylate binding involves either one
(mono-) or two oxygens (bi-dentate), which is especially impor-
tant for the coordination of the cation and the overall optimal
geometry. Some previous DFT calculations have studied acetates
with multiple water molecules.46–48 DFT studies of the gluta-
mate selectivity filter explain why selectivity filters with the same
EEEE motif are Na+-selective in bacterial Nav channels, but Ca2+-
selective in high voltage-activated Cav channels.49

In previous work,50,51 we addressed the binding of carboxy-
late ligands to a single metal ion, and also to multiple metal ions.
In the first study, we resolved two competing hypotheses for the
(inverse) Hofmeister series.3,52–54 In the ‘ligand field strength’
hypothesis, higher anionic field strength of a binding site should

favor smaller over larger cations,52 but in the ‘equal affinities’ hy-
pothesis,53 entities with matching hydration free energies tend to
associate. Our results supported the ligand field strength hypoth-
esis and follow the reverse Hofmeister series for ion solvation55

and ion transfer from aqueous solution to binding sites with the
preferred number of ligands. In addition, a key insight arose from
the finding that ion-binding sequences can be manipulated and
even reversed just by constraining the number of carboxylate lig-
ands in the binding sites. That finding provided additional sup-
port for an earlier idea that architectural constraints determine
selectivity in ion permeation.6,14,34,56–58 In our second work, we
studied two cations interacting with acetates.51 We found that,
for Li+, Na+ and K+, the preferred optimal structure with two
cations is favored over a mixture of single cation complexes, pro-
viding a basis for understanding ionic cluster formation that is
relevant for engineering proteins and other materials for rapid,
selective ion transport.

Here, we address the binding of carboxylate and water
molecules to monovalent cations, Li, Na, and K, using DFT. We
determine the lowest binding free energy and structure in the
gas phase for a variable number of acetate nA and water nW

molecules. These calculations address the competitive binding
between water and a carboxylate ligand, acetate, without the
constraints due to the ligand bound in the protein’s amino acid
sequence or polymer’s configurations. Polarization is significant,
particularly due to the strong electrostatic interactions involving
carboxylates, and is examined through calculation of the ChelpG
partial charges. Differences among the three cations occur pri-
marily due to the different carboxylate oxygen:cation bond dis-
tance and the geometric constraint that distance imposes on the
molecular arrangement within the complex. With waters present
in the complexes, the role of hydrogen bonding in the structure
of the complexes is shown to be important and varies among the
cations in response to the carboxylate oxygen:cation binding ge-
ometry.

2 Methods

The local clustering of acetate and water ligands about an ion
corresponds to the following reaction,

X++nACH3COO−+nWH2O � X+(CH3COO−)nA H2OnW , (1)

where X+ indicates a cation with a single charge binding with
nA charged acetate ligands (CH3COO−) and nW water molecules
to form a complex. We assume the clustering equilibria take place
in an idealized environment that does not influence the reaction
through long-ranged dispersive and electrostatic interactions or
structural constraints on the clusters. Our treatment is thus equiv-
alent to an uncoupled quasi-chemical analysis carried out in a low
dielectric environment (ε=1).14,59–62 Note that, while the reac-
tion components are treated in the gas phase, the local environ-
ment around the ion complex is treated explicitly to capture the
dielectric function where electrostatic interactions are expected to
be most complex. As a first approximation, this treatment is ap-
propriate for an ionomer system because polymers can have sig-
nificant flexibility and they occupy a low dielectric environment.
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Ion channels and ionophore binding sites may also be surrounded
by an environment equivalent to a low dielectric medium.6,57

We calculated the free energy change (∆G) for the reactions in
Eq. 1 using the Gaussian 16 quantum chemistry package.63 The
geometry optimizations were carried out in the gas phase using
the density functional theory approach with the hybrid ωB97X-D
approximation to the exchange-correlation energy.64 This choice
is based on previous work on DFT of ionic systems65,66 and
treats the van der Waals interactions, which are important for the
large clusters treated here. For the basis sets, we used Dunning’s
correlation-consistent polarized double-zeta basis sets augmented
with diffuse functions (aug-cc-pvDz).67,68 The double zeta is a
good compromise between accuracy and calculation speed.66 The
correlation-consistent basis sets were developed to describe core-
core and core-valence electron correlation effects in molecules,
and previously have been shown to be accurate for a single car-
boxylate.47

To obtain free energies, we performed a normal mode fre-
quency analysis69 using the same level of theory as for optimiza-
tion. Stable structures, for which the forces are zero and fre-
quencies positive, confirmed true minima on the potential energy
surfaces. The thermodynamic analysis yielded zero point energies
and thermal corrections to the electronic energy due to transla-
tional, electronic, and vibrational motions calculated at a temper-
ature of 298 K and pressure of 1 atm.

To calculate the free energy change for the reactions in Eq. 1,
we calculated the difference in free energy between the product
(p) and the sum of the reactants (r) in stoichiometric proportions
(nr):

∆G = Gp−ΣnrGr. (2)

The enthalpic component of the reaction free energy (∆H) is com-
puted with an analogous equation.

To benchmark these studies, we performed additional calcula-
tions. First, we evaluated basis set superposition error (BSSE)
on selected cases, including the most optimal structures for each
cation. Second, we tested the use of the hybrid ωB97X-D approx-
imation to the exchange-correlation energy by comparing with a
different hybrid functional (B3LYP), Moeller-Plesset perturbation
theory (MP2), and a coupled-cluster method that includes sin-
gle and double electronic excitations and an estimate of contri-
butions from connected triple excitations (CCSD(T)). The latter
two approaches are post-Hartree Fock ab initio methods. Finally,
we varied the basis set to aug-cc-pvTz and 6-311+G(2df,2pd) for
a complex of acetate and K+ to test the sensitivity of the results
to different combinations of functional and basis set. The results
are presented in the Supplementary Information and summarized
below.

3 Results

3.1 Free Energies

We first consider the free energies of binding, based on Eq. 2, as
a function of varying nA and nW. Fig. 1 shows a plot of ∆G for
each cation as a function of the total number of ligands, n = nA+
nW. We will use the notation (nA,nW) to designate the number
of acetates and waters in a complex; for example, (2,3) has 2

acetates and 3 waters.
One simplifying organization of the plot (Fig. 1) is the solid

lines that connect the ∆G values for fixed nW. These lines are
quadratic fits, which are remarkably good.* The fit lines shift to
the right as nW increases, with the minimum point at nA = 2 for
all nW and all cations. The lowest values are for Li+ near -200
kcal/mol (see Table 1) because Li+ has the shortest separation
distance with O, and thus the lowest electrostatic energy.

The overall lowest ∆G is for (nA,nW) = (2,4) for Li+. For Na+

and K+, the lowest values are at (2,5) (Table 1). Note that the
minimum point does not occur at zero net charge, but at -1 with
an excess acetate.

The quadratic dependence as a function of nA at constant nW

implies that ∆G increases substantially when nW is changed by
±1, starting from the minimum at nA = 2. This behavior is consis-
tent with the strong electrostatic interactions among the acetates
and the cation. Starting from the minimum free energy state, and
increasing the total charge by adding an acetate, ∆G sharply rises
due to repulsion among the acetates. For example, an increase
of 30-50 kcal/mol occurs as nA increases from 2 to 3. However,
the complex is stable (∆G < 0) for all cations up to nA = 4 (net
charge -3). Beyond nA = 4, the complex becomes unstable. For
that reason, we did not study complexes in this range.

While the effect on ∆G of varying nW for fixed nA is relatively
small compared to the acetate effect, the role of the number of
binding waters is important in many systems and nonnegligible.
As already noted, the complexes with the lowest ∆G include wa-
ter. Water can bind to the cation, screen the carboxylate electro-
static interactions, and form hydrogen bonds. In Table 1, the ∆∆G
between successive numbers of waters is a few kcal/mol. At other
nA, ∆∆G is larger, especially for adding the first water, but gener-
ally below -10 kcal/mol. At sufficiently large nW, the decrease in
∆G saturates. As will be discussed below, the saturation occurs
past the point where additional waters go into the second shell.

The energetics of transitioning from a minimum energy state
is related to the free energy differences of the exchange between
water and acetate ligands. The energetic strength of different ex-
changes can be seen specifically in the example of n = 5, where
(2,3) is the minimum free energy complex. Moving in the ver-
tical direction in Fig. 1, the neighboring state to (2,3) with the
next-lowest ∆G is (1,4), which exchanges an acetate for a water.
Above, with a higher ∆G, is the (3,2) state, which exchanges a

Table 1 Free energy differences for nA=2 and varying waters, which are
the lowest free energy complexes. ∆∆G in kcal/mol.

nW ∆G(Li+) ∆G(Na+) ∆G(K+)

1 -202.3 -175.6 -157.5
2 -206.2 -178.8 -160.6
3 -209.2 -182.2 -163.4
4 -211.6 -185.6 -165.9
5 -210.8 -186.7 -166.1

* The purpose here is to simplify the plot and we will not here address the functional
nature of the dependence.
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Fig. 1 The free energy difference, ∆G, for varying numbers of acetates
nA and waters nW binding to Li+, Na+ and K+ (top to bottom). The
numbers by the points are nA (left side) and nW (right side). The data for
fixed nW are fit by a quadratic, shown as a solid line with color varying to
distinguish the cases. The data for fixed nA are connected by dashed lines.
Numerical values are given in the Supplementary Information (Table S1).

water for an acetate. This preference for adding a water over an
acetate is consistent, independent of the cation.

The ∆∆G between the (1,4) and (3,2) states are -18.3, -16.0,
and -15.6 kcal/mol for Li+, Na+, and K+, respectively. These val-
ues show that the free energy difference is not small for replacing
an acetate with a water in going from (2,3) to (1,4) versus re-
placing a water with an acetate in going from (2,3) to (3,2). One
reason that replacing a water with an acetate is relatively expen-
sive is that the complex now has a net charge of -2. In contrast,
the (1,4) complex is neutral.

This ordering repeats for all the cases studied for n ≥ 3, as the
states (1,m) have lower ∆G than the states (3,m− 2). As n in-
creases, the ∆∆G between the two states decreases because the
complex becomes progressively more composed of water. This
free energy difference is relevant for the exchange between water
and acetate. The free energy results show that two acetates or
two carboxylate binding groups are most favored. From this most
favored complex, adding waters is favored over adding acetates.
Exchanging acetates and waters from the low free energy states is
expensive relative to kBT , which implies that the acetate content
of clusters formed in condensed systems will be stable.

Results of the benchmarking studies for the free energies of ion
binding appear in the Supplementary Information (Tables S2 -
S7) and support the chosen level of theory. In brief, we find small

basis set superposition errors relative to the size of the free energy
changes, and thus BSSE does not affect the observed dependen-
cies or derived conclusions. Comparisons of enthalpy changes be-
tween DFT (ωB97X-D) and post-Hartree Fock ab initio methods
(MP2, CCSD(T)) show good agreement for Li+ and Na+, while
differences are larger for K+. At the same time, different com-
binations of DFT (ωB97X-D, B3LYP) and basis set (aug-cc-pvDz,
aug-cc-pvTz, 6-311+G(2df,2pd)) for the K+ and single acetate
complex provide enthalpy values in good agreement. An earlier
study of adiabatic detachment energy for K+ in complex with sul-
fate by Wang and colleagues shows that DFT methods compare
well with experimental data while post-Hartree Fock analyses are
off by 5-7 kcal/mol.70 In absence of direct experimental data on
K+ and acetate for benchmarking purposes here, the results by
Wang, et al. support the use of DFT and suggest that post-Hartree
Fock methods do not describe K+ sufficiently well for highly ac-
curate calculations.

3.2 Ion Transfer and Hofmeister Series
Previously, we addressed the ion partitioning from bulk water into
the binding sites of ion channels by calculating the ion transfer
free energies between water and acetate clusters, ∆∆GW→A−n

.50

The transfer free energy is the difference in free energies for ion
solvation in an n-fold acetate cluster (denoted as A−n ) and ion
hydration in a water solution (W). In our previous calculation,
we used the experimental value for bulk ∆GW.

Here, we calculate ∆GWn for water clusters of size n about each
cation with the same basis and density functional. The transfer
free energy can be calculated as a function of the cluster size, n,

∆∆GWn→A−n
= ∆GA−n

−∆GWn . (3)

In Fig. 2 we plot ∆∆GWn→A−n
vs. n for each of the cations.

The results are similar to our previous finding. The monovalent
cations favor complexing with the carboxylate group in the ac-
etate for n = 1−3, but favor hydration at n = 4. In the preferred
binding site composition at n = 2, the ions are ordered by size:
Li+ < Na+ < K+, which corresponds to the ligand field strength
theory for lowest free energy compositions. However, away from
the preferred composition at n = 4, the ordering reverses, yielding
an inverse size order: K+ < Na+ < Li+.

3.3 Structure
To understand better the energetics, we now examine the struc-
tures of the optimized systems. Fig. 3 shows the optimized struc-
tures with the lowest ∆G that occur at nA=2 for nW = 1− 4. For
most nW the structures are similar across the different cations.
The connectivity is mostly the same for the ionic bonds between
carboxylate oxygen atoms and the cations, and for hydrogen
bonds involving the water molecules. Naturally, the bond dis-
tances vary with cation, and other lengths or angles vary, too.
The coordination of the cation is almost always 4-fold. This coor-
dination matches the hydration coordination, and thus suggests
possibilities of hydration mimicry, where the local carboxylate ar-
rangement mimics the local ion hydration environment.17 One
exception is the 3-fold coordinated (2,1) Li+ structure, which has
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Fig. 2 The change in free energy (∆∆G) for ion transfer from water to
acetate complexes (Wn → A−n ) in a low dielectric environment (ε = 1)
as a function of the number (n) of ligands. The cyan region indicates
transfer free energies that favor ion solvation in water (∆∆G > 0), while
the white region indicates favored ion solvation in n-coordinate acetate
complexes (∆∆G < 0).

both acetates monodentate and the water hydrogen bonding to
each of the carboxylate oxygen atoms that are not bonded to
Li+. In contrast, the Na+ and K+ 4-fold coordinated structures
have one monodentate and one bidentate carboxylate, because
the bond distance between the cation and the carboxylate oxygen
is sufficiently large that the water molecule can only hydrogen
bond to one of the free carboxylate oxygen atoms. Li+ is a spe-
cial case because the Li:O bond distance is sufficiently short to
allow the hydrogen bonding of a single water to each of the free
carboxylate oxygen atoms. The other distinct case is for K+ at
(2,4), where both of the acetates are bidentate, and for Na+ one
of the acetates is bidentate. For all other cases with nW ≥ 2, both
acetates are monodentate.

Another important aspect of Fig. 3 is the positioning of the wa-
ters with respect to first and second solvation shells. For nW ≤ 2,
the waters are in the first shell binding directly to the cation, while
also possessing at least one hydrogen bond to a carboxylate O
atom. At (2,3), one of the waters is in the second solvation shell
of the ion and hydrogen bonds to the carboxylate O atoms that
bind to the cation. Thus, the (2,2) complex has the lowest free
energy, with ligands only in the first shell. In general for nA>0,
as waters are added beyond nW=2, they go to the second shell
and the ∆∆G decreases, becoming progressively small (about 1
kcal/mol). For all (nA, nW), the hydrogen bonding in the opti-
mal structures is typically maximized and this pattern determines
the positioning of the water molecules, especially beyond the first
shell.

As noted above, the free energy increases strongly as nA in-
creases for fixed nW. The structures as nA increases possess these
basic features: 1) all the acetates are in the first shell and mon-
odentate binding to the cation, 2) most of the water hydrogens
are hydrogen bonded to an oxygen, 3) the cations are 4-fold co-

(2,1)

(2,2)

(2,3)

(2,4)

Li Na K

Fig. 3 Images71 of lowest free energy structures at (nA,nW) for nW = 1−4
for Li+, Na+and K+ at nA = 2.

ordinated. The (2,2) complex (Fig. 3), which has the lowest
free energy and without waters in the second shell, has already
been discussed above and follows these features. Fig. 4 shows
the (3,2) optimal structure for Na+ and (4,2) optimal structure
for K+ which exhibit these characteristics. For both of these
cases, the bonding connectivity is the same for all cations and
the cations are 4-fold coordinated, with all the carboxylates be-
ing monodentate. In the (3,2) structure, a fourth O:cation bond
is made by a water molecule. The two water molecules in this
structure each form two hydrogen bonds to carboxylate O atoms.
The (4,2) structure has a high level of symmetry. Each acetate
shows a monodentate binding to the cation. The acetate C:C bond
points alternately up and down, as one goes around the cation,
to achieve a near tetrahedral structure. All the O atoms bonding
to the cation in the (4,2) structure are carboxylate O atoms; all
the waters are in the second shell. The two waters are on top and
bottom, respectively, forming hydrogen bonds to the two binding
O atoms of the acetates. This coordination has been seen previ-
ously and described as a 4+2 coordinated structure, indicating
the 4-fold first shell oxygens and 2 additional second shell oxy-
gens.65,72–77

The net charge of the complex for (3,2) and (4,2) is −2 and
−3, respectively. This net charge produces a strong, destabilizing
repulsion, but the total ∆G remains negative for these nA. The
bond lengths increase by about 0.1 Å in going from (3,2) to (4,2).
As noted above while discussing the ∆G plots, ∆∆G is increasing
approximately quadratically in nA. We find that by nA=5, the ex-
trapolated ∆∆G is positive, indicating an unstable structure. This
lack of stable arrangements is one of the reasons we did not at-
tempt to treat nA=5.

In most cases that we studied, the carboxylates are monoden-
tate, particularly for nA> 2, because this arrangement allows all
the acetates to be in the first shell. Once waters are also included,
hydrogen bonding between waters and the carboxylate O atoms
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Fig. 4 Images of complexes with nW = 2 (a) at nA = 3 for Na+ and (b)
at nA = 4 for K+.

further stabilizes the monodentate structure. Overall, this struc-
ture is highly interconnected and maximizes the number of strong
ionic and hydrogen bonds (see structures illustrated in Figs. S1-
S9 in Supplementary Information).

There are a few exceptions to the monodentate patterns, where
bidentate binding is optimal. The optimal structure for the (2,5)
mixtures has one bidentate carboxylate for all the cations. We
note that, for Li+, there are two structures at (2,5) that have
almost the same free energy (∆G = 0.3 kcal/mol); one has a
bidentate and a monodentate carboxylate and the other has both
carboxylates monodentate. Structurally, the difference between
these two cases is the location of one of the second shell waters
(Fig. S3). Not surprisingly, as long as the second shell water
can H-bond to two first shell O atoms in both cases, the energy
difference is small. At (2,4) the optimal K+ complex has both car-
boxylates bidentate, and the optimal Na+ complex has a single
bidentate binding, but Li+ has only monodentate binding.

We note that we considered a variety of starting configura-
tions, including bipyramidal structures found in studies of N-
methylacetamide, which has carbonyls binding to the cations.49

Attempts starting with a bipyramidal structure with Na+ for (3,3)
are not stable and converge to the structure already determined
(see Fig. S6). While the bipyramidal structure can be setup to
have the waters hydrogen bonding to the carboxylates in the op-
timal structure, the water positions move substantially to much
better positions for hydrogen bonding. Probably the most impor-
tant structural change is that one water moves to bind directly to
the Na+, which breaks the bipyramidal symmetry of (nA,nW).

3.4 Charge and Polarization
As noted in the Introduction, charge polarization is an impor-
tant effect in these systems. To quantify this electrostatic effect,
we calculated the ChelpG charges.78 Averaging over all the com-
plexes, the ChelpG charge magnitude for the oxygen atoms and
the cations is 0.826 e (see Table 2). Thus, there is clearly a po-
larization that reduces the charge from the full electron charge.
Furthermore, the variation about this average charge is about 0.5
e, which is rather large, indicating the individual charges depend
on the values of nA and nW, and positioning of the atoms. (The
full data sets are shown in Figs. S10-S12 and the files in the
Supplementary Information.) Such large variation indicates the
importance of treating polarization explicitly in systems involving
mixtures of carboxylates and water, and suggests more generally

that systems with strong electrostatics need treatment of polar-
ization.

In Fig. 5 for the optimal structures with nA=2, we plot the
magnitude of the ChelpG charges |q| for the first shell O atoms,
distinguishing between the carboxylate oxygens (OC) and the wa-
ter oxygens (OH). Since nA=2, there are 4 carboxylate oxygen
atoms in all these systems. For systems without water, there is
only one value for the charge since the binding is bidentate, mak-
ing both OC atoms equivalent electrostatically. Consequently, the
variation in the OC charge is much smaller in this subset than in
the full data set (see ESI, electronic supplementary information).
At (2,2) the carboxylates are monodentate and one OC binds to
water, yielding the two distinct values of q (see Fig. 3). Both of
the two waters bind to a cation and to a nonbinding OC atom.
The two charges occur because only one water has an O atom
that H-bonds to the other water. At (2,4) there are two charge
values for Li+, but only one for Na+ and K+, because the lat-
ter two have bidentate bindings and only one OH binding to the
cation. We plotted data for both (2,5) Li+ complexes, which have
effectively identical ∆G and both of these structures would occur
in a thermal system. Plotting both cases shows a larger variation
of charge for Li+ than the other cations, and it directly shows that
the charges depend significantly on the structure. Two somewhat
similar, but different, Li+ structures yield different charges due to
the structural differences. In general, differences in the binding
geometry lead to differences in the ChelpG charges.

The average of the ChelpG charge magnitude being about 0.8
is interesting given that some molecular dynamics simulations
of ionomer systems have found that scaling the charges to 0.8,
yields better results than using full +e charge for cations.79,80

This value is also close to a simplified treatment of polarization
in molecular dynamics simulations, the molecular dynamics in
electronic continuum method.81,82 Our DFT results suggest using
such scaled charges is an improvement on average over the un-
scaled charges. For systems without water, such scaling is more
likely to be successful, as they may have only a few ionic local en-
vironments. An example is the scaling of carbonate solvent charge
by 0.8 to produce accurate lithium ion solvation and diffusion
properties with molecular dynamics simulations.83 However, es-
pecially in the presence of water, there is substantial variation in
the ChelpG charges and the value of the scaled charge is only ap-
proximately equal to the average ChelpG charge. This variation is
probably related to the limited success of using scaled charges in
these ionomer systems. For example, while full charges can yield
dynamics that is too slow, scaled charges can yield dynamics that
is too fast.84 In addition, the distances between cation and anion
can be shifted.85 Simulation of sulfonated ionomers also yielded

Table 2 Average of ChelpG charges for cations and for carboxylate and
water oxygen atoms in units of an electron charge.

X 〈qOC〉 〈qOH〉 〈qX 〉
Li -0.815 -0.824 0.823
Na -0.822 -0.835 0.869
K -0.812 -0.803 0.835
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Fig. 5 ChelpG charges for nA=2 for carbonyl oxygen (OC) and water
oxygen (OH) as a function of nW for Li, Na and K. Only data for first
shell oxygen atoms are shown. The Li (2,5) complex has two data sets
since the free energy is almost identical for the two.

mixed results for using scaled charges.79,86

3.5 Effect of Cation:Oxygen Bond Lengths and Hydrogen
Bonding in Water Complexes

While the focus of this article is on mixtures, pure water sys-
tems with nW ≥ 5 are important points on the free energy plots
in Fig. 1. Systems with 5 or more waters (and no acetates) pos-
sess some interesting structures, especially with respect to com-
parison among the three cations studied. The structures for 1
to 4 waters about a cation are the same coordination and basic
structure among all the cations, with the main geometric differ-
ence being just the different O:X+ distances. For these systems,
there is nothing substantial to add to the many DFT studies of
ion hydration.35,65,72–74,76,77,87–93 The coordination numbers for
Na+ and K+ at large nW have been discussed previously.6,17,57,94.
Here we focus on comparisons of the geometry and the role of
hydrogen bonding. We note that these gas phase structures are
rarely observed in aqueous solution at room temperature due to
large thermal fluctuations and surrounding solvent, and are pre-
sented for a full characterization of the structures in Fig. 1.17

In the systems with 5 or more waters, the role of hydrogen
bonding is often different among the different cations. This dif-
ference is mainly due to the effect of the differing cation:oxygen
bond lengths putting constraints on the potential hydrogen bond
geometry. On the one hand, the shorter and stronger bonds for
Li+ limit the geometry for hydrogen bonding among the ligating
waters the most and results in structures that differ from Na+ and
K+. On the other hand, K+ , with the largest bonding length, can
incorporate all the waters at least up to 8 in the first shell. In
general, the hydrogen bonding among the waters is present and
stronger than the thermal energy, but the angular orientation is
on the weak side of the energy distribution. To keep the H atoms
away from the cation requires the orientation of the hydrogen

(a) (b) (c)

Fig. 6 From (a) to (c), are images of the Li+, Na+, and K+systems with
5 waters. Only bonds between O and each cation are shown.

bonds to have large angles formed by the HO bond in one water
and the O atoms of another (HO-O angle). In addition, because
of the many possible arrangements of waters and their hydrogen
bonding, there are multiple configurations, which can have only
small free energy differences (∼1 kcal/mol) due to the weak hy-
drogen bonding,

At 5 waters, the role of H-bonding among the waters leads to a
different distribution for Li+(Fig. 6). In the Li+ structure, four of
the waters are coplanar, with the fifth water having a bond per-
pendicular to this plane. There is no H-bonding among the copla-
nar waters, even though some of the O atoms are close enough
for H-bonding. The O atoms of the 4 waters form a rectangle
with side lengths 2.76 Å and 3.08 Å. The shorter length is appro-
priate for H-bonding, but the HO-O angle is 60 degrees, which is
too large for an H-bond. The small HO-O angle necessary for a
H-bond would bring the positively charged H atom close to the
Li+atom, which is unfavorable and consequently does not occur
in the optimal structure.

In contrast, the Na+ and K+ at nW=5 have all the waters in
the first shell in a two-layer structure consisting of three waters
in one layer below the cation and two waters in a layer above,
as shown in Fig. 6. In the three water layer, the O:O separa-
tions are suitable for H-bonding, even though the HO-O angles
are large. For Na+, one of the O:O separations among the 3 wa-
ters in the bottom layer is 2.76 Å and the other two are 2.80 Å.
The HO-O angles are 40 to 44◦. For K+, the O:O separations
among the 3 waters in the bottom layer are 2.77 Å, and the HO-
O angles are 34 - 35◦. The smaller angle is possible because the
larger O:K+distance allows the H atom to rotate more before the
repulsion of the K+precludes further rotation. Calculations of the
H-bond energy as a function of the HO-O angle have been done
using MP2 with aug-cc-pVTZ basis functions.95 While the optimal
angle is near 0◦, 40◦ is within the attractive well with a depth of
1-2 kcal/mol. Thus, H-bonding along with van der Waals attrac-
tion is resulting in close clustering of the waters in the Na+and
K+cases. In Li+, the short O:Li+ binding distance prevents H-
bonding from occurring.

In the 6 water structures (Fig. 7), the two-layer geometry is
again present for Na+ and K+, now with both layers having 3
waters that H-bond amongst themselves. The O:O separations in
the layers are 2.76 Å and 2.77 Å for K+ and Na+, respectively.
The HO-O angles are similar to that found for 5 waters. In K+

the HO-O angle is 33-34◦, and the angles for Na+ are larger, at
41◦. At these angles, there is H-bonding, albeit weak, but this
interaction along with the van der Waals interactions makes this
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(a) (b) (c)

Fig. 7 Images of the 6 water systems showing that (a) Li+ has a distinct
distorted octahedral structure, while (b) Na+ and (c) K+ also have 6-fold
coordination, but with two layers containing 3 waters each that H bond
together.

structure preferred over, for example, an octahedral structure.
The Li+ structure shown in Fig. 7 is slightly distorted from

an octahedral structure, with 6 O:O separations that are 2.72 Å
and the HO-O angles in the range 41 - 44◦. The image shows a
viewing orientation with a hexagonal projection of the O atoms.
While the HO-O angles are large, there is a weak H-bonding be-
tween each of these O pairs that stabilizes the distorted octahe-
dral structure over the ideal octahedral structure. Another opti-
mized structure (see Fig. S2) was found that has 4 waters in the
first shell and two in the second shell. The second shell waters
are positioned for 3 hydrogen bonds with first shell waters to be
possible. The OH-H angles are smaller than the 6+0 structure,
varying between 20 and 34. The enthalpy of the 4+2 structure
is lower by 1.3 kcal/mol, but the 6+0 free energy is lower by
0.85 kcal/mol. These two structures show that, with this many
waters, there are multiple configurations that are close in energy
and would coexist thermally.

At 7 waters (Fig. 8), none of the three structures are similar.
Li+ is four-fold coordinated in the first shell, with 3 waters in the
second shell. Having 3 waters in the second shell enables several
hydrogen bonds between these waters and first shell waters. The
6+1 structure is unstable and converges to the 4+3 structure,
showing that the 4-fold first shell with hydrogen bonding among
the second shell waters lowers the free energy relative to the 6+1
structure, which is stable for Na+.

The optimal Na+ structure, a 6+1 structure, can be viewed as
two nonparallel layers with 4 waters in one layer and 3 in the
other layer. There is one hydrogen bond between the layers that
leads to the nonparallel geometry. The O:Na+ bond lengths vary
from 2.30 Å to 2.61 Å, which is rather large, but compensated by
the hydrogen bonding among the waters. In the 4 water layer,
rOO ranges between 2.69 and 2.73 Å. The HO-O angles are 18,
19, 25 and 30◦. Thus, stronger hydrogen bonding going around
the sides of the quadrilateral result for this layer than in the 6
water structure.

The K+ structure is distinct by having all 7 waters in the first
shell in a parallel two layer structure with 4 waters in one layer
and 3 in the other. The rOO is 2.70 Å in the layer with 4 waters and
2.75 Å in the 3 water layer. The HO-O angles in the 4 water layer
are 21◦, which is much smaller than in the 6 water structure. In
the 3 water layer, the angles are larger, at 33◦. Again, the longer
O:K+ separation allows for more and stronger H-bonding among
the waters in the K+ than in either Na+ or Li+. It is not surprising

(a) (b) (c)

Fig. 8 Images of the 7 water systems. (a) Li+ has a 4+3 structure. (b)
Na+ has a 6+1 structure and (c) Only K+ has all waters in the first shell.

(a) (b) (c)

Fig. 9 Images of the 8 water systems. (a) Li+ is a 5+3 structure. (b)
Na+ is a 6+2 structure. (c) K+ is an 8+0 structure.

that when altering the K+ structure for Na+ with shorter O:Na+

bond length, the 3 water layer is not found to be optimal. The
more compact Na+ structure would require larger HO-O angles
and thus very weak hydrogen bonds. Therefore, a different struc-
ture arises in the optimization.

At 8 waters, the structures are distinct for each cation, as shown
in Fig. 9. The Li+ optimal structure is a 5+3 structure. Compared
to the 7 water 4+3 structure, adding a water increases the num-
ber of first shell waters. In the Na+ structure, there are 6 waters
bound to the Na+ atom even though the O:Na+ separation varies
by 0.36 Å. The first shell O with the largest separation of 2.69
Å is at the top back in Fig. 9, and the O with the shortest sep-
aration of 2.33 Å is at the top front. Two waters (left and right
front in figure) are in the second shell and each hydrogen bonds
to two waters directly bonded to Na+. The K+ optimal structure
has all the waters in the first shell composed of two layers of 4
waters each, which are bonded to the K+ , with separation of
2.93 Å. Within each layer, the waters are hydrogen bonded, with
rOO = 2.70 Å, and the HO-O angle is 21◦ going around the 4
waters. We note that an optimization was performed on the Na+

system starting from the K+ structure, but with the correspond-
ing O:Na+ separation. This structure was not optimal and instead
converged to the 6+2 structure. This result again shows that the
shorter O:Na+ bond length requires water positions that keep the
H atoms further away than in the K+ structures.

4 Discussion
The most optimal binding of just carboxylates to a cation is strong
for each of the cations (−154 to −198 kcal/mol). The lowest free
energy complexes that include water also have strong binding,
with free energies between −157 to −210 kcal/mol. Such strong
binding implies that these optimal structures will be stable in con-
densed states. With respect to changing the state from one com-
plex to another, there is a preference for exchanging an acetate
for a water over the opposite exchange of water for an acetate.
The barrier for this exchange is large relative to kBT , which im-
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plies that thermal exchange will not occur readily. In particu-
lar, the barrier of going from the most optimal (2,2) complex to
the (1,3) complex is about 28 kcal/mol for each of the cations.
This high barrier implies that the local, first shell structure will
be rather stable and exchanges with other local structures will
be slow. Consequently, if these optimal structures can form, ion
transport will be slow in the presence of water as well. In order
to have fast transport, constraints on the structure must exist that
prevent the optimal structures from forming.50

We have not addressed in this article the binding of multiple
cations, which could alter the free energy space of complexes.
Previously, in our study of two cations binding to acetates, we
found that the two-cation complexes are more energetically fa-
vored over two single-cation complexes.51 It would not be sur-
prising to find the same result for complexes including water,
which would alter the free energy landscape. The barrier to trans-
port from optimal structures would still be large for multi-cation
complexes.

Condensed systems of interest, such as ionomers,37 have con-
straints on the available conformation from the polymer struc-
ture. The same is true for ion channels, which have constraints
from the protein matrix on the available conformations.58 These
constraints inhibit some optimal structures and shift the attain-
able lowest-energy structure to a different part of the free energy
diagram, which would not be as strongly bound.57 There remains
much to be done to connect the quantum level binding to the
transport dynamics in ionomers, for example, but the present re-
sults do have important implications. As stated above, to obtain
fast transport, the system needs constraints to intrinsically pre-
vent formation of the strongly bound states. Alternatively, other
ligands could be used.37,79

As found in binding just to acetate ligands, the binding strength
has the order Li+ > Na+ > K+, which corresponds to the cation
size and the bond lengths. The shorter bond lengths of Li+

yield some structures distinct from the other cations by enabling
shorter distances that are viable for water to hydrogen bond, par-
ticularly to carboxylate O atoms. In solution, the experimental
data on binding strength order is not clear and may depend on
other factors. One measurement by X-ray adsorption spectroscopy
on the carbon K-edge in 2M acetate solutions found the same or-
der and a notably strong Li+ binding.96 Another X-ray adsorption
measurement on oxygen K-edge in 1M solutions switches the or-
der of Li+ and Na+.97 One potential explanation for the contra-
dictory results is the dependence on protonation states.98,99 Our
work does not treat varying protonation as this would increase
the number of possible structures beyond what is manageable.

Previous DFT calculations were performed for a single sodium
and acetate binding to a range of water molecules.48. That work
used the long-range corrected hybrid functional LC-ωPBE and the
Pople 6-311++G(d, p) basis set. They found multiple structures
near in energy to the optimal structure, which we also find. Our
optimal structures agree with one exception. For Na+ (1,2), our
calculations give a different structure, which has a lower free en-
ergy, but higher enthalpy. The differences are less than 1 kcal/mol
and thus the results are within the uncertainty of the calculations.
We also note that the K+ (1,2) structure is different from the cor-

responding Na+ structure of Zhang et al., which is due to the
stronger H-bonds possible for the K+ structure (see Fig. S7). Our
results are also in agreement with DFT calculations of Tafilpolsky
and Schmid for sodium acetate with multiple waters using B3LYP
and aug-cc-pVDZ basis set.47

For the calculation of the ∆G vs. n plot, we performed calcula-
tions for water only binding to the cation up to nW=8. As noted
earlier, there is nothing new for nW ≤ 5. For nW= 6 to 8, we
started calculations with all the waters in the first shell and the
waters remained in the first shell for the converged structures.
We did only limited investigation of other structural options. Our
focus here is on hydrogen bonding structure among the waters,
which we find to be significant in determining the overall struc-
ture. Hydrogen bonding among the waters occurs, but tends to
be weak because the angles are rather large. In a liquid state, rea-
sonable expectations include variation in the positioning of some
waters that varies the H-bond strength and variation in the num-
ber of first shell waters.72–74

Recent experiments and ab initio MD simulations of Na+ hy-
dration have found some significant differences.100 The O-Na+

bond distance is 2.38 Å from experiment, but calculations yield
distances of 0.1 Å larger, which is similar to our gas phase calcu-
lations. This experimental coordination number is 5.5, while the
calculated value was about 6.0 when dispersion was included.
These results led to more advanced DFT calculations using the
SCAN functional for Na+ and K+ hydration.91 The SCAN func-
tional accurately reproduces the structural properties of water
around Na+ and K+.

Our calculations find the free energy for Na+ binding to wa-
ters only in gas phase is rather flat near nW=6, which suggests
a coordination number above 5. However, we have not consid-
ered starting geometries with 2nd shell waters and cannot make
a judgement on the coordination number. We can only say there
are low energy states with high coordination number.

Our DFT calculations of the combined carboxylate and water
binding to the monovalent cations provides the basis for further
analysis of ion channels, such as the pentameric ligand-gated
and sodium voltage-gated ion channels, which have carboxylate-
containing glutamates lining the pore and being a key element
of the channel’s selectivity. Our calculations provide the pre-
ferred binding structures without constraints and the associated
binding energies. In the ion channel, the carboxylates have con-
strained positioning due to being part of the folded protein struc-
ture.50 Further studies are required to address those constraints
directly and calculate the corresponding free energies. However,
the present calculations do provide new information and addi-
tional insight into the structure and energetics involved in ion
channels such as the pLGICs and Nav.

Cymes and Grosman studied the link between amino acid se-
quence and charge selectivity in the pLGICs.32 They specifically
concluded that the glutamate ring dominates the permeation free-
energy landscape of the wild-type cation-selective pLGIC. Not
only did they provide evidence for the critical role of charged
side-chains, but also proposed that a proper conformation of the
side-chain is required for charge selectivity.

In the crystal structure of pLGIC (PDB ID 4HFI) by Sauguet et
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al., Na+ sits between two layers of 5 O atoms.29 One layer is
composed of water molecules; the other layer is composed of the
threonine hydroxyl O atoms. In the X-ray structure, the Glu ring
is next along the channel pore to the Thr ring. The Thr pentagon
diagonal length between hydroxyl O atoms is 8.1 Å, which is nar-
rower than the Glu pentagon diagonal at about 12 Å. There is
space for the Glu side chains to change conformation such that
the carboxylates are closer to the pore center, and a variety of
binding options are available to Na+ or K+. In fact, the Glu side
chains have to change conformations to bind to a cation in the
channel. These shifted positions would enable direct binding by
Na+ to one or more carboxylates. Since the Glu are in a ring about
the pore center, the binding geometry will be somewhat planar,
in contrast to the unconstrained optimal geometry of our calcula-
tions. Additional binding by water molecules, as in the two-layer
structure of the X-ray structure, is geometrically possible and fa-
vored by the DFT free energy.

The crystal structure of the sodium voltage gated ion channel
in the open state also shows the pore size at the selectivity filter is
sufficiently large to allow the Glu side chains to move among mul-
tiple conformations.26,101,102 Microsecond atomistic simulations
of the voltage-gated sodium ion channel have found the flexibil-
ity of the Glu are important features of the selectivity filter and
multiple Na+ are present in the channel simultaneously.103 Pro-
tonation of the Glu residues plays a role as well. The simulations
find that conduction occurs with either zero or one protonation
of the Glu residues in the selectivity filter.

Our DFT calculations imply that the lowest free energy struc-
tures are not relevant for the ion channel dynamics, and, given
the pore structure, binding to more than the preferred number of
carboxylates under constraints are a key to the dynamics. From
Fig. 1, the value of ∆G varies strongly on the one hand for se-
quence (nA,0), with a minimum at two acetates or carboxylates,
and on the other hand, is smallest for 4 carboxylates for all the
cations. Either Na+ or K+ bound to two carboxylates in the op-
timal structure would be strongly bound and yield poor perme-
ation. In contrast, if the cation is bound to all 4 carboxylates in
the Nav channel, then the binding is not so strong. For the op-
timized structures we have for Na+, ∆G = −20.2 kcal/mol and
for K+, ∆G = −11.6 kcal/mol. Moreover, the optimized struc-
ture has tetrahedral geometry, which is not possible for the ring
of glutamates. The constrained structures would have an even
lower binding energy, which would be more conducive to per-
meation. Calculations of such a constrained structure are to be
done and might distinguish between Na+ and K+ binding and
permeation. We also note that the MD simulations found multi-
ple Na+ in the channel and we have found that calculations with
two cations yield stronger binding for two-ion complexes than for
two separate single-cation complexes.51 Our results suggest that
a more complicated ionic complex is involved in the selectivity
filter, which depends on the multiple cations and multiple confor-
mations.

5 Conclusion
Using DFT, we investigated the binding of mixtures of a carboxy-
late ligand, acetate, and water molecules to monovalent cations

Li+, Na+ and K+. In many synthetic and biological systems, car-
boxylate binding to cations is a key component and water plays
an additional important role. By performing DFT calculations,
we obtained an accurate calculation of the strong electrostatic in-
teractions that determine the overall energetics, the geometry of
the complex and the charge distribution. We found both common
features among the different cations and a few distinct features
in particular cases.

The binding strength takes the following order: Li+ > Na+

> K+, which is the same as that for binding to only acetate lig-
ands.50 We found that all the acetates are in the first shell and
organize in mostly monodentate binding to the cation. The low-
est free energy complexes have two acetates and the lowest free
energy complex with all molecules in the first shell is two ac-
etates with two waters, forming a 4-fold coordinated structure.
In general, the positions of the water molecules in the optimal
structures maximizes the number of hydrogen bonds. The mon-
odentate binding enables more hydrogen bonds. The cations are
typically 4-fold coordinated, when there are acetates in the mix-
ture. Evaluation of the ChelpG charges shows that the charge on
the cations and the O atoms varies significantly among the differ-
ent complexes. That is, the charge depends on the number of ac-
etates and waters and the positioning of the molecules. The large
binding strengths imply that constraints that prevent the optimal
binding structures from forming are key for many systems that
transport ions, including ion channels and single ion conductors.
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