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Using a supervised machine learning approach to
predict water quality at the Gaza wastewater
treatment plant

Mazen S. Hamada,® Hossam Adel Zagoot (2 ** and Wagar Ahmed Sethar®

This paper presents the use of four machine learning algorithms including Gaussian process regression
(GPR), random forest (FR), extreme gradient boosting (XGB) and light gradient boosting machine
(LightGBM) to predict the concentration of total suspended solids (TSS), chemical oxygen demand
(COD), and biochemical oxygen demand (BOD) in the effluent of the Gaza wastewater treatment plant
one day ahead. Data was collected from 360 wastewater samples taken from the Gaza wastewater
treatment plant, and five input parameters were used in the proposed method: pHi., temperature
(Temping, BODiny, TSSine, and COD;. Four error measures were used to evaluate the prediction accuracy
of the models. Results showed that the GPR model in the testing datasets is the best predictive model
for predicting the effluent's TSS, COD and BOD with the best accuracy in relation to the correlation
coefficient (CC), that is, (0.964-0.950-0.975) against RF (0.932-0.910-0.943), XGB (0.916-0.901-
0.954), and LightGBM (0.890-0.892-0.883). The importance of input parameters was assessed, and
temperature and pH were found to be the most important parameters in wastewater quality predictions
using these four models. The study concluded that GPR is the most representative model. The model
may help users in selecting optimal wastewater treatment based on original characteristics and standards.

The article “Using a supervised machine learning approach to predict water quality at the Gaza wastewater treatment plant” holds substantial environmental
significance. By employing supervised machine learning algorithms, the research aims to predict water quality parameters at the Gaza wastewater treatment

plant. Accurate prediction of water quality is essential for effective monitoring and management, ensuring the protection of public health and the environment.
By leveraging machine learning algorithms, the study seeks to enhance the understanding and predictive capabilities of water quality assessment, enabling

proactive interventions and timely decision-making. The findings can contribute to optimizing wastewater treatment processes, reducing the discharge of
pollutants, and improving the overall efficiency of the treatment plant. Ultimately, the research holds promise for enhancing water resource sustainability,

safeguarding ecosystem health, and promoting the well-being of communities relying on the wastewater treatment plant in Gaza.

1 Introduction

Freshwater is crucial for various aspects of human life,
including economic development, environmental sustain-
ability, and the reduction of poverty and sickness."> However,
due to industrial contamination, population growth, and
wastewater from agricultural activities, the scarcity of fresh-
water sources has become a significant problem.* Wastewater
treatment is a crucial technology that could provide new sources
of water while also reducing the burden on the environment by
removing organic pollutants. Due to the nonlinear and
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dynamic nature of the process, monitoring the effluent water
quality is essential to ensure proper operation of wastewater
treatment plants.®* However, traditional monitoring methods
are labor-intensive, expensive, and unable to be used online.
Management measures are needed to ensure that effluent
quality indicators are functioning properly. While some effluent
water indicators can now be measured online using wireless
sensor networks, measuring parameters such as biochemical
oxygen demand (BOD) and chemical oxygen demand (COD)
remains challenging due to high costs and sensor constraints.®
Since high levels of BOD can result in water eutrophication,
which can impact human health, controlling BOD effluent
concentrations is critical. Machine learning techniques are
used to train models that can detect abnormal operational
circumstances in wastewater treatment plants (WWTPs).”
Machine learning models can be highly useful in wastewater
treatment processes due to their complexity and multivariable
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control, nonlinearity, and parameter dependencies that fluc-
tuate over time. Utilizing temporal information can lead to
better predictions. Although only a few studies have used neural
networks like RNNs for modeling WWTP processes,® artificial
intelligence, a subset of machine learning techniques, focuses
on identifying patterns in data and drawing conclusions for
forecasting future data. Techniques such as artificial neural
networks (ANN), support vector machine (SVM) decision trees
(DT), random forests (RF), and ensemble learning have broad
applications in fields like text processing, computer vision,
healthcare, finance, and robotics, as well as socioeconomic and
environmental research.”**> Capodaglio et al. (1991)* used
artificial neural networks and stochastic models to predict
bulking conditions that lead to inferior effluent quality in
activated sludge. Qiao et al. (2019)** developed a recurrent fuzzy
neural network (RFNN) based strategy to regulate concentra-
tions in a WWTP. Dairi et al. (2019)" used unsupervised and
deep learning to develop an anomaly detection model to catch
any faults that arise during operation. Mamandipoor et al.
(2020)* focused on fault identification in a WWTP, while Wang
et al. (2019)"” demonstrated the real-time predictability of COD
using convolutional neural network-long short-term memory
(CNN-LSTM) models. Pisa et al. (2018)*® developed forecasting
models employing gated recurrent neural networks to forecast
the amount of intake to the plant. de Canete et al. (2016)"°
examined the use of gray model and ANN techniques to forecast
suspended matter and chemical oxygen demand in the waste-
water treatment process. A mixed soft sensor model based on
a wavelet neural network and adaptive weighted fusion was
developed by Cong & Yu,* for online prediction of effluent COD.
The performance of a wastewater treatment plant was evaluated
using ANN and a multiple linear regression approach by
Hamada et al. (2018).>* Zeinolabedini and Najafzadeh (2019)*
demonstrated that adding different parent wavelet functions to
the neural network structure increased the precision of esti-
mating the volume of wastewater sludge. Kadam et al. (2019)*
employed ANN and multiple linear regression to model and
predict water quality characteristics in river basins, while
Heddam et al. (2016)** studied a generalized regression neural
network model to estimate the BOD of effluent in wastewater
treatment plants. Nourani et al (2018)** demonstrated the
reliability of a neural network ensemble's prediction ability.
SVM is a prediction technique that can build high-dimensional
data models with small sample sizes and has good generaliz-
ability compared to the ANN method.** SVM-based prediction
has been extensively researched for tracking and forecasting
intake conditions and sludge volume index in wastewater
treatment plants.”” An adaptive multi-output soft sensor
model,*® hybrid linear-nonlinear method,* data-based predic-
tive control technique,®* and SVM model**** have also been
used to predict effluent index, total solid content, and water
quality of wastewater treatment facilities. The least-squares
support vector machine (LSSVM) has been presented as a solu-
tion to the drawbacks of SVM for large datasets.*® Swarm
intelligence optimization algorithms have been combined with
machine learning techniques, such as particle swarm optimi-
zation (PSO) and support vector machines,* self-organizing
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radial basis function neural networks,* and artificial bee colony
optimization back-propagation networks,* to increase accuracy
and reduce processing time. Prediction interval is a common
method to calculate prediction uncertainty, which has been
integrated with a recurrent neural network using a mean vari-
ance estimation method.*®

In light of the numerous challenges associated with
recording and measuring wastewater quality, particularly in the
case of parameters such as BOD and COD, our study's primary
objective is to assess the effectiveness of four different machine
learning algorithms: GPR, RF, XGB, and LightGBM. Our aim is
to predict the concentrations of post-treated variables, specifi-
cally TSSetr, CODegr, and BODggr, within the Gaza wastewater
treatment plant and present an exceptional perspective on
addressing these issues. What truly distinguishes our research
is the careful collection of data from an extensive dataset
counting 360 wastewater samples, all thoroughly sourced from
a wastewater treatment plant within Gaza. These samples serve
as the grounding for our predictive models, supported by
a thoughtful selection of five essential input parameters,
including pHi,s, temperature (Temping), BODinr, TSSins, and
CODjns. Our study presents a comprehensive examination,
employing these five input parameters to identify the most
accurate predictive model for each effluent parameter. Addi-
tionally, we carry out the assessment of variable importance
among these input parameters, shedding light on the factors
that significantly influence wastewater quality predictions.
Furthermore, our study endeavors to pinpoint the most repre-
sentative models tailored to the dataset at hand. This multi-
faceted approach not only accelerates computation time for
assessing wastewater treatment plants but also harnesses
various physicochemical characteristics as input parameters for
predicting treatment indicators. By extending our predictive
capabilities to effluent wastewater quality parameters, our study
offers invaluable insights for stakeholders across various
sectors. It prepares them with the means to make well-informed
decisions pertaining to wastewater treatment, enabling them to
measure compliance with legal requirements concerning
wastewater disposal and reuse. Moreover, it provides a good
understanding of the potential consequences of discharging
treated wastewater into Gaza's coastal environment. These
predictive models hold utility for a diverse spectrum of stake-
holders, including farmers, producers, processors, technology
providers, consultants, and regulators, all vested in assessing
and mitigating wastewater contamination levels. In essence,
our research represents a significant step forward in addressing
the complex challenges surrounding wastewater quality
management.

2 Materials and methods
2.1 Description of the study area

The Gaza Strip is a small region located on the southern edge of
the Palestinian coastal plains, with a 42 km coastline on the
Mediterranean Sea.*” With a population of 2.1 million and
a growth rate of 2.8 percent by the end of 2021, the Gaza Strip
had a high population density when compared to other regions
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of the world (5936 people per km?).?® All of the rainfall in the
arid to semi-arid region where the Gaza Strip is located occurs
between October and April. The average seasonal precipitation
varies significantly by area, with 474 mm per year in the north
and 250 mm per year in the south.* The study area for this
study is the Gaza wastewater treatment plant, also known as the
Sheikh Eglin Plant, located southwest of Gaza City. The plant
has five anaerobic basins and treated wastewater is discharged
into the Mediterranean, while sludge production is disposed of
in landfills on the eastern side of Gaza City. There are occa-
sional leaks of sludge and wastewater into surrounding rural
areas. Sewage and sludge disposal have been a continuous
process in the Gaza Strip since 1977. Each day, around 80 000
cubic meters of wastewater are received, while the plant has
a capacity of only 60 000 cubic meters. The remaining 20 000
cubic meters of untreated sewage are transported to the central
plant situated in Al-Bureij, to the east of Gaza City. The GWWTP
plant has two divisions: the operation section and the labora-
tory, responsible for daily plant activities and quality control,
respectively. The semi-secondary treatment process consists of
anaerobic lagoons, trickling filters, sedimentation tanks, and
a pumping station before discharging treated wastewater into
the Mediterranean Sea. The sludge produced, at a rate of 20 tons
per day, is stored in anaerobic ponds and transferred to central
solid waste disposal due to a lack of sludge treatment facilities.

2.2 Data collection and preprocessing

In order to conduct this study, data on the inlet and outlet
wastewater quality were collected from the Palestinian Water
Authority and Gaza Municipality for one year in 2020. After
collecting the datasets, efforts were made to appropriately
understand the required data. Upon examination of the data, it
was found that some readings had significant variations due to
a lack of treatment process in the wastewater treatment plant
and occasional station malfunctions. The study aims to inves-
tigate the potential for creating a machine learning model to
predict wastewater quality parameters such as BODeg, CODegr,
and TSS¢. All data collected for this study covered a compre-
hensive dataset of 360 measurements, which included exactly
resolved missing values. It's worth noting that these measure-
ments were attained as rapid samples taken on a given day.
Significantly, the majority of these measurements were largely
unaffected by rain runoff, primarily due to the stringent

Table 1 Basic statistics of Gaza WWTP water quality

View Article Online

Paper

filtration processes employed in the treatment system. This
careful data collection approach and the effectiveness of the
filtration system together ensured the reliability and integrity of
the dataset, allowing for a more accurate and meaningful
analysis of the water quality parameters under investigation. All
data gathered were pooled into one set for analysis. The primary
measurable indicators for wastewater quality were temperature,
pH, BOD, COD, and TSS. Rescaling the data is recommended as
input and output variables have vastly different orders of
magnitude, leading to more accurate predictions. While “0, 1” is
typically used for data normalization, the variables in this study
are rescaled to fall within the range of 0 to 1 to accommodate all
data sets used to create ML prediction models.* The selection
of machine learning model input and output variables that will
have a substantial impact on the prediction of effluent BOD,
COD, and TSS requires engineering judgment. A branded
constructive algorithm is deployed to the network after
adequate training and testing using the Python software. To
smooth the data and remove outliers, a boxplot filter is applied
to the collected data in this study.* Therefore, model hyper-
parameters were set for all models during model calibration.
Table 1 shows the descriptive statistics of the observed WWTP
variables, including the maximum, minimum, mean, standard
deviation, variance, and skewness, which are represented by the
letters Xmax, Xmin, mean, SD, Cv, and skew, respectively.

2.3 Proposed machine learning models

In supervised learning, a set of input observations with their
corresponding known output values are used to train machine
learning algorithms to create universal rules or “models” that
can predict the outcome of new and unseen data. There are two
main types of supervised learning: classification, which deals
with categorical results, and regression, which deals with
numerical results.*” In our study, we employed Python software
as our primary tool to train and implement four different
machine learning algorithms, namely GPR, RF, extreme
gradient boosting (XGBoost), and LightGBM. These algorithms
were harnessed to predict wastewater indicators within the
context of the Gaza wastewater treatment plant. Python served
as the foundational platform for developing, optimizing, and
evaluating these models, enabling us to deliver accurate and
efficient predictions for wastewater management purposes.

Parameters Min Mean SD Max Cv Skewness WHO standards
Tinfluent (OC) 13.8 22.66 4.26 32 18.19 0.1863 —

PHinfluent 6.75 7.81 0.22 8.56 0.0493 —0.4097 —

TSSinfluent (mg Lfl) 363 502.09 82.94 800 6880.59 0.9739 —
BODjnfluent (mg Lfl) 380 497.51 73.86 840 5455.643 1.19157 —
CODinfluent (mg Lfl) 720 992.13 156.51 1520 24 496.8 0.80963 —

Teffluent (OC) 14 22.60 4.24 31 17.98 0.1854 =37 °C
PHeftiuent 7.06 7.92 0.22 8.31 0.0493 —0.4073 6.5-8.5
TSSeffiuent (Mg L) 42 113.21 40.24 300 1618.94 1.137 =30 mgL~"
BODesfiuent (mg Lfl) 40 102.88 34.76 230 1208.57 0.5603 =30 mg Lt
CODeffluent (mg Lfl) 53 228.42 75.73 412 5735.49 0.2755 =125 mg Lt
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2.3.1 RF. Random forest is a popular supervised machine
learning method in water resource applications that combines
classification and regression trees, with bagging and randomi-
zation techniques to generate more accurate predictions.
Bagging involves creating a bootstrap sample from the real
dataset and training the model ntree times using that sample.
The prediction from bagging serves as the mean forecast made
by ntree trained models. Randomization selects variables
responsible for data partitioning at random to reduce the
correlation between trees and decrease variation in predictions.
RF is particularly user-friendly because it can process high-
dimensional data without feature selection, is immune to noise,
and has fast training speeds.”® In Python, the scikit-learn library
offers a comprehensive implementation of the RF model,
rendering the training process accessible and straightforward.
In our study, we sought to harness the full potential of the RF
model by employing model tuning techniques. Specifically, we
focused on altering two key hyperparameters during the
training process:

e ntree (number of trees): we experimented with different
values for the number of trees in the ensemble. After careful
evaluation, it was determined that setting ntree = 300 resulted
in the most favorable outcomes.

e mtry (number of variables for splitting): we also varied the
number of variables considered for splitting at each tree node.
Our findings indicated that setting mtry = 13 yielded the best
results, characterized by the smallest out-of-bag error.

By fine-tuning these parameters, we aimed to enhance the
predictive performance of our RF model, aligning it with the
specific requirements of wastewater indicator prediction.****

2.3.2 XGBoost. XGBoost is a popular technique in data
mining projects™ due to its ability to create many shallow
decision trees that produce high accuracy predictions when
combined. Regularization is used in XGBoost to prevent
overfitting by minimizing an objective function and taking
care of the loss function.” The model's hyperparameters, such
as Eta, gamma, max depth, min child weight, nrounds, col-
sample bytree, and subsample, can be adjusted to optimize the
XGBoost model.*® In this study, we employed the XGBoost
model for wastewater indicator prediction, a powerful and
widely adopted gradient boosting algorithm. To optimize the
performance of the XGBoost model, a thorough process of
hyperparameter fine-tuning was conducted. The objective was
to determine the ideal combination of hyperparameter values
that would yield the most accurate predictions. After extensive
experimentation and evaluation, the following hyper-
parameter values were selected based on their ability to
minimize the root mean square error across all experimental
groupings:

e Eta (learning rate): 0.07

e Gamma (minimum loss reduction to make a further
partition on the leaf node): 0.5

e Max depth of trees: 4

e Min child weight (minimum sum of instance weight
hessian to make a partition): 500

e Number of rounds (boosting iterations): 0.7

© 2024 The Author(s). Published by the Royal Society of Chemistry
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e Colsample bytree (fraction of features used in each boost-
ing round): 0.7

e Subsample (fraction of data used in each boosting round):
0.7

These specific hyperparameter values were chosen as they
consistently produced the lowest root mean square error values
across all experimental groups. This thorough fine-tuning
process ensured that the XGBoost model was optimized to
deliver the highest predictive accuracy for wastewater indicator
forecasting in the context of the Gaza wastewater treatment
plant. It exemplifies the rigorous approach we undertook to
enhance the model's performance and its utility in the present
applications.

2.3.3 Gaussian process regression (GPR). Gaussian process
regression is a supervised learning technique that is commonly
used to solve regression and probabilistic classification prob-
lems. The name “Gaussian process” is derived from the fact that
each Gaussian process is essentially an infinite-dimensional
extension of multivariate Gaussian distributions.*” In this
article, the focus is on Gaussian processes used for regression
purposes, which is known as Gaussian process regression. GPR
has been applied to solve a diverse range of real-world prob-
lems, spanning various fields such as materials science,
chemistry, engineering, environmental sciences, physics, and
biology. In our specific study, we harnessed the power of GPR to
tackle the task of optimizing the prediction performance for the
variable ‘k.’ To accomplish this, we employed a systematic
approach known as GridSearchCV, which is used for hyper-
parameter tuning. This technique enabled us to fine-tune the
hyperparameters of the Gaussian process regression model,
ultimately seeking to achieve the highest prediction accuracy
for ‘k.” Through our analysis, we identified that the optimal
values for the basis function constant and the exponential
kernel function were achieved when exploring a range of values
for ‘k’, specifically set within the range of 1 to 10. This careful
parameter tuning process allowed us to extract the most
meaningful information from our data and enhance the
predictive capabilities of the GPR model, resulting in more
accurate and reliable predictions. The utilization of Grid-
SearchCV showcased our commitment to rigorously optimizing
the GPR model to suit the specific requirements of our study,
ultimately yielding robust and meaningful insights.

2.3.4 LightGBM. The gradient boosting decision tree
(GBDT) is an ensemble ML technique that utilizes multiple
decision trees as base learners. GBDT is based on the classifi-
cation and regression tree (CART) function and is implemented
through LightGBM, which is an effective framework. GBDT is
proposed with a graph-based algorithm, a gradient-based one-
sided sampling algorithm, and an exclusive feature aggregation
algorithm. These algorithms speed up the model training
without compromising prediction accuracy or increasing
memory loss.*® However, GBDT's iteration process can result in
slow training speed and large memory consumption. The
chosen evaluation metrics for assessing the model's perfor-
mance were set to include ‘11’ and ‘12, enabling a comprehen-
sive assessment of model and robustness.
Additionally, thoughtfully

accuracy

several hyperparameters were

Environ. Sci: Adv, 2024, 3,132-144 | 135


http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d3va00170a

Open Access Article. Published on 20 1445. Downloaded on 25/08/47 04:50:00 .

Thisarticleislicensed under a Creative Commons Attribution 3.0 Unported Licence.

(cc)

Environmental Science: Advances

configured to achieve the best results: learning rate: 0.005,
feature fraction: 0.9, bagging fraction: 0.7, bagging frequency:
10, verbose: 0, max depth: 8, num leaves: 128, max bin: 512, and
num iterations: 100 000. These accurately chosen hyper-
parameters and configurations collectively contributed to the
model's ability to perform reasonably in predicting wastewater
indicators. Their selection was driven by a keen understanding
of the dataset and the nuances of the problem at hand. This
comprehensive approach showcases our devotion to achieving
the highest predictive accuracy and reliability using LightGBM.

2.4 Dataset quality and size effects on ML model
performance

The quality and size of the dataset have a significant impact on
the created model's superiority. Data must contain an adequate
number of samples and must accurately reflect the complete
range of all potential situations. For instance, in processes that
are tied to the environment, the source dataset should comprise
at least a full year's worth of measured data to guarantee that all
seasonal influences are accounted for in the data. Large and
representative subsets of data are needed for both training and
validation in order for a model to be developed efficiently. Based
on the platform of Python 3.9.7, the influent temperature,
influent pH, influent TSS, influent COD and influent BOD were
taken as an array to train the ML models. One year's worth of
data from 2020 was utilized for both the training and testing
stages. In this study, four machine learning algorithms were
used including LightGBM, XGB, GPR, and RF to predict the
effluent TSS.s, effluent CODgg and effluent BODg concentra-
tions of the Gaza wastewater treatment plant (Sheikh Ejleen
WWTP). Before the suggested ML approaches were finalized, all
the models underwent preliminary training to develop their
ideal architectures. In this study, the split ratios of 80:20, 70:
30, and 75:25 are initially used with the current dataset, with
the dataset division being determined based on the minimal
RMSE value reached through trial and error. The majority of the
models got the lowest prediction errors during the training
procedure with a dataset partition of 70:30. 252 readings, or
70% of the whole dataset, and 108 readings, or 30% of it, are
used for training (calibration) and testing (validation), respec-
tively, based on the findings. However, K-fold cross validation
(CV), which has become widely used in multiple modeling
linked to water resource studies, is used to verify the model
hyper-parameter optimization.*** However, in the current
study, the model generalization error is assessed using K-fold
cross-validation with a K value of 5 (i.e., k = 5) in order to
enhance the performance of the suggested models.

2.5 Model performance evaluation

The accuracy of the model during training and testing is eval-
uated in this study using the root means square error (RMSE),
mean absolute error (MAE), mean absolute percentage error
(MAPE), and correlation coefficient (CC). A low MAPE number
indicates high model fidelity, and vice versa.”> The mathemat-
ical formulations for the numerous metrics used are as follows.
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RMSE =, [— (Xx — Yi) (1)
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where X; = observed value and Y; = predicted value.
1 n
N S @

k=1

where n is the number of error values; X is the actual obser-
vation time series values and Y; is the predicted time series
values.

Xy — Yy
MAPE = — 3
= Z ()

> (% -%) (Y- 7)
chy _ k=1 (4)
2 n _\2
> (-x) 2 (v-7)
Y=1

where X; = actual observation time series values, Y; = predicted

time series values and N = is the number of error values

3 Results and discussion
3.1 WWTP data and correlation matrix analysis

Wastewater quality data was collected and utilised to train
multiple machine learning (ML) algorithms for predicting BOD,
COD, and TSS in wastewater effluents from the Gaza wastewater
treatment plant. The data was entered into Microsoft Excel
sheets, uploaded to Python version 3.9.7 software, and analysed
using statistical tools such as minimum (min), maximum
(max), mean, standard deviation, coefficient of variation, and
skewness. Additionally, the correlation coefficient was used to
measure the linear association among the wastewater quality
parameters. Table 1 summarises the statistical analysis of the
wastewater quality parameters used for training, and testing the
prediction models.

Table 1 shows that water temperature varied by season, with
influent ranging from 13.8 to 32 °C (mean 22.66 °C) and effluent
ranging from 14 to 31 °C (mean 22.60 °C). Bacterial activity was
promoted by a drop in temperature. Influent pH (6.75-8.56,
mean 7.81) met WHO standards, while effluent pH (7.06-8.31,
mean 7.92) decreased indicating treatment. Influent BOD (380-
840 mg L', mean 497.51 mg L") was high due to organic
materials, while effluent BOD (40-230 mg L™ ", mean 102.88 mg
L") showed successful biodegradation. Effluent COD (53-412
mg L', mean 228.42 mg L") and TSS (42-300 mg L™', mean
113.21 mg L") were lower than influent due to treatment,
though interference-causing substances may have affected
COD. Insufficient sludge settlement caused high effluent TSS.
Overall, the treatment plant was able to remove approximately
79.32% BOD, 77% COD, and 77.45% TSS, which decreased
compared to historical data from previous years. This decline
was due to miscalculations in design criteria, increased load,
and maintenance issues. Currently, removal efficiencies range
from 80-85% for BOD, COD, and TSS.

© 2024 The Author(s). Published by the Royal Society of Chemistry
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Temp. pH TSSins CODjp¢ BOD; ¢ TSSetr CODgg BOD,¢¢

Temp. 1.000
pH 0.345 1.000
TSS —0.012 0.13 1.000
COoD —0.059 0.045 0.8 1.000
BOD 0.077 0.15 0.69 0.84 1.000
TSSeg —0.32 —0.048 0.023 —0.052 —0.18 1.000
CODggt —0.44 —0.45 —0.0065 0.062 —0.19 0.72 1.000
BOD¢g —0.48 —0.45 —0.017 0.014 —0.22 0.77 0.95 1.000

The treatment process in the Gaza wastewater treatment Table 3 Predictive index of TSSef
plant showed acceptable performance when it is compared with -
the wastewater treatment plant in Sidi Bel Abbes city in north- Model RMSE (mg L )  MAE ce MAPE (%)
western Algeria. The station operated with removal efficiencies gg
higher than 91% for biological oxygen demand (BOD), chemical Training dataset ~ 10.29 761  0.979 5.02
oxygen demand (COD) and total suspended solids (TSS) and Testing dataset 20.82 10.19  0.932 6.70
produced high quality effluent.’* The study of correlation coef- GPR
ficient mostly measures the association between two or more Training dataset 761 6.63 0.985 451
functionally independent variables. The values of correlation  egting dataset 18.28 265  0.964 5.07
coefficient during this study are calculated using Python 3.9.7
software (Table 2). Pearson's correlation was used to detect XGB
linear associations between various variables. Effluent BOD is 1raining dataset  13.51 8.86  0.977 5.84
inversely correlated with influent 7, pH, BOD, and TSS and Testing dataset 24.58 12.82 0.916 8.49
positively correlated with effluent COD and TSS. Effluent COD is  yjohtGBM
inversely correlated with influent T, pH, BOD, TSS and positively  Training dataset ~ 17.72 10.57  0.955 6.97
correlated with effluent BOD and TSS. Effluent TSS is positively ~ Testing dataset 32.66 1777 0.890  11.77

correlated with effluent BOD, COD and influent TSS and
inversely correlated with influent T, pH, BOD and COD. Effluent
BOD is found to be strongly correlated with effluent COD and
TSS (r = 0.95 and 0.77) and moderately to weakly correlated with
influent 7, pH, BOD, COD and TSS. Effluent COD is correlated
moderately to weakly with influent 7, BOD, COD, and pH and
poorly with influent TSS and correlated strongly with effluent
BOD and TSS (r = 0.95 and 0.72). Effluent TSS is found to be
strongly correlated with effluent BOD and COD (r = 0.77 and
0.72) and is correlated moderately to weakly with influent T and
poorly with influent pH, BOD, COD and TSS.

3.2 Machine learning prediction results

In this study, four different machine learning algorithms were
employed to predict the effluent quality of the Gaza wastewater
treatment plant, specifically the BOD, COD, and TSS indicators.
The performance of the machine learning predictions is
subsequently evaluated in the following sections.

3.2.1 Effluent TSS prediction. Table 3 presents the results
obtained in terms of RMSE, MAE, CC, and MAPE values with the
training and testing datasets for the prediction of TSSck
concentration. Comparison of these values indicates a slight
improvement in wastewater treatment plant performance with
the adjusted GRP [RMSE = (7.61-18.28 mg L"), MAE = (6.83-
7.65), CC = (0.985-0.964) and MAPE = (4.51-5.07%)] as
compared to the RF [RMSE = (10.24-20.82 mg L™ '), MAE =
(7.61-10.14), CC = (0.974-0.932) and MAPE = (5.02-6.70%)],
XGB [RSME = (13.51-24.58), MAE = (8.86-12.82), CC = (0.977-

© 2024 The Author(s). Published by the Royal Society of Chemistry

0.916), and MAPE = (5.84-8.49%)], and MAPE = (6.30-11.10%)]
and LightGBM [RMSE = (17.72-32.66 mg L"), MAE = (10.57-
17.77), CC = (0.955-0.890) and MAPE = (6.97-11.77%).

Based on the results obtained, it is evident that the GPR
model outperforms other regression models in terms of effi-
ciency. However, the RF and XGB models also show good
performance in predicting the effluent TSS concentration, while
the LightGBM model has slightly lower performance when
compared to the aforementioned models (as shown in Table 3).
In this study, supervised learning-based algorithms, namely
GPR, FR, XGB, and LightGBM, were trained and tested, and
their performances were compared to determine the best
prediction model. As presented in Table 3, the GPR model
showed the highest accuracy during model training with an
RMSE of 7.61 mg L™, MAE of 6.83, R of 0.985, and MAPE of
4.51% compared to other models, indicating that the GPR
algorithm performs well with the current dataset. Additionally,
during model testing, the GPR-based prediction model
demonstrated the highest accuracy compared to the other three
ML models with an RMSE of 18.28 mg L', MAE of 7.65, R of
0.964, and MAPE of 5.07% (Table 3).

To better understand the accuracy of the developed models,
a scatter plot is made from the fit line of the best-obtained
model (Fig. 1). Fig. 1 shows the distribution of the effluent TSS
predicted values of the developed models with respect to the
test values, which are closer to the best-fit line in the case of the
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Fig. 1 A scatter plot of used ML models for predicting the effluent TSS during the testing phase.

Table 4 Predictive index of CODg¢

Model RMSE MAE CC MAPE
RF

Training dataset 32.64 14.60 0.956 4.77
Testing dataset 44.61 23.72 0.910 8.52
GPR

Training dataset 29.61 10.06 0.967 3.29
Testing dataset 34.12 14.44 0.950 5.18
XGB

Training dataset 35.26 17.47 0.952 5.71
Testing dataset 46.32 27.74 0.901 9.96
LightGBM

Training dataset 38.92 23.73 0.921 7.75
Testing dataset 48.33 28.94 0.892 10.39

GPR model than the others, confirming the validity of the
developed GPR model. From the figure it can be seen that the
performance of GPR is slightly better than those of RF and XGB
where these two models showed better performance than
LightGBM. In general, the GPR model agreed well with the

138 | Environ. Sci.: Adv., 2024, 3, 132-144

actual values in the testing phase, while this was not the case for
the LightGBM model. The LightGBM model obtained the
weakest performance in the training and testing phases. Based
on the obtained CC values, the performance of the predictive
models in the present study followed the order of GPR > RF >
XGB > LightGBM. In comparison to the study conducted by
Hamada et al. (2018)** where they utilized an MLP neural
network model to predict the average monthly wastewater
quality in the GWWT plant, our study took a different approach.
Hamada's model had an RMSE of 37.38 mg L™', an R-value of
0.765, and an MAPE of 26.33% for TSS predictions during
testing. In contrast, our study focused on predicting wastewater
quality indicators one day ahead and employed a variety of
methods. Remarkably, our findings revealed that the models we
developed outperformed Hamada et al's MLP model when
applied to the same study area. This suggests that our approach
achieved superior accuracy in predicting wastewater quality,
particularly in the context of TSS concentration. Furthermore,
when comparing our study with other previous studies®* it
becomes evident that our predictive models consistently
demonstrated good and satisfactory performance levels, sup-
porting their effectiveness in enhancing wastewater quality
prediction.

© 2024 The Author(s). Published by the Royal Society of Chemistry
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Fig. 2 A scatter plot of ML models for predicting the effluent COD during the testing phase.

3.2.2 Effluent COD prediction. Table 4 lists the outcomes
for the prediction of COD¢s concentration using the training
and testing datasets in terms of RMSE, MAE, CC, and MAPE
values. Comparison of these figures shows that wastewater
treatment plant performance with the altered GPR has some-
what improved [RMSE = (29.61-34.12 mg L"), MAE = (10.06-
14.44), CC = (0.967-0.950) and MAPE = (3.29-5.18%)] as
compared to the RF [RMSE = (32.64-44.61 mg L™ '), MAE =
(4.77-8.52), CC = (0.934-0.806) and MAPE = (4.77-8.52%)], XGB
[RMSE = (35.26-46.32 mg L"), MAE = (17.47-27.74), CC =
(0.952-0.901), and MAPE = (5.71-9.96%)] and LightGBM [RMSE
= (38.92-48.33 mg L™ '), MAE = (23.73-28.94), CC = (0.921-
0.891) and MAPE = (7.75-10.39%)]. Based on the results ob-
tained, the GPR model outperformed other regression models
such as RF, XGB, and LightGBM in predicting the effluent COD
concentration, as indicated in Table 4. Various supervised
learning-based algorithms were trained and validated to find
the most suitable predictive model for the study. The GPR
model showed the highest accuracy in terms of RMSE (29.61 mg
L '), MAE (10.06), CC (0.967), and MAPE (3.29%) during model
training, indicating its superior performance over the other
models for the given datasets. Additionally, during model

© 2024 The Author(s). Published by the Royal Society of Chemistry

testing, the GPR-based prediction model demonstrated better
accuracy compared to the other five ML models, with RMSE of
34.12 mg L', MAE of 14.44, CC of 0.950, and MAPE of 5.18%
(Table 4).

Table 5 Predictive index of BOD¢

Model RMSE MAE R MAPE
RF

Training dataset 11.35 6.85 0.980 4.68
Testing dataset 19.43 14.62 0.943 10.78
GRP

Training dataset 6.15 3.24 0.990 2.21
Testing dataset 13.69 6.41 0.975 4.72
XGB

Training dataset 9.65 4.81 0.973 3.29
Testing dataset 17.76 11.15 0.954 8.22
LightGBM

Training dataset 17.70 11.76 0.906 8.04
Testing dataset 27.72 19.10 0.883 14.09
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To gain a better understanding of the accuracy of the
developed models, a scatter plot was generated using the fit line
of the best model obtained (Fig. 2). The scatter plot in Fig. 4
displays the predicted effluent COD values of the established
models against the test values. It is observed that the GPR
model's predicted values are closely aligned with the best-fit line
compared to the other models, suggesting the GPR model's
suitability. From the figure it can be seen that the performance
of GPR is slightly better than RF where these two models
showed better performance than XGB and LightGBM. In
general, the GPR model agreed well with the real values in the
testing stage, while this was not the case for the XGB and
LightGBM models. The XGB and LightGBM models attained the
weakest performance in the training and testing stages. Based
on the attained CC values, the performance of the predictive
models in the current study followed the order of GPR > RF >
XGB > LightGBM. In contrast to the 2018 study by Hamada et al.
2018, which employed an MLP neural network model to esti-
mate the average monthly wastewater quality indicators at the
GWWT plant, our study took a different approach. Hamada's
model resulted in an RMSE of 59.48 mg L™, an R value of 0.754,
and an MAPE of 26.29% for predicting COD during testing. Our
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study focused on predicting wastewater quality indicators one
day ahead, employing various techniques, all applied to the
same study area. The results we obtained clearly demonstrate
that the models we developed outperformed the MLP model
used in the earlier study by Hamada et al. This highlights the
improved accuracy and performance achieved by our approach
in predicting wastewater quality, especially in terms of COD
concentration. Furthermore, when we compare our study's
predictive capabilities with those of previous works,*** it is
evident that our models consistently delivered good and satis-
factory results, further emphasizing their effectiveness in
enhancing the prediction of effluent COD concentration.

3.2.3 Effluent BOD prediction. The results for the predic-
tion of BODg concentration using the training and testing
datasets are presented in Table 5 in terms of RMSE, MAE, CC,
and MAPE values. These values indicate that the altered GPR
slightly improves the performance of the wastewater treatment
facility [RMSE = (6.15-13.69 mg L"), MAE = (3.24-6.41), CC =
(0.990-0.975) and MAPE = (2.21-4.72%)] as compared to XGB
[RMSE = (9.69-17.76 mg L), MAE = (4.81-11.15), CC = (0.973~
0.954) and MAPE = (3.29-8.22%)], RF [RSME = (11.35-19.43),
MAE = (6.85-14.62), CC = (0.980-0.943), and MAPE = (4.68-
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Fig. 3 A scatter plot of ML models for predicting the effluent BOD during the testing phase.
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10.78%)], and LightGBM [RMSE = (17.70-27.72 mg L"), MAE =
(11.76-19.10), CC = (0.906-0.883) and MAPE = (8.04-14.09%).
The results suggest that the GPR model is the most effective
regression model, although XGB, and RF also performed well in
predicting the effluent BOD concentration. However, the RF and
LightGBM algorithms had slightly lower performance
compared to the other models (as shown in Table 5). To
determine the optimal forecasting model, this study trained
and validated supervised learning-based algorithm prediction
models (GPR, FR, XGB, and LightGBM). Table 5 indicates that
the GPR model achieved the highest accuracy in terms of RMSE
(6.15 mg L"), MAE (3.24), CC (0.990), and MAPE (2.21%),
demonstrating that the GPR algorithm is well-suited to the
available datasets. Furthermore, during model testing, the GPR-
based prediction model exhibited the greatest accuracy in terms
of RMSE (13.69 mg L"), MAE (6.41), CC (0.975), and MAPE
(4.72%) in comparison to the other five ML models (Table 5).
To better comprehend the accuracy of the developed models,
a scatter plot is made from the best fit line of the best models
between the predicted and actual values of BOD.g concentra-
tions (Fig. 3). Fig. 3 shows the distribution of the produced
model's prediction of effluent BOD values in relation to the test
values. The developed GPR model's validity is supported by the
fact that it is more closely related to the best-fit line than the
others. As can be observed from the figure, GPR outperforms
XGB and RF, whereas these two models both perform better
than LightGBM. The GPR model, in contrast to the LightGBM
model, generally agreed well with the real values during the

GPR model for predicting effluent TSS
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testing stage. In the training and testing phases, it was discov-
ered that the LightGBM model had the worst performance.
Based on the obtained CC values, the prediction models in the
current study performed in the following order: GPR > XGB > RF
> LightGBM. In contrast to Hamada et al. 2018 study, where they
used an MLP neural network model to predict the average
monthly wastewater quality indicators at the GWWT plant and
achieved an RMSE of 29.69 mg L™ ', an R-value of 0.78, and an
MAPE of 25.45% for BOD predictions during testing, our study
took a different approach. Our study focused on predicting
wastewater quality indicators one day ahead for the same study
area, using alternative methods. The results of our work clearly
demonstrate that the models we developed performed better
than the MLP model employed in Hamada et al.'s previous
research. However, when we compare our study's performance
with that of other prior studies,”>** it is evident that the
predictions for effluent BOD concentration obtained in this
study are generally of good and satisfactory quality, strength-
ening the effectiveness of our approach in improving the
accuracy of BOD concentration prediction.

3.3 Sensitivity of input variables

The results of four machine learning models that approximate
the best predictive model are further examined in terms of how
sensitive the prediction results are to the input parameters.
Thus, Fig. 4 shows the sensitivity ranking for the performance
of the input parameters from the good obtained predictive
models to the TSS, COD and BOD concentrations for the

GPR model for predicting effluent COD
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Importance of input variables for GPR-based prediction of effluent TSS, COD, and BOD.
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effluent. It shows the importance of the input variables to the
model predictions. In the GPR case in prediction of TSS
effluent, the temperature and pH were the most important
parameters, followed by the BOD influent, COD influent and
TSS influent of inflow water. In the GPR case in prediction of
COD effluent, the temperature and pH were the most important
parameters, followed by the BOD influent, COD influent and
TSS influent of inflow water. On the other hand, the three most
considerable parameters for the GPR model were temperature,
PpH, and BOD influent. The most crucial operational variables
for bacterial growth at the Gaza wastewater plant's aeration
wastewater treatment system are temperature and pH, which
could have an impact on how effectively BOD, COD, and TSS are
removed from the wastewater.

As a result, it is acceptable to conclude that temperature and
PH are the two factors that have the most impact on machine
learning models' ability to forecast the BOD, COD, and TSS
contents of effluent. Additionally, the concentrations of BOD,
COD, and TSS in the influent were a crucial input factor because
they have an immediate impact on the value of BOD, COD, and
TSS effluent that is introduced into the wastewater treatment
process. Therefore, based on the assessment of characteristics
of the treatment process in the Gaza wastewater treatment
plant, it could be discovered that the GPR model may lead to
a more reasonable model than RF, XGB, and LightGBM. By
altering the most physically linked parameters compared to the
other ML models, the more reasonable physical relation-based
GRP model could be a more dependable model to apply on the
avoidance of the high BOD, COD, and TSS concentrations
impact management on the system. The highest-ranking
parameters of RF, XGB, GPR, and LightGBM were temperature
and pH. Machine learning models don't have to express all the
physical meaning through the input and output variables, as we
can still see this from the results of sensitivity analysis. More-
over, the results of this study's final effect values demonstrated
that there was little variation across all variables in RF, XGB,
and LightGBM. Compared to the other models utilized in this
study for process control, GPR demonstrated outcomes that
were more trustworthy and reasonable.

4 Conclusions

The statistical analysis of data shows that the Gaza wastewater
treatment plant is not meeting discharge limits, posing a threat
to the environment. Despite this, the plant removed 79.32%,
77%, and 77.45% of BOD, COD, and TSS from sewage in 2020
using existing infrastructure. Currently, 80-85% of these
pollutants are removed due to reduced wastewater volume and
routine maintenance.

Artificial intelligence techniques are an alternative to linear
methods. In this research, the capability of GPR, SVM, RF, MLP-
NN, XGB and LightGBM methods in the prediction of BODg,
CODg¢, and TSSee parameters from daily data of the Gaza
wastewater treatment plant was evaluated. According to the
results, the performance of the GPR model in estimating the
daily BOD, COD, and TSS parameters of the effluent quality of
the wastewater treatment plant is acceptable according to the
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RMSE, MAE, MAPE, and CC values of the testing dataset which
are (18.28), (7.6), (5.07%) and (0.964) for BOD., (34.12), (14.44),
(5.18%) and (0.950) for COD.¢ and (13.69), (6.41), (4.72%) and
(0.975) for TSSgr, respectively. The GPR model in predicting
TSSetr, BODegr and COD.g shows better performance than the
other models developed during this study. Further sensitivity
tests of the effect of the input parameters on the developed ML
models were performed for the best network. The following list
is provided in order of how each input parameter affects the
consequences of the training and testing data for predicting the
BOD, COD, and TSS indicators: Tempins > pHins > BODjus >
CODju¢ > TSSinr. It is obvious that the temperature and pH
parameters have the greatest impact on the developed ML
models. However, this study has shown that using machine
learning models as early warning systems for water quality
control in wastewater treatment could be a reliable approach.
To increase the precision of the suggested machine learning
models, long-term modeling for the input value sampling may
be recommended in the future.

Hamada et al. (2018)* predicted monthly average wastewater
indicators at the GWWT plant using an MLP neural network
with RMSEs of 29.69, 59.48, and 37.38 mg L ™", R values of 0.784,
0.759, and 0.765, and MAPEs of 25.45%, 26.29%, and 26.33%
for BOD, COD, and TSS. In contrast, we used four ML tech-
niques to predict wastewater quality indicators one day ahead
for the same study area, and the developed models in this study
outperformed the MLP model. Nonetheless, our BOD, COD, and
TSS effluent concentration predictions were generally reliable
and accurate when compared to previous studies.
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