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Investigating the influence of oriented external
electric fields on modulating spin-transition
temperatures in Fe(II) SCO complexes: a theoretical
perspective†
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Spin-crossover complexes, valued for their bistability, are extensively studied due to their numerous poten-

tial applications. A primary challenge in this molecular class is to identify effective methods to adjust the

spin-transition temperature, which frequently falls outside the desired temperature range. This typically

necessitates intricate chemical design and synthesis or the use of stimuli such as light or pressure, each

introducing its own set of challenges for integrating these molecules into end-user applications. In this

work, we aim to address this challenge using an oriented external electric field (OEEF) as one stimulus to

modulate the spin-transition temperatures. For this purpose, we have employed both periodic and non-per-

iodic calculations on three well-characterised Fe(II) SCO complexes, namely [Fe(phen)2(NCS)2] (1, phen =

1,10-phenanthroline), [Fe(bt)2(NCS)2] (2, bt = 2,2’-bi-2-thiazoline) and [Fe(py)2phen(NCS)2] (3, py = pyridine)

possessing a similar structural motif of {FeN4N’2}. To begin with, DFT calculations employing the TPSSh

functional were performed on complexes 1 to 3, and the estimated low-spin (LS) and high-spin (HS) gaps

are 24.6, 15.3 and 15.4 kJ mol−1, and these are in the range expected for Fe(II) SCO complexes. In the next

step, an OEEF was applied in the molecule along the pseudo-C2 axis that bisects two coordinated –NCS

groups. Application of an OEEF was found to increase the Fe-ligand bond length and found to affect the

spin-transition at the particular applied OEEF. While the HS state of 1 becomes the ground state at an

applied field of 0.514 V Å−1, the LS state lies at a higher energy of 1.3 kJ mol−1. Similarly, complexes 2 and 3

also show the HS ground state at an applied field of 0.514 V Å−1, where the LS state stays at higher energies

of 6.13 and 11.62 kJ mol−1, respectively. It is found that the overall change in enthalpy (ΔHHL) and entropy

(ΔSHL) for the spin transition in the presence of OEEFs decreases upon increasing the strength of the

applied field. The computed spin-transition temperature (T1/2) using DFT was found to be in close agree-

ment with the experimentally reported values. It is estimated that on increasing the strength of the applied

electric field, the T1/2 increases significantly. While the DFT computed T1/2 values for the optimised geome-

try of 1, 2 and 3 were found to be 134.6 K, 159.9 K and 111.4 K respectively, at the applied field of 0.6425 V

Å−1 T1/2 increases up to 187.3 K, 211.0 K and 184.4 K respectively, unveiling an hitherto unknown strategy to

tune the T1/2 values. A limited benchmarking was performed with five additional exchange–correlation

functionals: PBE, BLYP, B3LYP*, B3LYP, and PBE0. These functionals were found to be unsuitable for pre-

dicting the correct SCO behaviour for complex 2, and their behaviour under various electric fields did not

improve. This emphasises the importance of choosing the correct functional at zero OEEF prior to testing

them under various electric fields. Furthermore, calculations were performed with complex 1 adsorbed on

the Au(111) surface. The formation of an Au–S bond during adsorption significantly stabilises the low-spin

(LS) state, hindering the observation of spin-crossover (SCO) behaviour. Nonetheless, the application of an

OEEF reduces this gap and brings the T1/2 value closer to the desired temperature. This offers a novel post-

fabrication strategy for attaining SCO properties at the interface.

Introduction

Spin-crossover complexes (SCO) are a class of transition metal
compounds characterised by their ability to switch between
two distinct spin states: low spin (LS) and high spin (HS). This
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bistability is a key feature of SCO, allowing for manipulation
through external stimuli like temperature, light, and mag-
netic fields. The transition between these spin states can
have significant effects on the properties and behaviour of
SCO compounds, making them promising candidates for
various applications such as molecular switches, sensors,
and data storage devices. The ability to control the spin state
of these complexes offers exciting opportunities for the devel-
opment of novel materials with tailored magnetic and elec-
tronic properties.1–7 The spin state switching of SCO mole-
cules involves changes in various properties such as geo-
metrical, optical, mechanical, magnetic and electric pro-
perties. Among others, the Fe(II) SCO molecules with an octa-
hedral ligand field are found to be most common, where at
lower temperatures they have a diamagnetic S = 0 spin state
while at higher temperatures they occupy the paramagnetic
HS state (S = 2), thanks to a smaller difference between the
pairing energy and the crystal field splitting.8–11 The bistable
nature of SCO molecules makes them prominent candidates
for memory storage devices12–14 and room-temperature mole-
cular spintronic devices.15–18 The existence of room-tempera-
ture magnetic moment in these molecules could also be
exploited for molecular transistor-based quantum infor-
mation devices.19–21 The technological applications of the
SCO complex would require the immobilisation of the system
by fabricating it on the surface.22–25 However as demonstrated
in the majority of the cases, the SCO properties observed
both in the solid state and in solution are not transferable on
the surfaces.26 This is correlated with the nature of the
surface, with metallic surfaces particularly prone to the loss
of SCO properties while other surfaces such as MoS2/boron-
nitride are shown to retain the properties in the examples
studied.16,27,28 Recently, Sánchez-de-Armas and colleagues
investigated the deposition of [Fe(phen)2(NCS)2] molecules
on Au(111), Cu(111), and Ag(111) surfaces. Their findings
suggest that this deposition process leads to larger energy

differences between the high-spin (HS) and low-spin (LS)
states (ΔEHL), thereby reducing the probability of the spin
transition occurring.26 Another hurdle with the applications
of SCO systems in electronic/spintronic devices is in choosing
the source of external stimuli which induce the spin-cross-
over properties. Temperature/light as external stimuli are not
always the preferred source as they cannot realize the con-
trolled transition, and the full conversion from LS to HS
states is challenging to achieve. Other stimuli generally
employed, such as pressure, have practical implementation
difficulties.29

We have recently shown that an electric field can be
employed to modulate the magnetic properties of lanthanide-
based single-molecule magnets (SMMs) wherein if an
oriented external electric field (OEEF) is applied along a par-
ticular bond, the strength of metal–ligand bonding can be
manipulated. As the difference in energy between HS and LS
complexes in the SCO system stems primarily from the
metal–ligand bonding, we envisage that an OEEF can be a
useful stimulus to affect the LS to HS transition.30 There are
several advantages in employing an OEEF over the existing
stimuli such as (i) a controlled and precise spin transition as
electric fields/pulses can be delivered in short temporal
space,31 (ii) a faster spin transition compared to thermal acti-
vation,32 (iii) requirement of lower energy inputs compared to
thermal methods, (iv) greater compatibility with solid-state
electronic devices33 and (v) facilitating the miniaturisation of
electronic devices.34 In this regard, the work of Bousseksou
and co-workers gains attention as they have shown recently
that the application of an unidirectional electric field of 40
kV cm−1 (4.0 × 10−4 V Å−1) in [Fe(Htrz)2(trz)](BF4) within the
thermal hysteresis region leads to a spin transition from the
metastable HS to stable LS state.35 The applications of exter-
nal electric fields have also been explored in other fields,
such as in enhancing the magnetisation reversal barrier of
SMMs,36–38 C–H bond activation,39 CO2 reduction,40 Diels–

Scheme 1 (a) A schematic representation of the Diels–Alder reaction in the presence of a bias voltage from Coote and co-workers;74 (b) optimised
structure of 1@Au(111) along the direction of the OEEF applied. Colour code: Au, golden; S, pale yellow; N, blue; C, grey. Hydrogen atoms are
omitted for clarity. The green arrow shows the direction of the electric field. Fig. 1a reproduced from ref. 74 with permission from Springer Nature,
copyright 2016.
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Alder reactions41 (Scheme 1a), spin-electric coupling,42 etc.
Previously, Medforth and co-workers have shown that the
magnetic properties of manganese porphine alter upon
adsorption on the Au(111) surface; however, this can be par-
tially reversed by applying an electric potential.43

Despite such experimental precedents, how the metal–
ligand bonding and hence the LS and HS gap vary with respect
to the OEEF is not understood. More importantly, as this can
be delivered on the surface once the molecules are deposited,
it offers a rare opportunity to modulate molecules that do not
exhibit SCO on the surfaces. With this in mind, our goal here
is to perform a computational study of the SCO properties of
[Fe(phen)2(NCS)2]

44 (1, phen = 1,10-phenanthroline), [Fe
(bt)2(NCS)2]

45 (2, bt = 2,2′-bi-2-thiazoline) and [Fe(py)2phen
(NCS)2]

46 (3, py = pyridine) in the presence of OEEFs. We then
went one step further and studied the adsorption of 1 on the
Au(111) surface and explored the role of an OEEF at the mole-
cule–surface interface (Scheme 1b). Particularly, we aim to
answer the following intriguing questions: (i) is it possible to
tune the spin-transition temperature using an OEEF? (ii) how
do various thermodynamic parameters such as ΔH and ΔS
behave in controlling the SCO in the presence of an OEEF? (iii)
Is an OEEF a viable post-fabrication stimulus for tuning the
spin-transition temperatures of molecules adsorbed on the Au
(111) surface?

Computational methodology

Non-periodic density functional theory (DFT) calculations were
performed using the Gaussian 09 suite of programs (Revision
D.01).47 The geometries of all stationary points were relaxed
with no restriction using the unrestricted TPSSh hybrid func-
tional and def2SVP basis set unless otherwise mentioned.48

The choice of the methodology employed is based on the pre-
vious literature and benchmarking for similar molecules.49–52

To augment this further, we have also performed limited

benchmarking of the functional in the presence of an electric
field employing PBE,53 BLYP,54 B3LYP*,55,56 B3LYP,57 and
PBE058 functionals with a varying percent of HF exchange
(refs). Third-order dispersion corrections were implemented
throughout the calculations to account for the non-covalent
interactions.59

Vibrational frequency calculations were performed to
characterise the nature of all stationary points and to evalu-
ate several energy corrections such as zero-point energy
(ZPE), change in enthalpy (ΔH) and change in entropy (ΔS).
The effect of solvation has been incorporated by employing
the PCM solvation model60 using methanol as the solvent.
The effect of the electric field has been incorporated in the
calculations using the keyword “Field = M ± N” keyword
available in the Gaussian suite. The electric field is applied
along the Z-direction (FZ), i.e. along the line bisecting the S–
S distance and crossing the iron atom (see Fig. 1a, b and c).
The strength of the electric field has been varied between
−0.01× and +25 × 10−4 au (−0.5140 V Å−1 to +0.5140 V Å−1)
with a step size of 0.025 au (0.1285 V Å−1, note: 1 au =
51.4 V Å−1).

The adsorption behaviour of a single molecule on Au(111)
surfaces was investigated through periodic DFT calculations
utilising the Vienna ab initio simulation package (VASP)
code.61–63 These calculations employed the Generalized
Gradient Approximation (GGA) with the Perdew–Burke–
Ernzerhof (PBE)64 exchange–correlation functional and projec-
tor-augmented wave (PAW)65 potentials. To describe the loca-
lised 3d orbitals of Fe, an effective Hubbard term (Ueff ) of 1.7
eV was incorporated using Dudarev’s approach.66 The used
value, 1.7 eV, is consistent with Ueff values employed in pre-
vious calculations for the same SCO complex.67 When employ-
ing plane-wave basis sets, the DFT+U method emerges as a
feasible substitute for computationally demanding hybrid
approaches like the TPSSh functional. Extensive studies have
demonstrated its efficacy in achieving a favourable balance
between LS and HS states for SCO complexes involving both

Fig. 1 DFT optimised structures of (a) 1 (b) 2 and (c) 3. Here, the green arrow shows the Z-direction while the light blue arrow represents the direc-
tion of the applied electric field (Z-direction). Colour code: red, Fe; blue, N; grey, C; yellow, S. Hydrogen atoms are omitted for clarity.
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Fe(II) and Fe(III) metal centres.16,67,68 Valence electrons are
described using a plane-wave basis set with a cut-off of 500 eV,
and the Γ-point of the Brillouin zone is used.69 The optimised
bulk parameters for the Au(111) unit cell are a = b = c = 2.94 Å.
The Au (111) supercell consists of a three-layer slab made of a
6 × 6-unit cell (17.63 × 17.63 Å) with a 25 Å vacuum along the z
direction to avoid the interaction between the cells (see
Scheme 1b).

The Au atoms of the two lowest layers are kept fixed during
optimisation, while atoms of the upper layer are relaxed.
Electronic relaxation is carried out until the total energy
change between two consecutive steps falls below 10−6 eV,
while ionic relaxation continues until the Hellmann–Feynman
forces drop below 0.025 eV Å−1. van der Waals interactions are
incorporated using the Tkatchenko–Scheffler method.70 For
every adsorption configuration, we optimise two distinct mag-
netic states: one with S = 0, LS and the other with S = 2, HS.
The adsorption energies (Eads) are computed as Eads =
Eads_molecule − (Eslab + Emolecule). The energies of the slab (Eslab)
and the isolated molecule (Emolecule) are determined through
geometry optimisation calculations utilising the same super-
cell as the adsorbed molecule. This approach minimises
numerical inaccuracies. Hence, negative adsorption energies
signify bound states. The OEEFs were applied along the
Z-direction of the slab (similar to the pristine molecule) as
developed by Neugebauer and Scheffler using the set of key-
words EFIELD, IDIPOL and LDIPOL as implemented in the
VASP suite.71 Here, EFILD describes the amount of the electric
field applied in V Å−1, while IDIPOL suggests the direction of
the applied electric field. LDIPOL = .TRUE. sets the dipole cor-
rection onto the potential to avoid the interactions between
the periodically repeated images.72

Results and discussion
DFT optimised geometries and SCO properties of complexes 1,
2 and 3 in the absence/presence of OEEFs

To start with, we have performed non-periodic DFT optimi-
sation of pristine molecules 1, 2 and 3 at the TPSSh/def2SVP
level in the Gaussian suite in both LS and HS states (see
Fig. 1a, b and c).49–51 The optimised geometrical parameters
were in agreement with the X-ray structures (see Tables S1–
S6†). As expected, an increase in Fe–N bond length of ∼0.2 Å
was noted, as we move from LS to HS geometry. The d-orbital-
based crystal field splitting Δ(t2g–eg) for the LS geometry in 1, 2
and 3 was found to be 4.14 eV, 3.90 eV and 4.15 eV, respectively
(Table S7†). Similarly, in the HS geometry the gap was noted to
be 1.18 eV, 1.40 eV and 1.08 eV, respectively. The crystal field
suggests a stronger crystal field splitting in the LS due to stron-
ger and shorter Fe–N bonds (see Fig. S1E–S6†). The ΔEHL gap
of 35 kJ mol−1, 27 kJ mol−1 and 27 kJ mol−1 was found for
complexes 1–3, respectively. This is relatively larger than the
enthalpy of the bulk structure (Tables S8–S10†) reported from
experiments and this could be associated with the method-
ology employed/the lack of solid-state effects in our calcu-

lations. The zero-point-energy (ZPE) correction to the elec-
tronic energy yields ΔEHL gaps of 24.6 kJ mol−1, 15.3 kJ mol−1

and 15.4 kJ mol−1 for 1–3, respectively. It is clear from this gap
that ZPE correction favours the HS state by an average energy
of 10.9 (11.7, 11.3) kJ mol−1 for 1 (2 and 3). The computed
ΔHHL (ΔSHL) values for 1, 2 and 3 were found to be 5.2 kJ
mol−1, 6.1 kJ mol−1, and 4.9 kJ mol−1 (86.3 J mol−1 K−1, 83.9 J
mol−1 K−1, and 96.1 J mol−1 K−1) respectively. The computed
ΔSHL values were found to be significantly overestimated com-
pared to experiments, but the ΔHHL values are in reasonable
agreement with experiments along with the predicted trend.
The overestimation of the entropy corrections obtained from
computed vibrations is one of the known problems of the
DFT, irrespective of the nature of the exchange–correlation
functionals52,73 (see Table 1).

The Eigen-value plot for complexes 1–3, both in the HS and
LS states, as depicted in Fig. S1–S6,† unveils intriguing
insights into the ΔEHL gap. Specifically, a larger gap is
observed for complex 1, while a similar gap is found for com-
plexes 2 and 3, which is attributed to variations in the ligand
field. Despite all three molecules having two –SCN ligands,
differences arise due to the nature of the donor atoms. In
complex 1, the phen ligand’s nitrogen atom exerts a stronger
ligand field, leading to the destabilisation of both the dx2−y2
and dz2 orbitals, resulting in a larger ΔEHL gap. Conversely, in
complex 2, the bt ligand acts as a weaker donor, stabilising
both orbitals but with a greater stabilisation observed for
dx2−y2, causing a splitting of degeneracy. In complex 3, despite
the presence of one phen ligand, the pyridinic nitrogen
donation and associated bite angles lead to a weaker ligand
field, with dx2−y2 being more stabilised than dz2. Consequently,
both complexes 2 and 3 exhibit relatively smaller ΔEHL gaps
compared to complex 1.

In the next step, we attempt to apply the OEEF on com-
plexes 1–3. While various orientations are possible for applying
the OEEF in 1–3, given the fact that all three molecules have
two –NCS groups, on surfaces such as Au(111), the sulphur
atom is expected to bind. Keeping this in mind, the experi-
mental set-up that would deliver the OEEF similar to the one
demonstrated in the work of Coote and co-workers74 in the
cycloaddition reaction would involve the pseudo-C2 axis that
passes between two –NCS groups. We have chosen this direc-
tion for the free molecule as well so that a direct comparison
with the applied electric field can be made once the molecules
are adsorbed on the Au(111) surface as described in the later
part of the work.

An OEEF was applied along the line between the NCS group
crossing through the Fe atom (+Z-direction, see Fig. 1a). It is

Table 1 DFT computed ΔEHL + ZPE, ΔHHL and ΔSHL for pristine molecules

ΔEHL + ZPE
(kJ mol−1)

ΔSHL
(J K−1 mol−1)

ΔSexpHL
(J K−1 mol−1)

ΔHHL
(kJ mol−1)

ΔHexp
HL

(kJ mol−1)

1 24.6 86.3 48.8 ± 0.7 5.2 8.6 ± 0.1
2 15.3 83.9 54.5 ± 4.0 6.1 9.6 ± 0.7
3 15.4 96.1 37.0 ± 5.0 4.9 3.7 ± 0.5
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found that in the presence of an electric field, Fe–N1 and Fe–
N2 bond lengths increase significantly. The Fe–N1 and Fe–N2
bond lengths increase from ∼1.9 Å to ∼2.0 Å in all three com-
plexes at an applied electric field of 0.025 au (0.1285 V Å−1 see
Tables S1–S6†) for the LS state (see Fig. 2a).

When 0.6425 V Å−1 electric field is applied on LS geome-
tries of 1–3, an average increase of 0.1 Å in the Fe–N bond
length was noticed. The increase in the Fe–N bond length of
0.1 Å suggests that a spin transition is expected to occur at this
applied electric field, as earlier experimental studies suggest a
ballpark figure of ∼0.1–0.2 Å for the LS to HS transition for
this type of complex (see Fig. 2b). To probe the SCO phenom-
enon induced by an electric field, the HS–LS energy gap was
computed, which suggests that in complex 1, the HS state
becomes a ground state at an applied electric field of 0.6425 V
Å−1 (0.0125 au), while the LS state lies at 1.23 kJ mol−1 higher
in energy. Similarly, complexes 2 and 3 also exhibit the HS
state as a ground state at an applied electric field of 0.6425 V
Å−1 and 0.5140 V Å−1 (0.0125 and 0.010 au) with the LS state
staying at 9.54 and 0.51 kJ mol−1 higher in energy respectively

(see Tables S8–S10†). The crystal field splitting also alters sig-
nificantly due to the applied electric field. The t2g–eg gap of
the LS state for 1, 2 and 3 decreases up to 3.95 eV, 3.71 eV, and
3.95 eV, respectively, at an applied field of 0.6425 V Å−1. This
suggests that because of the low energy difference between t2g–
eg, there could be a transition of an electron from the t2g to eg
orbital. As the strength of an applied electric field increases,
the ΔEHS–LS gap decreases. The ZPE correction to the electronic
energy suggests that at 0.514 V Å−1 electric field, the HS state
becomes a ground state while the LS state lies at a higher
energy of 2 kJ mol−1, 6 kJ mol−1, and 12 kJ mol−1 in the case of
1, 2 and 3, respectively (see Fig. 3a–c). It is noted that while in
the presence of an electric field, the entropy of both HS and LS
states decreases, the decrease in the LS state, however, is
found to be dominant, leading to an overall decrease in ΔSHL

value. Similarly, the ΔHHL value also decreases upon increas-
ing the strength of the applied field.

To decipher the role of various exchange–correlation func-
tionals in the HS–LS gap and how they behave under applied
electric field conditions, we have performed a limited bench-

Fig. 2 Change in the Fe–N bond length for the LS state in the presence of applied electric fields. (a) Fe–N bond length change for 1 in the presence
of OEFFs. (b) Average change in the ∼Fe–N bond length where black, blue and red lines represent the change in the Fe–N bond length for 1, 2 and
3, respectively.

Fig. 3 (a), (b) and (c) represent the ZPE corrected HS–LS gap (ΔUHL) in the presence of OEEFs for complexes 1, 2 and 3.
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marking employing GGA to hybrid functionals with a varying
percent of HF exchange. We found that, unlike the TPSSh48

functional, others are not suitable for computing the SCO pro-
perties of the chosen molecules. The GGA functionals such as
PBE53 and BLYP54 were found to overestimate the stability of
the LS state yielding a ΔUHL gap of more than 50 kJ mol−1

while the hybrid functionals such as B3LYP57 and PBE058 with
HF exchange 20% and 25%, respectively, were found to stabil-
ise the HS state as the ground state yielding a ΔUHL gap of
more than −30 kJ mol−1. However, the B3LYP*55,56 with 15%
HF exchange behaves similarly to the TPSSh though the energy
gap was found to be overestimated (48.2 kJ mol−1). We also
computed spin-state energetics with different functionals
employing OEEFs and found that independent of the func-
tional employed, the application of 0.1 V Å−1 electric field was
found to decrease the ΔUHL gap by ∼0.5–2.0 kJ mol−1 stabilis-
ing the HS state (see Fig. 4a, b and Table S11†). All functionals,
except for TPSSh, predict no spin-crossover (SCO) behavior
under any applied field conditions. This underscores the
importance of selecting a suitable exchange–correlation func-
tional that accurately mimics solid-state properties before
examining their behavior under electric field conditions.
Furthermore, the analysis indicates that the electric field
responses are linear and generally consistent with the original
results obtained under zero-field conditions.

Spin crossover entropies and transition temperature

The total entropy change (ΔSHL) associated with the LS–HS
transition for the molecule under study was computed by DFT
employing the same level of theory. The total change in
entropy due to the transition could be divided into three parts:
(i) electronic, (ii) vibrational and (iii) rotational. The electronic
term depends on the change in spin multiplicity, which is con-
stant throughout all considered systems and has a value of
13.38 J K−1 mol−1.75 The contribution to the change in entropy
from the rotational degree of freedom will be very small as a
change in structure due to the spin transition is minimal and
therefore the moment of inertia for the HS and LS states will

be similar. The significant contribution to the change in
entropy is expected to arise from the vibrations, as vibrational
frequencies alter significantly during the spin transition. The
contribution to the entropy because of vibrations can be easily
calculated within the harmonic approximations at finite temp-
erature using the well-established statistical equation:76

Svib ¼
X3N�6

i¼1

�R ln 1� exp �ℏωi

kT

� �� �
þ R

ℏωi

kT
exp

ℏωi

kT

� �
� 1

� ��1

ð1Þ

Here, ωi denotes the angular frequency of the vibrational i
and N denotes the number of atoms. ħ is the reduced Planck’s
constant, while R and k are the universal gas constant and
Boltzmann constant, respectively.

Once the variation in entropy for both the spin states is esti-
mated the transition temperature (T1/2) can be approximately
calculated under the condition of thermodynamic equilibrium
by the expression:

T1=2 ¼ ΔHHL

ΔSHLðT1=2Þ ð2Þ

The experimental reported value of T1/2 for 1 is 174 K as a
sharp transition occurs at this temperature, while the T1/2

↑

(cooling) and T1/2
↓ (heating) for 2 (3) were reported to be

180.9 K and 170.2 K (116.5 K and 113.5 K), respectively. To esti-
mate T1/2, Svib and hence ΔSHL were calculated in the range of
temperatures from 100–200 K. From Fig. 5a–c, it is clear that
the crossing point for ΔSHL and ΔHHL/T for the optimised geo-
metry of 1, 2 and 3 is 134.6, 159.9 and 111.4 K which are T1/2
respectively. While the computed T1/2 is underestimated for 1
from the experimental reported value, for 2 and 3 the
agreement is acceptable, given the fact that earlier reports
often predict T1/2 values, which are orders of magnitude
overestimated.77

In the next step, the same procedure is followed to estimate
the T1/2 under an OEEF (see Table 2). From Table 2, it is clear

Fig. 4 (a) Variation in the zero-point corrected HS–LS energy gap at several applied OEEFs with various DFT functionals; (b) relative change in ΔUHL

employing different functionals at several applied OEEFs.
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that as the strength of the applied electric field increases, the
T1/2 for all studied systems also increases.

From the above table, we see that from the applied electric
field of 0.5140 V Å−1 to 0.6425 V Å−1, the transition tempera-
ture increases significantly. This is because, under the electric
field of 0.5140 V Å−1, the HS state becomes the ground state,
while the LS state lies higher in energy. If we plot OEEF vs.
T1/2, all complexes exhibit two regions, with a slight increase
in T1/2 (smaller slop) as the field increases till the crossover
points, after which a substantial increase is noted (a large
slope; see Fig. 6). We also compared the relationship between
the ΔEHL and T1/2 (see Fig. S7†). It is found that as the energy
difference between the HS and LS states decreases, the T1/2
increases.

Effect of OEEFs on SCO properties of 1 adsorbed at the Au
(111) surface (1@Au(111))

Technological applications require the immobilisation of SCO
molecules on a substrate. It is found that the SCO properties
of a molecule strongly modify after fabrication on the surface,
and even a complete quenching of SCO properties occurs
many times.26 After careful investigation of the effect of OEEFs
on the pristine SCO molecules, we have first time computed
their effect on surface-adsorbed SCO molecules using periodic
DFT in the VASP package as developed by Neugebauer and
Scheffler71 (see the Computational methodology section). To
induce the SCO behaviour of molecule 1 at Au(111), an OEEF
was applied along the direction perpendicular to the gold
surface in positive as well as negative directions (Scheme 1b).

The axis applied is similar to the axis chosen for the free mole-
cule and keeping in mind the approach of the STM tip as
shown earlier by the work of Coote and co-workers (see
Scheme 1).74

To start with, both HS and LS states were optimised on the
Au(111) surface. The optimised geometries of HS and LS states
were found to agree with the previously reported geometries
(see Table S12†).26 The average Au–S and Fe–N bond lengths
for the optimised geometry of 1LS@Au(111) and 1HS@Au(111)
were found to be 2.51, 2.57 and 2.67, 2.71 Å respectively. The
S–S distance, S–Fe–S and N–Fe–N undergo significant changes
in both the spin states as NCS groups accommodate to bind
the Au atoms (see Table S13†). The smaller Au–S distance in
the LS state suggests that it gets stabilised on the substrate to
a greater extent. This finding is also supported by the higher
adsorption energy of the LS state. The Eads for HS and LS
states was found to be −305 kJ mol−1 and −322 kJ mol−1. Also,
the ΔEHL gap for 1@Au(111) was computed to be 96 kJ mol−1,
which suggests that the spin transition of 1 at the Au(111)
surface is not possible due to the larger HS–LS gap. We also

Fig. 5 (a), (b) and (c) represent the variation of ΔSHL and ΔHHL/T versus T for 1, 2 and 3 respectively. Here, the crossing point represents the T1/2 of
the respective molecule.

Table 2 The estimated transition temperature at several OEEFs for
complexes 1–3

+FZ (V Å−1) T1/2 of 1 (K) T1/2 of 2 (K) T1/2 of 3 (K)

00 (opt) 134.6 159.9 111.4
0.1285 140.0 140.5 112.1
0.2570 140.3 147.1 117.9
0.3855 139.7 148.9 121.3
0.5140 136.7 177.1 126.6
0.6425 187.3 211.0 184.3

Fig. 6 Variation of T1/2 for complex 3 in the presence of oriented exter-
nal electric fields.
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computed the projected density of states for the bound and
unbound state of complex 1. Fig. 7a presents the pDOS of the
unbound complex 1 in the LS state. It is clear from Fig. 7a that
the highest occupied band has contributions from the Fe 3d
orbitals (t2g) and NCS ligands, while the lowest unoccupied band
is mainly composed of the phen ligand and a little contribution
from Fe 3d unoccupied orbitals (eg). The pDOS of 1LS@Au(111)
(Fig. 7b) suggests that after the adsorption of the molecule on
the surface, the Fe 3d orbitals and NCS ligand orbitals are
getting stabilised by around 1 eV (see Fig. 7b). Furthermore, the
difference density plot reveals that there is a significant charge
transfer from the molecule to the surface in the case of the LS
state and this is essentially associated with the Au–S interaction
while in the HS state such charge transfer was found to be rela-
tively small due to a longer Au–S distance (see Fig. 8).

To capture the effect of the electric field, we have performed
several single-point calculations in the presence of an electric

field at several points in both directions (±FZ, see Table 3). It is
found that when the electric field is applied along the −FZ
direction, the LS is further stabilised, increasing the ΔEHL gap.
This gap decreases significantly when the field is applied
along the +FZ direction. While the ΔEHL gap increases up to
228 kJ mol−1 at 0.514 V Å−1 along +FZ, it decreases till 49 kJ
mol−1 at −0.514 V Å−1 along the −FZ direction. This trend
suggests that applying an electric field along the −FZ direction
could induce spin transition behaviour of 1 at the Au(111)
surface, a phenomenon hard to witness in Fe SCO complexes

Fig. 7 pDOS of (a) LS free complex 1 and (b) ls1@Au(111). The red line represents the Fe metal centre, while black, green and cyan lines show the
two NCS and phen ligands respectively. The black dashed vertical line shows the Fermi energy level set to 0 eV.

Fig. 8 Difference density plots of (a) ls1@Au(111) and (b) hs1@Au(111) with an isodensity value of 10−3 e Bohr−3. Yellow (positive difference) and cyan
(negative difference) surfaces represent the charge accumulation and loss of electron charge density upon adsorption, respectively.

Table 3 The periodic DFT estimated ΔEHL gap for the 1@Au(111)
surface at various OEEFs

−FZ (V Å−1) 0.1285 0.2570 0.3855 0.514
ΔEHL (kJ mol−1) 85.6 75.2 63.2 49.9
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with the only exception of FeII((3,5-(CH3)2Pz)3BH)2 exhibiting
partial SCO at the Au(111) surface.78

Conclusions

In this work, we have studied the effect of oriented external
electric fields as external stimuli to induce the spin crossover
transition on three complexes, i.e. [Fe(phen)2(NCS)2], [Fe
(bt)2(NCS)2] and [Fe(py)2phen(NCS)2]. For the three studied
complexes, we found that the application of an external elec-
tric field along the pseudo-C2 axis that passes between two
–NCS groups induces the elongation of the Fe–N bonds, which
eventually reaches the values corresponding to the HS state at
any OEEF in the range of 0.4–0.5 V Å−1. The TPSSh computed
spin transition temperature was found to be in close agree-
ment with the experimentally reported values. It is observed
that in the presence of an applied electric field, the transition
temperature for 1, 2 and 3 increases from 134.6 K to 187.3 K,
159.9 K to 211.0 K and 111.4 K to 184.4 K, respectively, with
the largest jump of the spin transition temperature seen in
complex 3 (∼73 K enhancement at 0.64 V Å−1). A limited
benchmarking performed with an additional five exchange–
correlation functional suggests their non-suitability for pre-
dicting SCO behaviour, and they were found not to improve
under electric field conditions.

Also, it was observed that after the grafting of complex 1
on the Au(111) substrate, the high-spin (HS) low-spin (LS) gap
increased significantly and it became less probable to
observe the spin transition as the Au–S bond was found to
strengthen the ligand field leading to large stabilisation of
the LS state. This is also accompanied by a significant charge
transfer. This rationalises the common observation that
many Fe(II) complexes exhibiting SCO lose this property upon
deposition on metallic surfaces like Au(111). However, our
estimation suggests that applying oriented external electric
fields along the pseudo-C2 axis to the molecule adsorbed on
Au(111) alters the HS–LS gap. This method could potentially
serve as a post-fabrication stimulus to induce the desired
SCO, thereby paving the way for new developments in this
field. To this end, we introduce a new method to adjust the
spin-transition temperature in Fe(II) SCO complexes without
the need for elaborate chemical design or encountering chal-
lenging conditions.
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