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The rising demand for natural gas (NG) and hydrogen, due to their lower carbon footprint and role in

storing surplus renewable energy, has highlighted the focus on developing advanced storage techno-

logies. Traditional methods like liquefaction and compression face high energy and safety challenges,

prompting the exploration of new solutions. Among these, hydrate-based gas storage stands out for its

environmental benefits, using clathrate hydrates to store gas with low energy consumption and carbon

emissions. Furthermore, the composition of hydrates, predominantly water (∼85%), and their lack of by-

products during repetitive storage–release cycles firmly establish them as environmentally friendly gas

storage media. However, kinetic challenges such as stochastic nucleation, limitations in mass and heat

transfer, and thermodynamic barriers arising from harsh hydrate formation conditions have hindered the

practical application of hydrates. While mechanical methods to improve hydrate formation exist, their use

significantly increases the demand for electrical energy. Therefore, developing methods for gas hydrate

formation under static conditions is crucial for utilizing this material as a safe and green gas storage

medium. This review examines theoretical studies and experimental efforts to enhance hydrate formation

kinetics in static systems without additional mechanical methods. Thermodynamic hydrate promoters to

increase the driving forces for hydrate formation under mild conditions, surface-modified materials to

increase nucleation probabilities for shorter induction times, and porous materials to provide pathways for

mass and heat transfer have been widely investigated. The discussion addresses the direction and necess-

ary efforts for utilizing hydrate-based gas storage as a next-generation green technology.

1. Introduction

Global warming is becoming more severe due to human activi-
ties in various industrial fields, causing climate change and
the destruction of ecosystems.1 Among the contributors,
carbon dioxide emissions from energy sectors have the most
significant impact.2,3 As part of ongoing efforts to mitigate
carbon emissions, the energy sector is transitioning toward the
use of renewable energy sources such as wind,4,5 solar,6,7 and
waves,8,9 which do not emit carbon sources during electricity
generation. However, power generation from renewable
sources is still in its infancy, with efficiency varying signifi-
cantly depending on the operating environment, and it has yet
to fully meet global energy demands.

Natural gas (NG), primarily composed of methane (approxi-
mately 90%), is the cleanest burning fossil fuel, emitting less
carbon dioxide during combustion than gasoline and coal.10,11

With its environment-friendly characteristics and abundant
reserves, NG is positioned as a cornerstone in the transition to
a carbon-neutral energy society.12 However, NG, being a fossil
fuel, still emits carbon and poses methane leakage risks
during transportation. Despite these issues, the use of NG
remains advantageous due to its ability to complement renew-
able energy sources, in addition to the aforementioned
benefits, thereby contributing to a more sustainable energy
future. In line with this, in 2018, there was a 4.6% increase in
NG consumption, with a projected average annual growth of
0.9% over the next decade.13

On the other side, hydrogen is regarded as the “fuel of the
future” and a “clean energy vector”.14–16 It carries nearly three
times the energy density of diesel or gasoline and completely
eliminates carbon emissions during combustion.17 Moreover,
hydrogen can be produced from both renewable sources16,18

and non-renewable sources.17,19 While there are some critiques
surrounding production and storage expenses of hydrogen, the†These authors contributed equally.
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aforementioned powerful advantages of hydrogen position it
as the ultimate energy source for the future. Due to such
increasing demand for NG and hydrogen, the significance of
effective storage systems for these gases is being emphasized.

Stable NG and hydrogen storage system is essential for the
adequate energy supply and sustainable delivery process.
However, the storage of gaseous energy typically demands sig-
nificant amounts of energy, leading to the use of large
amounts of electrical energy and the associated carbon
dioxide emissions in its production. Conventional and well-
established storage methods for NG and hydrogen are liquefac-
tion20 and compression.20,21 While these technologies can
achieve high volumetric storage capacity, they inevitably
involve the above pointed substantial energy requirements. For
instance, liquefying methane and hydrogen in atmospheric
pressure requires a considerable amount of energy due to their
extremely low boiling temperatures of at −162 °C and −253 °C,
respectively. Compression technology also necessitates high
electrical energy to compress the gas to extremely high-
pressure conditions (5–70 MPa). These methods also face chal-
lenges such as boil-off and high initial costs in
liquefaction,22,23 as well as safety concerns in compression.24

Consequently, various technologies based on adsorption25–27

or absorption28,29 have been proposed; these alternatives,
however, often involve expensive materials such as metal
hydrides30 and inorganic hydrides,31,32 which can be less cost-
effective for large-scale operations.

Clathrate hydrates are ice-like crystalline compounds in
which small gas or organic molecules are trapped in a hydro-
gen-bonded water lattice under low-temperature and high-
pressure conditions.33–38 Depending on the sizes and pro-
perties of guest molecules, hydrates of different crystal struc-
tures are formed, and the well-known structures include struc-
ture I (sI), structure II (sII), and structure H (sH).39,40 While the
initial studies of hydrates were related to harvesting NG
hydrates from nature41–44 or inhibiting hydrate formation in
the delivery systems,45–52 their unique physicochemical pro-
perties have led to the artificial synthesis of hydrates for
various industrial applications, including gas separation,53–58

desalination,59–61 cold energy storage,62–64 carbon
sequestration,65–67 and gas storage.68–72 In particular, hydrate-
based gas storage systems have garnered significant attention

as potential replacements for conventional technologies due to
several desirable characteristics.

Hydrates can solidify small gas molecules, such as methane
and hydrogen, offering high volumetric storage capacity under
milder thermodynamic conditions compared to other
methods. Table 1 presents the economic and environmental
aspects of various hydrogen storage techniques, highlighting
the potential of hydrate-based processes. The calculated spent
energy-to-stored energy ratio for hydrate-based storage process
(0.09) is lower than that of compression (0.12), liquefaction
(0.36), metal hydride (0.15), and liquid organic hydrogen
carrier (0.23) technologies.73,74 This lower energy requirement
for storing hydrogen in hydrates ultimately leads to reduced
carbon dioxide emissions. Although the maximum volumetric
storage capacity of hydrogen through hydrate-based technology
(477.78 v/v) is lower than that of liquefaction (793.52 v/v),
metal hydride (1355.14 v/v),75 or liquid organic hydrogen
carrier (507.37 v/v),76 the superior energy efficiency and excel-
lent cyclability of the hydrate-based process highlight its sig-
nificant advantages as a green technology for hydrogen
storage. Additionally, the primary component of hydrates,
water, is abundantly available on earth, making hydrate
technology more suitable for the upcoming hydrogen energy
society than metal hydrides or liquid organic hydrogen carrier.

Furthermore, hydrates serve as an environment-friendly gas
storage medium, primarily composed of water (about 85%),
with no by-products generated during the process. These water
frameworks also ensure the safe, long-term storage of gaseous
energy due to their self-extinguishing properties. The hydrate-
based gas storage process is also easily handled and offers
excellent cyclability due to its straightforward synthesis
pathway. Given these advantages, substantial research has
focused on storing NG or hydrogen in hydrates.77–82 However,
practical applications are still challenged by insufficient for-
mation kinetics83 and the stochastic nature of hydrate nuclea-
tion,84 which complicates process design.

For the commercialization of hydrate-based green gas
storage systems, current efforts focus on enhancing hydrate
formation kinetics.85–87 Traditionally, mechanical stirrers are
used to mix water and gas, significantly accelerating hydrate
formation compared to unstirred systems.88–90 However, the
necessity for continuous mixing of the internal components

Table 1 Comparison of various storage technologies of hydrogen

Compression Liquefaction Metal hydridea
Liquid organic
hydrogen carrierb Hydrate Ref.

Spent energy/stored energy 0.12 0.36 0.15 0.23 0.09 73 and 74
CO2 emissionc (kg) 1.34 3.83 1.58 6.61 1.01 73 and 76
Maximum volumetric capacityd 268.80 793.52 1355.14 507.37 477.78e 30, 75 and 106
Cyclability — — Poor Poor Excellent 30 and 107
Safety Explosive Non-explosive Non-explosive Non-explosive Non-explosive 30, 75 and 107

aMgH2 was compared as a representative of metal hydride. bMethylcyclohexane was compared as a representative of liquid organic hydrogen
carrier. c CO2 emission were calculated assuming that all utilities required for the process were electric power. d Volumetric capacity is defined as
volume of hydrogen at STP/volume of system (for liquefaction: volume of liquid hydrogen, for hydride: volume of Mg alloy, for hydrate: volume of
hydrate). e Volumetric capacity value of pure sII H2 hydrate with no thermodynamic promoter.
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leads to a significant increase in operating power as hydrate
formation drastically elevates the viscosity of the fluid.90 This
energy demand undermines the economic and environmental
benefits of hydrate-based storage. Therefore, efficient hydrate
synthesis with lower energy inputs is essential, necessitating
the development of alternative systems that achieve efficient
formation without mechanical methods.

For real-life applications, numerous studies on hydrate-
based gas storage are thus currently focusing on the develop-
ment of novel and promising strategies to enhance hydrate for-
mation kinetics in a static system.91–95 In situations where
mechanical stirring is absent, the contact between water and
gas is not facilitated, and the heat generated by hydrate for-
mation can become easily localized. To overcome these chal-
lenges, various strategies, such as using kinetic hydrate promo-
ters to improve water–gas contact, have been proposed and
tested.96,97 As a result, numerous studies have dramatically
increased the formation rate of methane and hydrogen
hydrates by many strategies individually or in combination.98

These steps are crucial in realizing a sustainable and viable
hydrate-based gas storage process as a green technology.

Prior to this work, numerous studies have reviewed hydrate-
based gas storage processes from different perspectives.
Literature includes a perspective on hydrate-based gas storage
technologies,71,83 and some reviews specifically focus on the
role of specific kinetic additives99,100 or porous media101,102 in
the formation kinetics of NG and hydrogen hydrates. However,
despite the significance of hydrate formation in a static
system, no review has yet been conducted that specifically
focuses on this aspect. Aside from reviews of experimental
approaches, many research studies have also reviewed existing
theories about hydrate nucleation and formation
models.103–105 It is crucial to provide a comprehensive expla-
nation of the phenomenological interpretation of the factors
that impede the hydrate formation and the strategies to
address the challenges. In this work, we present a systematic
analysis of the key factors that hinder NG and hydrogen
hydrate formation under a static system. In addition, the strat-
egies that have been attempted to overcome such thermo-
dynamic and kinetic hurdles in an unstirred system are pre-
sented. Finally, future prospects and directions to commercia-
lize a hydrate-based green gas storage process are presented.

2. Fundamental challenges in
hydrate-based gas storage

Despite significant efforts, hydrate-based gas storage has not
yet been realized owing to insufficient hydrate formation kine-
tics. The undesirable hydrate formation kinetics typically arise
from a thermodynamic hurdle, along with kinetic hurdles
such as a stochastic nucleation, and limitations in mass and
heat transfer. In this section, how these thermodynamic and
kinetic hurdles affect the performance of hydrate-based gas
storage systems and what strategies are available to address
them are discussed.

2.1. Thermodynamic hurdle for hydrate-based gas storage

As clathrate hydrates are phase change materials, it is essential
to carefully consider phase equilibrium when designing a gas
storage process based on hydrates.40,108,109 Due to the impor-
tance of storing NG and hydrogen, numerous studies have
investigated the phase equilibrium of NG (or methane)110–112

and hydrogen hydrates.113,114 Fig. 1a summarizes the typical
equilibrium points for NG, methane, and hydrogen hydrates,
as gathered from various research sources.115–117 In the phase
diagram in Fig. 1a, the lower temperature and higher-pressure
region along each phase equilibrium line indicate the con-
ditions under which these respective hydrates can form and
remain stable. It is accordingly necessary to set the thermo-
dynamic conditions for a hydrate-based gas storage process
within this region.

However, there are more complex factors to consider when
determining the process conditions. The hydrate formation
kinetics are strongly influenced by the driving force within the
system, which implies that harsher conditions are necessary to
ensure satisfactory process performance.118 One must also
consider the reduction in the system pressure due to gas encla-
thration into hydrates, highlighting the need for the initial
pressure conditions to be significantly higher than the equili-
brium point. However, implementing such severe thermo-
dynamic conditions can result in high operational costs.
Notably, as depicted in Fig. 1a, the phase equilibria of pure
hydrogen hydrates are exceptionally harsh (over than 100 MPa
under 270 K), making them unsuitable for practical process
conditions.117,119 One potential approach to overcome this
challenge is to incorporate thermodynamic hydrate promoters
into the system.39 They stabilize the hydrate structure by
directly occupying the hydrate cage, significantly alleviating
the equilibrium conditions for hydrate formation.120,121 This
approach ultimately provides the system with a substantially
high driving force for hydrate formation even under much
more moderate thermodynamic conditions. More detailed dis-
cussions on the utilization of thermodynamic hydrate promo-
ters in NG and hydrogen hydrate formation system are pro-
vided in Section 4.

2.2. Kinetic hurdles for hydrate-based gas storage

The hydrate formation process is typically divided into two
main phases: nucleation and growth.122 This concept is
depicted in Fig. 1b, which provides a schematic representation
of the typical time evolution of gas consumption during
hydrate formation.122 Initially, the guest species present in the
gas phase are dissolved into the liquid phase, resulting in a
slight increase of gas uptake. Following the dissolution phase,
a state of supersaturation emerges when the pressure and
temperature conditions favor the thermodynamic formation of
hydrates, even though critical hydrate nuclei have not yet
appeared. A critical nucleus of a hydrate phase can be defined
as the smallest amount of the new phase that can exist inde-
pendently. The period between the establishment of supersa-
turation and the formation of critical nuclei is referred to as
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the induction time. Once the hydrate nucleation events occur
after the induction time, hydrates start to grow further.

One of the primary kinetic challenges in the application of
hydrates is the inherently stochastic nature of nucleation.104

Multiple experimental studies have shown that hydrate for-
mation does not readily occur within a reasonable time frame
due to the stochastic nucleation process.123,124 While increas-
ing the driving force in the system can reduce the induction
time, it has been established in numerous studies that harsh
formation conditions do not always guarantee hydrate for-
mation.125 To tackle this issue, although understanding
hydrate nucleation at a molecular level is difficult due to the
small time and length scales involved, many researchers have
sought to validate hydrate nucleation pathways through macro-
scopic experiments126 or molecular dynamics (MD) simu-
lations.127 Consequently, several conceptual theories regarding
nucleation pathways have been proposed, including classical
nucleation theory,128 the labile cluster hypothesis,129 the local
structuring mechanism,130 and the blop hypothesis.131

However, there are still areas in the nucleation process that
deviate from these theories and remain unvalidated, necessi-
tating further in-depth investigations. In addition to theore-
tical studies, experimental strategies to reduce or eliminate the

induction time have been rigorously explored.132,133 One pro-
minent approach involves introducing a third-surface sub-
stance to induce heterogeneous nucleation.134 In Section 5.1,
various strategies for overcoming the stochastic nature of the
induction time will be presented.

After the occurrence of hydrate nucleation, a sufficient
mass transfer of water and gas molecules to the growing
hydrate surface is required for further growth of hydrates.135

This mass transfer process can generally be divided into two
distinct steps: the movement of gas molecules from the gas–
liquid interface to the bulk liquid phase, followed by the trans-
fer of the gas molecules from the bulk liquid phase to the
hydrate solution interface.105,136 Numerous studies have been
undertaken considering these mass transfer pathways as
potential rate-determining factors of the overall hydrate for-
mation process. Consequently, various hydrate growth models
such as the two-film theory have been suggested based on the
concentration or fugacity gradients of gas molecules.136,137

Nonetheless, it is worth noting that many of these studies are
based on experimental results conducted within an agitated
reactor, and the proposed model would be semi-empirical and
apparatus dependent. In particular, the rate of hydrate for-
mation would be slower than expected by the proposed models

Fig. 1 (a) Phase equilibrium boundaries of CH4,
116 NG,115 and H2

117 hydrates. (b) General time dependence of the hydrate crystallization process.
Reproduced with permission.122 Copyright 2020, Royal Society of Chemistry. (c) Schematic illustration of hydrate formation on a water droplet in the
diffusion-controlled regime. Reproduced with permission.143 Copyright 2023 Elsevier. (d) Schematic of heat boundaries in the system where
growing hydrates exist.
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in a static system, because far more time is required for the
dissolution of gas molecules into the bulk liquid phase com-
pared to the stirring system.

Apart from the previously mentioned mass transfer based
kinetic models, the shrinking-core model has gained substan-
tial attention within this academic community over the past
two decades. Originally proposed to elucidate hydrate for-
mation from ice particles,138 this model has now also been
used to explain the hydrate formation in emulsion
systems,139–141 and a system using various porous media such
as silica particles.142 Fig. 1c illustrates a schematic representa-
tion of this model, particularly focusing on the formation of a
hydrate shell around a water droplet in the diffusion-limited
growth stage.143,144 In this model, hydrate growth takes place
in both inward and outward directions. The progression of
hydrate formation is controlled by the inward diffusion of gas
molecules to the hydrate–water interface and the outward
diffusion of water molecules to the hydrate–gas interface. As
the reaction time progresses, the transfer of water and gas
molecules becomes less efficient owing to the increasing thick-
ness of the solid hydrate film, leading to a reduction in the
rate of hydrate formation. Ultimately, an unreacted water core
remains within the hydrate shell. This model is also relevant
in static systems where a solid hydrate film forms at the gas–
liquid interface, leaving unreacted bulk water below by phys-
ically blocking the transport of gas species into the liquid
phase. A number of studies have observed the above-men-
tioned phenomena in a static system,145–148 suggesting the
necessity of employing more effective approaches to ensure
efficient mass transfer in an unstirred system.

The shared insight across the various mass transfer models
described above is that uninterrupted contact between gas and
water is essential for continuous hydrate formation.
Consequently, various strategies have been proposed to facili-
tate mass transfer in static systems. Some of the proposed
strategies include utilizing surfactant-type kinetic promoters to
facilitate the dissolution of gas into the bulk water phase,149

inducing the growth of porous hydrates with gas channels,150

and forming hydrates within porous media containing internal
gas channels.151 Each of these methods, along with their
respective advantages and illustrative examples, will be dis-
cussed in Section 5.2.

During the process of hydrate formation, a specific quantity
of energy is released; this is known as the heat of hydrate for-
mation. The released heat is substantial, for instance, approxi-
mately 50 kJ mol−1 of gas for methane hydrates.152 Failure to
adequately dissipate this exothermic heat from the growing
hydrate surface can result in a local temperature increase,
diminishing the driving force for further growth and promot-
ing the decomposition of hydrates.153,154 Due to this substan-
tial impact of heat on hydrate formation, several researchers
have suggested kinetic models that assume mass transfer is of
minimal significance, with heat transfer predominantly gov-
erning the crystallization and growth processes.155–158

In systems with mechanical stirring, the removal of the
heat released during hydrate formation would be more

efficient compared to static systems due to the physical
rearrangements of components in the fluid. In static systems,
however, the exothermic heat of hydrate formation can easily
become localized, resulting in an elevated temperature region
near the growing hydrates (Fig. 1d). This ultimately impedes
further hydrate growth, underscoring the critical importance
of effective heat removal, particularly in static setups.153,159,160

To address this challenge, various strategies have been experi-
mentally explored. These include the introduction of nano-
particles (NPs) with high thermal conductivity as heat car-
riers161 and the formation of hydrates within metallic foam
structures,162 which serve as pathways for heat transfer. A
detailed discussion of these experimental studies can be
found in Section 5.3.

3. Kinetic promotion with
mechanical techniques

In order to overcome the kinetic challenges in hydrate-based
gas storage applications, mechanical techniques have been
extensively utilized.88–90,163,164 These mechanical approaches
include stirring, bubbling, and spraying, all of which serve to
physically increase the gas–liquid interface within the hydrate
formation system. This, in turn, increases the nucleation prob-
ability and mass transfer of each component in the system.
Consequently, mechanical techniques can facilitate hydrate
formation even under milder thermodynamic conditions,
which means a low driving force. While the adoption of these
techniques can significantly accelerate hydrate formation, they
do come with drawbacks such as high energy consumption
and operational complexities. In this section, we present a
brief overview of the principles and examples of these mechan-
ical techniques. At the same time, the relevant issues that can
arise when implementing them in large-scale hydrate-based
gas storage processes are discussed. Mechanical agitation has
been commonly used to promote hydrate formation. This tech-
nique achieves its efficacy by continuously regenerating the
gas–liquid interface. Additionally, it demonstrates remarkable
effectiveness with hydrophobic hydrate-forming gases, as stir-
ring efficiently facilitates the contact between gas and water
molecules,165 heightening the probability of nucleation
(Fig. 2a).166 In the presence of stirring, nucleated hydrate crys-
tals can also be uniformly dispersed throughout the aqueous
phase, facilitating the rapid progression of hydrate formation.
Furthermore, stirring enables gas molecules to reach the
growth front of hydrates, and it also effectively removes the
locally generated exothermic heat resulting from hydrate
formation.90

Numerous studies have investigated the effect of stirring on
the efficiency of hydrate-based gas storage systems. Hao et al.
compared the methane hydrate formation kinetics with and
without stirring, and their results revealed that the use of a
stirrer reduced the induction time by a factor of four compared
to the static system.90 Furthermore, by employing 320 rpm for
a duration of 30 minutes, the time required to attain a compar-
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able methane uptake was also significantly reduced by approxi-
mately four-fold relative to that of the unstirred system.90

Numerous additional investigations have explored the influ-
ence of stirring rate167 or the shape of the stirrer,168 and all
these earlier research efforts suggest that hydrate formation
can be promoted through mechanical mixing. Recently, hybrid
combinatorial reactor (HCR) approaches, involving both
stirred tank reactor and unstirred tank reactor configurations,
also have been tested on a lab-scale.169 This HCR approach
involves initially using the experimental setup as a stirred tank
reactor until hydrate crystal nucleation occurs. Following
nucleation, the hydrate formation proceeds without stirring,
resulting in reduced energy consumption.169

Despite the advantages associated with mechanical agita-
tion mentioned above, its application in a large-scale hydrate-
based gas storage process seems to be inappropriate because
of the substantial energy requirements to mix the components
within the system. During the hydrate formation, liquid water
in the reactor transforms into solid hydrates, leading to an
exponential increase in the viscosity of the slurry containing
the hydrate particles. Evolution of the relative viscosity during
the methane hydrate formation in Fig. 2b provides a good

demonstration.170 When the water to hydrate conversion rate
reached 2.2%, there was an abrupt rise in the relative viscosity
of the slurry, jumping from 27 to 1808. The viscosity of the
solution then fluctuated around 600, indicating that the
energy consumption for stirring was notably high due to
hydrate formation.170 Furthermore, a recent simulation study
using Aspen Plus highlighted that the energy cost associated
with stirring could account for a substantial portion, specifi-
cally 39.0%, of the total energy cost in the hydrate-based gas
separation process.171 This result highlights the significant
operational expenses stemming from the mechanical mixing
in the hydrate-based process.

Generating tiny gas bubbles in a bulk water system has fre-
quently been applied to hydrate formation systems, as the
bubble tower is one of the most suitable reactor types for a
gas–liquid reactant system.122 Gas bubbles with small size are
usually generated at the bottom of the bubbling tower, result-
ing in significantly increased specific gas–liquid interfacial
area in the system (Fig. 2c).172 Hydrates are formed along with
the surface of the gas bubbles and then tend to fully cover the
gas bubbles. Another crucial aspect of this system is that the
generated bubbles naturally rise towards the bulk gas–liquid

Fig. 2 (a) Schematic illustration of a typical stirring system. Gas components in the gas phases are dissolved into the bulk liquid phase by external
mechanical mixing. Reproduced with permission.166 Copyright 2022 American Chemical Society. (b) Time-resolved water conversion and relative
viscosity during the hydrate formation process. Reproduced with permission.170 Copyright 2020 Elsevier. (c) Schematic representation of a general
bubbling reactor for hydrate formation and real images at various regions in the bubbling reactor during the process of the hydrate formation.
Reproduced with permission.172 Copyright 2017 Elsevier. (d) Conceptual illustration of a hydrate forming system using a spray nozzle and fluid circu-
lator equipped with heat exchangers. Reproduced with permission.174 Copyright 2009 American Chemical Society.
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interface within the reactor due to differences in physical
density. During this ascent, bubbles may also aggregate or
collide with one another. Once they rise and accumulate below
the bulk gas–liquid interface, as depicted in Fig. 2c, the
hydrate films on the gas bubbles become thicker over time.
The key advantage of this bubbling method is that it allows for
easy and continuous hydrate formation. Moreover, by employ-
ing a bubbling tower, a multi-stage hydrate formation system
can be readily constructed.

Although the bubbling method is a facile way to continu-
ously form hydrates, complete gas bubble conversion to
hydrates could not be achieved because hydrates are formed
in the form of a solid film on the surface of bubbles.
Experimental results revealed that these hydrate shells are
difficult to remove from the surface of the bubbles.173

Moreover, bubbles with hydrate shells tend to cluster
together instead of merging into larger bubbles, and these
bubbles with hydrate shells can accumulate near the bulk
gas–liquid interface. Formed hydrate films finally act as the
mass transfer barrier between water and gas molecules,
leading to low conversion of hydrates and insufficient
process efficiency.173

The spraying technique involves the atomization of water or
a solution into a gas-filled reaction vessel through a nozzle, as
depicted in Fig. 2d.174 In principle, this technology shares
similarities with the bubbling method, but it differs in that it
atomizes water instead of gas. This approach leads to a signifi-
cantly increased gas–liquid interfacial area, enabling rapid
conversion of the sprayed water or solution into hydrates.
Consequently, there has been extensive research into applying
water spraying in a guest-gas phase.174–177 After an initial
exploration of the water spraying system was reported,178 the
significance of effective removal of heat from the hydrate for-
mation sites was highlighted. Several studies have examined
the spraying of water onto a solid plate that is consistently
cooled and placed in a guest-gas phase to induce the for-
mation of hydrates.154,179,180 A method involving the spraying
of water into water pools at the bottom of the reactor also has
been investigated.174,176,177 In this approach, water is continu-
ously drained from the water pools, cooled through an external

heat exchanger, and then reintroduced into the reactor for
further hydrate formation. In particular, water spraying
systems using water pools have been explored in various ways
for methane storage. One such approach involves storing
methane in sH hydrates by incorporating a large-molecular
substance as a secondary guest, as illustrated in Fig. 2d.174

During the experiment, both water and an organic liquid were
sprayed, and this resulted in the facile enclathration of
methane into sH hydrates, suggesting broad applicability of
this approach.174

While continuous hydrate formation would be available
with water spraying methods, there are some technical hin-
drances also. One significant issue is the exothermic heat from
the hydrate formation, as previously noted. While a cooling
plate can be utilized, continuous hydrate formation on the
plate would result in the diminished cooling efficiency,
leading to decreased process efficiency. Moreover, there is a
risk of accidental breaks in the continuous hydrate-forming
operations because of the spray nozzle being blocked by
hydrate formation.174 In the water pool system, blockages in
the water circulating loop can also occur due to the accumu-
lation of tiny hydrate particles.174

Table 2 summarizes the advantages and drawbacks of the
aforementioned mechanical techniques. All methods surely
offer benefits in accelerating hydrate formation kinetic by
increasing the gas–liquid interfacial area. However, these tech-
niques involve high operational energy during the process,
and each also has inherent limitations that render them unsui-
table for large-scale processes. Although there are alternative
mechanical approaches, such as introducing electromagnetic,
electric, or acoustic wave fields into the hydrate formation
area, these methods also face challenges when it comes to
large-scale hydrate formation due to the substantial energy
requirements to apply artificial force fields to large volumes of
bulk water. Ultimately, the key to commercializing hydrate-
based gas storage technology lies in achieving facile hydrate
formation within a static system, without any mechanical tech-
niques. The developed hydrate formation strategies in a static
system and future aspects for this technology will be covered
in the subsequent sections.

Table 2 Advantages and disadvantages of mechanical techniques commonly utilized for hydrate formation

Mechanical
techniques Stirring Bubbling Spraying

Advantages Regenerating the gas–liquid
interface

Increasing gas–liquid interfacial area by
generating tiny gas bubbles

Enlarging the gas–liquid interface area
by dispersing water through a spray
nozzleDispersing hydrate crystals

uniformly
Appropriate for a continuous hydrate
formation system

Facilitating heat transfer
Drawbacks High energy requirements for

mixing components
Energy requirements for generating gas
bubbles continuously

Energy requirements for spraying water
droplets continuously

Dramatically increasing stirring
energy with increasing hydrate
conversion

Low water-to-hydrate conversion due to the
formation of a solid film on the surface of
bubbles

Difficulty in heat dispersion

Limited mass transfer between water and
gas molecules due to the agglomeration of
bubbles

Risk of operational failure due to the
blocked spray nozzle
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4. Strategies for overcoming
thermodynamic hurdle

In nature, gas hydrates can take on three primary structures,
sI, sII, and sH, as mentioned earlier. Among the various types
of gas hydrates, sI type is the most commonly observed in NG
hydrates. The unit cell of the cubic sI hydrate (Pm3̄n) consists
of two small cages (512) and six large cages (51262) with a total
of 46 water molecules (6(51262)·2(512)·46H2O). Jeffrey (1984)
introduced a nomenclature system (nm) for the polyhedral
cages, where ‘n’ represents the number of edges on a face type
and ‘m’ denotes the number of faces with ‘n’ edges.181 For
example, a pentagonal dodecahedron with 12 identical faces
and edges of equal length can be described as 512.181 The sII
hydrate is meanwhile commonly found in oil production pipe-
lines since it involves high pressure and low temperature con-
ditions with water impurity: propane or iso-butane existing in
the oil production pipeline forms sII hydrate. The unit cell of
cubic sII hydrate (Fd3̄m) consists of sixteen small cages (512)
and eight large cages (51264) with a total of 136 water mole-
cules (8(51264)·16(512)·136H2O). The sH hydrate has the largest
cage among all hydrate structures, making it capable of accom-
modating large guest molecules such as neohexane or
cycloheptane.182,183 The unit cell of hexagonal sH hydrate (P6/
mmm) consists of three small cages (512), two medium cages
(435663), and one large cage (51268) with a total of 34 water
molecules ((51268)·2(435663)·3(512)·34H2O).

Small gas molecules, including hydrogen, oxygen, and
nitrogen, are known to form sII hydrates. Slightly larger gas
molecules, such as methane, carbon dioxide, or hydrogen
sulfide, tend to form sI hydrates. The specific hydrate structure
depends on the size of the guest molecules. Interestingly,
when methane and ethane are combined, sI and sII hydrates
can be formed. Gas mixtures containing ethane compositions
ranging from 1 to 25 mol% tend to result in sII hydrate.184,185

In general, these gas hydrates can be constructed under low
temperature and high pressure conditions, and these con-
ditions can be varied as illustrated in Fig. 3a.186–188 To reduce
the required pressure and increase the required temperature,
thermodynamic promoters are employed. These promoters are
crucial for energy-efficient gas storage in hydrate media and
are typically larger in size compared to small gas molecules.
They occupy the 51264 cages in sII hydrates or the 51268 cages
in sH hydrates, stabilizing the overall hydrate structure.
Consequently, small gas molecules can be trapped in the
remaining small cages under relatively lower pressure and
higher temperature conditions compared to pure gas hydrates.
Many chemicals have been identified as effective thermo-
dynamic promoters, providing sufficient driving force to form
hydrate structures, and they often feature larger molecular
sizes. In some cases, the end-to-end distance of these promo-
ter molecules is slightly larger than the average cavity diameter
of hydrates. For example, certain large molecules such as
3-methyl-1-butanol, with an end-to-end distance of 9.04 Å,
have been observed to fit within the large cages of sII hydrates,

Fig. 3 (a) Phase equilibrium boundaries of various gas hydrates containing CH4,
115 CO2,

186
flue gas (CO2 + N2),

187 O2,
188 air (O2 + N2),

188 and N2.
188

(b) Phase equilibrium boundaries of binary THF + CH4 hydrates193 in comparison with pure CH4 hydrate.115 (c) Phase equilibrium boundaries of
binary THF + H2 hydrates with various concentrations of THF.194,195 (d) Phase equilibrium boundaries of binary H2 + various sII promoters.198–201 (e)
Phase equilibrium boundaries of binary H2 + various sH promoters.202,203 (f ) Phase equilibrium boundary of binary TBAF (3.3 mol%) + CH4

211

hydrates and that of TBAF (3.4 mol%) + H2
210 hydrates in comparison with pure CH4 hydrate.115
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even though their size is slightly larger than the average cavity
diameter (51264 cage: 8.66 Å; 51268 cage: 9.46 Å).189 However,
since the water framework of hydrates is constructed through
hydrogen bonds, the size of hydrate cages can be adjusted to
accommodate these larger guest molecules.

In the following, first, various kinds of sII-forming thermo-
dynamic promoters will be investigated. Vos et al. first
reported the enclathration of hydrogen in the ice II phase
within a pressure range of 0.75 to 3.1 GPa at a temperature of
295 K.190 As the formation of pure hydrogen hydrate requires
extremely high-pressure conditions, many studies have
explored various thermodynamic promoters to alleviate this
pressure requirement. Florusse et al. introduced an innovative
strategy aimed at achieving hydrogen enclathration under
more moderate temperature and pressure conditions.191 They
successfully incorporated hydrogen into sII hydrate at 5 MPa
and 279.6 K, provided that tetrahydrofuran (THF) coexisted
within the hydrate medium.191 This breakthrough led to the
discovery of an important research avenue within the hydrate
field: the search for a suitable thermodynamic promoter to
facilitate hydrogen storage via hydrate-based systems. Lee et al.
demonstrated that by reducing the THF concentration from
the stoichiometric concentration of sII hydrates (5.56 mol%) to
0.2 mol%, the hydrogen storage capacity increased to approxi-
mately 4.0 wt%.192 This achievement was made possible
through a tuning phenomenon, where the empty large cages
of sII hydrates could host between two to four hydrogen mole-
cules. The specifics of this tuning phenomenon are discussed
at the end of this section.

Due to the extremely high-pressure conditions required for
the existence of pure hydrogen hydrate, comparing the phase
equilibrium boundaries of pure sII hydrogen hydrate and
binary sII THF + hydrogen hydrate within an identical pressure
range is challenging. However, in the case of pure methane
hydrate, which can be formed under relatively higher tempera-
tures and lower pressures, we can assess the thermodynamic
promotion effect of THF. As illustrated in Fig. 3b, the presence
of THF (5.56 mol% to water) in the methane hydrate medium
causes a shift in the phase equilibrium boundary.115,193 This
shift becomes more pronounced as pressure increases, reach-
ing approximately 17 K at 12 MPa. The extent of this shift is
also influenced by the concentration of THF, and this trend
can be similarly observed in hydrogen hydrate media. As the
concentration of THF increases and reaches the stoichiometric
concentration of 5.56 mol%, the promotion effect becomes
more significant. However, when the THF concentration
exceeds the stoichiometric concentration, as reported by
Anderson et al.194 and Hashimoto et al.195 (Fig. 3c), the pro-
motion effect becomes less significant. Motivated by THF
offering a sufficient driving force for storing hydrogen or
methane in hydrate media, various attempts to apply it to
hydrate-based hydrogen or methane storage have been
studied. Veluswamy and colleagues reported rapid storage of
methane196 or hydrogen197 in hydrates formed from THF solu-
tions. Numerous studies have examined the thermodynamics
of hydrogen hydrate promoters, including THF,197 cyclopen-

tane (CP),198 tetrahydrothiophene,199 furan,199 1,3-dioxo-
lane,200 2,5-dihydrofuran,200 1,2-epoxycyclopentane (ECP),201

and propylene oxide.201 The phase equilibrium boundaries of
these promoters are summarized in Fig. 3d. Among these
thermodynamic promoters forming sII hydrate, ECP stands
out as the most potent, with the phase equilibrium boundary
of binary ECP + hydrogen hydrate located in the rightmost
region (indicating the highest dissociation temperature at any
given pressure).

When comparing sII and sH hydrates, sH has higher gas
storing capability in terms of the number of gas-storing cages
per water molecule. In a unit cell, sH hydrates offer a higher
ratio of gas storage cages to water molecules, ((3 small cages +
2 medium cages)/34 water molecules ≈ 0.147) in comparison
to sII (16 small cages/136 water molecules ≈ 0.118) hydrates,
assuming full occupancy of small or medium cages. While sH
hydrates seem promising for energy gas storage due to their
excellent gas storage capacity, it is important to note that their
formation typically requires much higher pressure than that
required for sII hydrates. In 2009, Duarte et al. summarized
the phase equilibrium boundaries of sH hydrogen hydrates
with various compounds, including alkanes, alkenes, alkynes,
cycloalkanes, and ethers.202 They pointed out that the geome-
try of the promoter can affect the stabilization conditions of
sH hydrates containing hydrogen.202 Generally, alkanes and
cycloalkanes exhibit better hydrate structure stabilization com-
pared to alkenes, alkynes, and ethers. These phase equilibrium
boundaries are summarized in Fig. 3e. Interestingly, in the
case of methylcyclohexane (MCH), the phase equilibrium
boundary of sH binary MCH + hydrogen hydrate was found in
a pressure range of 83 to 100 MPa and a temperature range of
274 to 276 K. However, when methane molecules are intro-
duced alongside MCH and hydrogen in sH hydrate media, the
thermodynamic stability is significantly enhanced. For sH
ternary MCH + hydrogen + methane hydrates, the phase equili-
brium boundaries shift to a lower pressure range of 5 to 15
MPa and a higher temperature range of 273 to 285 K, as shown
in Fig. 3e.203 As the hydrogen/methane ratio in the vapor
phase increases, the fractional cage occupancy of methane in
the medium cage (435663) of sH hydrate decreases since more
hydrogen molecules compete with methane molecules to
occupy the hydrate lattice. As there should be a trade-off
relationship between the moderate hydrogen enclathration
conditions (i.e. higher dissociation temperature at any given
pressure) and the amount of stored hydrogen (i.e. higher
hydrogen/methane ratio, resulting in higher medium cage
occupancy of hydrogen), careful consideration is needed to
determine the composition of hydrogen + methane blends for
storage in sH hydrate media.

Compared to the pressure required for forming pure hydro-
gen hydrates, thermodynamic promoters that create sH
hydrates can reduce the required pressure to some extent.
Nevertheless, even with these promoters, the required press-
ures for storing hydrogen in sH binary hydrogen + promoter
hydrates remain relatively high. Therefore, considering both
the thermodynamic conditions and the hydrogen storage
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capacity per water molecule, sII hydrate is a more feasible
option. On the other hand, for methane enclathration, the dis-
sociation temperatures of sH binary methane + 2-methyl-
butane, MCH, and 2,2-dimethylbutane hydrates increase by
approximately 1.5, 5.4, and 6.5 K, respectively, compared to
pure sI methane hydrate.204 Given that the formation con-
ditions of sH binary methane + promoter hydrates are gener-
ally more moderate, sH hydrate offers an advantage as a
medium for methane storage.

Finally, ionic clathrate hydrates, which consist of cations or
anions enclathrated in cages with counterions incorporated
into the host water framework, will be discussed as thermo-
dynamic promoters for hydrate-based gas storage. They are
known to remain stable at moderate temperatures without the
need for secondary “help” gas molecules. In some cases, small
ionic species such as tetramethylammonium cations
(Me4N

+)205 or hexafluorophosphate anions (PF6
−).206,207

Fluoride-incorporated ionic clathrate hydrates can be accom-
modated within a single cage. However, in the case of larger
ionic species such as tetra-n-butyl ammonium ((nBu)4N

+) or
tetra-iso-amyl ammonium ((i-amyl)4N

+), their molecular size
exceeds the capacity or size of a single hydrate cage.208 To
encage these larger ions, some cages should be partially
broken and interconnected, resulting in “semi-clathrate”
hydrates. These ionic clathrate hydrates can exhibit various
crystal structures, influenced by the hydration number and
temperature. For example, Me4NOH hydrates have been
observed to have eight different crystal structures.209 A struc-
tural transition from β forms of 5.0- or 7.5-hydrates to α forms
of 5.0- or 7.5-hydrates occurs as the temperature changes from
42 °C to 6 °C. Additionally, with hydration numbers of 5, 7.5,
and 10, Me4N

+ cation species are enclathrated in 4668, 51263,
and 4151066 cages, respectively.209 Although these Me4NOH
hydrates contain identical ions within the hydrate medium,
their diverse structures result in variations in thermodynamic
stability, gas storage capacity, and conductivity. Therefore, the
choice of hydration number and operating temperature range
should be carefully considered depending on the intended
applications.

Ionic species serve as effective thermodynamic promoters
for gas enclathration due to their remarkable hydrate structure
stabilization capabilities, which surpass those of conventional
sII or sH hydrate promoters. Compared to the sH hydrate
former discussed above, hydrogen molecules can stably exist at
significantly lower pressures and higher temperatures. For
example, tetramethylammonium fluoride (TBAF) semi-clath-
rate hydrates (at a concentration of 3.4 mol%) can store hydro-
gen at temperatures above 300 K and pressures below 10 MPa,
representing milder conditions compared to the sH hydrates
(see Fig. 3f).210 Notably, the TBAF system also offers a stable
environment for methane enclathration. At a pressure of 10
MPa, the dissociation point of TBAF (3.3 mol%) + methane
hydrate is increased by approximately 19 K (as depicted in
Fig. 3f),211 with this degree of structural stabilization slightly
surpassing that of the binary sII THF + hydrogen hydrate.
Despite their superior thermodynamically promoting effects,

sII hydrates remain more favorable for gas storage applications
due to their higher gas storage capacity. This difference can be
attributed to the increased occupancy and population of small
cages in sII hydrates.212

Numerous studies on thermodynamic hydrate promoters
demonstrate that the production of NG or hydrogen hydrates
can occur in significantly milder conditions when these pro-
moters are utilized. Their use guarantees the economic feasi-
bility of the process and also provides sufficient driving force
for hydrate growth. However, it is important to note that as
promoter molecules occupy the cages, the maximum gas
storage capacity per unit of water decreases. Thus, an optimiz-
ation step, such as concentration control, should be
implemented for practical application.

By employing the aforementioned thermodynamic promo-
ters, it becomes possible to substantially reduce the required
pressure for encaging hydrogen or methane due to their ability
to stabilize the hydrate structure. Nevertheless, when utilizing
thermodynamic promoters there exists a trade-off relationship
with their impact on reduced gas storage capacity. These pro-
moter molecules must occupy the large cages of hydrates
where hydrogen or methane can be accommodated. As a
breakthrough, the “tuning” phenomenon was first introduced
by Lee et al.: it involves designating specific large hydrate
cages for hydrogen storage when the concentration of the
thermodynamic promoter (in this case, THF) is significantly
lower than the stoichiometric concentration (below
5.56 mol%).192 As shown in Fig. 3c, the degree of the promot-
ing effect becomes less significant as the concentration of THF
decreases. However, the substantial increase in the amount of
stored hydrogen (around 4 wt% with 0.15 mol% of THF) com-
pensates for the loss in thermodynamic promotion.

Numerous efforts have been dedicated to inducing the
tuning phenomenon within sII hydrate, particularly with the
aim of enhancing hydrogen storage in their large cages. Park
et al. introduced hydrogen to a pre-synthesized binary THF +
N2 hydrate, with the intention of loading multiple hydrogen
molecules into the slightly expanded large cages through a
guest-exchange reaction.70 Under 35 MPa of pressure, up to
four hydrogen molecules were stored in the large cages with
this approach.70 Koh et al. utilized a sH hydrate forming-
agent, 1-methylpiperidine, at diluted concentrations ranging
from 0.5 to 2.0 mol%.213 These diluted promoters induced a
structural transformation from sH to sII hydrates, leading to
the enclathration of two to four hydrogen molecules in the
large cages of sII hydrate at 58 MPa.213 Additionally, certain
hydrocarbons, such as propane214 or blends of methane and
ethane,215,216 have been reported to induce multiple hydrogen
occupancies in both small and large cages of sII hydrates.
Furthermore, various intriguing strategies have been intro-
duced to enhance hydrogen storage capacity within hydrate
media. These approaches aim to store two to four hydrogen
molecules in the large cages or up to two hydrogen molecules
in the small cages of sII hydrate through a guest-exchange
reaction217 or proton irradiation.218 The overarching goal is to
enhance the overall hydrogen storage capacity within hydrates.
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5. Strategies for overcoming kinetic
hurdles

When sufficient driving force is ensured within the system,
hydrate formation depends on effectively overcoming kinetic
hurdles, such as stochastic nucleation and limitations in mass
and heat transfer. As discussed in Section 3, kinetic promotion
strategies using mechanical methods such as stirring, bubbling,
and spraying are highly effective for overcoming these obstacles.
By applying mechanical techniques, the gas–liquid interfacial
areas become enlarged and the heat generated during hydrate for-
mation is easily distributed within the system. On the other hand,
various experimental cases introduced in this section are efforts
to address kinetic challenges within a static system, utilizing prin-
ciples similar to those of mechanical techniques. For each kinetic
hurdle, strategies to achieve promotion effects within the static
system, comparable to those of mechanical approaches, were
introduced and their significance was discussed.

5.1. Strategies to overcome stochastic nucleation

As mentioned, the stochastic nature of hydrate nucleation is a
critical hindrance for utilizing hydrates in various industrial
fields. Therefore, numerous strategies have been developed to
facilitate hydrate nucleation and, at the same time, fundamental

investigations of the nucleation process are ongoing. Similar to
the typical nucleation systems, the nucleation of hydrates can be
classified into two types: homogeneous and heterogeneous
nucleation. While homogeneous nucleation rarely occurs, hetero-
geneous nucleation mostly occurs in hydrate-forming systems.219

There are two possible nucleation sites for a typical hydrate-
forming system: (i) a gas–liquid interface and (ii) a liquid–sub-
strate interface. Most of the methods for the kinetic promotion of
gas hydrates under a static system add an additional substrate to
the system for efficient heterogeneous nucleation. This is done
because the surface properties of the additional substrate can
highly increase the nucleation possibilities and lower energy
hurdles for the nucleation process.

Classical nucleation theory describes the energy barriers for
the heterogeneous nucleation process in terms of the energy
barrier for homogeneous nucleation and the contact angle
between the hydrate crystal-liquid–solid surface in the system
(Fig. 4a).220 Total excess energy for homogeneous nucleation
(ΔGtotal) is equal to the sum of the surface excess energy (ΔGs)
and volume excess energy (ΔGv), and therefore their relation-
ship can be written as eqn (1):

ΔGtotal ¼ ΔGs þ ΔGv ¼ 4πr 2γ þ 3
4
πr 3Δgv ð1Þ

Fig. 4 (a) Schematic illustration of hydrate clusters in homogeneous nucleation and heterogeneous nucleation. Reproduced with permission.220

Copyright 2002 Elsevier. (b) Gas density profile at the interfacial region with hydrophobic and hydrophilic surfaces. Reproduced with permission.221

Copyright 2017 American Chemical Society. (c) Raman spectra for water measured in the bulk and near various particles. Reproduced with per-
mission.223 Copyright 2016 American Chemical Society. (d) Schematic illustration of hydrogen hydrate formation with hydrogel. Reproduced with
permission.234 Copyright 2009 John Wiley and Sons.
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where r indicates the radius, γ denotes the surface tension,
and Δgv is the difference in free energy between phases. The
critical energy barrier (ΔGc) and critical nucleus size (rc) are
the points where the derivatives of the total excess energy
equal to zero, and can be expressed as eqn (2):

ΔGc ¼ 4πrc2

3
ð2Þ

and the critical energy barrier for heterogeneous nucleation
can be expressed as eqn (3):

ΔG′c ¼ ϕΔGc ð3Þ

where ϕ is defined as eqn (4):

ϕ ¼ 2þ cos θð Þ 1� cos θð Þ2
4

ð4Þ

and θ denote the contact angle between the solid surface,
liquid, and hydrate crystal. Therefore, it can be concluded that
the surface properties of the solid substrate affect the critical
nucleus size and the nucleation energy barrier for gas hydrate
formation.

Some theoretical and MD studies have reported that hydro-
phobic substrates have an advantage in promoting the hetero-
geneous nucleation of hydrates under static conditions. Nguyen
et al. investigated the local gas density near the surfaces of sub-
strates with varying degrees of hydrophobicity using MD to
understand the promotion effect of hydrophobic surfaces on gas
hydrate formation.221 Their simulation results showed that
hydrate nucleation processes were promoted with hydrophobic
substrates owing to the enrichment of hydrophobic gas mole-
cules near the substrates. In contrast, hydrophilic surfaces
decrease the local density of hydrophobic gas molecules near the
surface (Fig. 4b). This indicates that the hydrate nucleation
process could be highly dependent on the properties of sub-
strates, where the heterogeneous nucleation processes occur.
Subsequent experimental results also support their MD studies,
showing that CO2 gas hydrate preferentially forms near the
hydrophobic glass. With hydrophobic glass having contact angles
of 130 degrees, CO2 hydrate formation occurred under static con-
ditions within 12 hours of reaction time, while CO2 hydrate did
not form on hydrophilic glass with a contact angle of 5 degrees.

Apart from the effect of hydrophobic/hydrophilic substrates
on increasing/decreasing the local gas density at the hydrate
nucleation sites, the behavior of water molecules near those
substrates has also been regarded as a key factor affecting the
nucleation probability of hydrates. Most studies consistently
show that hydrophobic substrates are more effective in pro-
moting hydrate nucleation than hydrophilic substrates by
altering the behavior water molecules near the substrates.
However, the mechanism underlying the nucleation pro-
motion effect of hydrophobic substrates remains controversial.
Bai et al. conducted MD studies to investigate the effect of
water molecule ordering with substrates of varying hydrophili-
city on CO2 hydrate nucleation.222 They found that substrates
with strong hydrophilicity exhibited a local ice-like water struc-

ture near the surfaces, along with a three-step nucleation
mechanism: (i) an ice-like layer, (ii) an intermediate thin layer,
and (iii) CO2 hydrate formation. In the case of substrates with
weak hydrophobicity, however, the amorphous ice-like layer
did not form near the liquid–solid interfaces, decreasing the
number of nucleation steps from three to two steps, which pro-
motes the formation of gas CO2 gas hydrates.

However, from the results of other MD and spectroscopic
studies, it has been argued that the local water structure near
hydrophobic hydrate surfaces promotes hydrate nucleation.
Nguyen et al. observed the local water structure near hydrophobic
substrates using MD studies, and suggested a synergistic effect
with a high local density of gas molecules for the promotion of
hydrate nucleation.221 Li et al. investigated the local water struc-
ture at the surface of substrates using Raman spectroscopic ana-
lysis.223 In Raman spectra, the O–H stretching bonds of water
molecules are indicated in the range of 3000 to 3600 cm−1, and
the ratio of intensity maxima of two major bands at 3200 cm−1

(ordered water molecules) and 3400 cm−1 can indicate the
ordered state of the water molecules (Fig. 4c). Their experimental
studies showed that the ordering parameters of the water mole-
cules have an inverse relationship with the mean induction time
for hydrate formation, indicating a promotion effect of hydro-
phobic substrates on hydrate nucleation.

Numerous types of materials have been used to enhance
hydrate nucleation under static conditions, providing preferred
nucleation sites for gas hydrates. Silica gel, which comprises
amorphous silicon dioxide (SiO2) particles, is a well-known
porous material that offers a high surface area for rapid and
immediate nucleation in static systems. Many studies on
methane hydrate formation under static conditions have
shown that silica gel can effectively eliminate the induction
time due to its nano-pore structure and high surface area,
increasing the probability of nucleation by providing ample
sites for heterogeneous nucleation.224,225 However, due to the
interaction between water molecules and silicon dioxide, the
nano-pore structure of silica gel slightly shifts the equilibrium
conditions for methane hydrate towards harsher hydrate for-
mation conditions, as confirmed by several studies.226–228

Therefore, silica gel can be used as a kinetic promoter under
experimental conditions with sufficiently high driving forces
(e.g., low temperature and high pressure) where its equili-
brium-shifting effect can be minimized.

Fixed-bed media containing silica sand can also promote
the nucleation of gas hydrates under static conditions by
increasing the number of nucleation sites for hydrate for-
mation. Pan et al. reported that the induction time for NG
hydrate formation was eliminated by a combination of silica
sand and a sodium dodecyl sulfate (SDS) solution, which can
decrease the interfacial energy barrier for nucleation.229 It was
established that the water saturation ratio in the fixed bed
highly affects hydrate nucleation, where no induction time is
exhibited at 50% saturation under static conditions, while
100% saturation results in several hours of induction time.
This superior nucleation promotion effect with a low water satur-
ation level is attributed to more abundant gas–liquid–solid inter-

Green Chemistry Critical Review

This journal is © The Royal Society of Chemistry 2024 Green Chem., 2024, 26, 7552–7578 | 7563

Pu
bl

is
he

d 
on

 0
5 

 2
02

4.
 D

ow
nl

oa
de

d 
on

 0
1/

11
/2

02
5 

2:
46

:2
4 

. 
View Article Online

https://doi.org/10.1039/d4gc00390j


faces than in the case of a high level of water saturation, where a
three-phase interface exists only at the top of the bed. Moreover,
Linga et al. reported that the induction time for fixed-bed silica
sand systems under static conditions is highly affected by the
volume and the dimension size of the fixed bed.230 When the
reactor volume was reduced by using a copper cylinder to mini-
mize heat transfer resistance, the induction time for methane
hydrate formation was significantly reduced. This reduction
occurred because heat was easily removed from the reactor, as
indicated by the small exothermic temperature peak during the
hydrate formation process.

Activated carbon, one of the most common adsorbents for
hydrocarbons and pollutants, can also be used to promote the
nucleation of methane hydrates due to its high specific surface
area and porosity. Zhou et al. first investigated the usage of
water-adsorbed activated carbon for enhancing the methane
storage capacity by forming hydrates at sufficiently high
pressure.231 Many studies have shown that the use of activated
carbon in the system significantly reduces the induction time
for the methane hydrate formation process. Govindaraj et al.
found that the induction time for the methane hydrate for-
mation process was significantly shorter with a suspension of
activated carbon particles compared to a system with pure
water or silica suspensions.232 They argued that the decrease
in induction time with activated carbon suspension is due to
the presence of multiple nucleation sites for hydrate formation
and the increased solubility of methane gas, which is a result
of enhanced methane gas absorption.

Hard supporting matrices such as silica gel and silica
sands, however, have their own mass and volume, and this will
decrease the overall volumetric energy density and increase the
storage and shipping costs. Moreover, to raise the storage
capacity for an energy-efficient transportation process, a pelle-
tizing process for gas hydrates would be necessary,233 which
would be challenging when using hard supporting matrices.
Therefore, soft and lightweight materials with low density are
now widely used to trigger an immediate nucleation event.
Superabsorbent polymers, also known as hydrogels, can be
used to reduce or completely eliminate the induction time for
NG and hydrogen hydrate formation in a static system. Su
et al. first suggested the use of superabsorbent polymers (poly-
acrylic acid sodium salt) as kinetic promoters for THF–hydro-
gen hydrate formation in a static system (Fig. 4d).234

Furthermore, Kang et al. studied the repetitive formation of

methane hydrates with superabsorbent polymers and THF as
thermodynamic promoters to develop a sustainable methane
hydrate formation and storage system.235 They found that the
structure of the superabsorbent polymers remained intact
during the repetitive formation–dissociation process of
methane hydrate, and under all conditions in the range of 275
to 285 K and 50 to 70 bar, the formation of methane hydrate
occurred immediately without any induction time.

Aside from utilizing additional kinetic additives or support-
ing matrices, which decrease the volumetric and mass storage
capacity for energy-efficient gas storage, the use of tiny
amounts of pre-constructed hydrate particles has garnered
attention owing to their powerful ability to trigger nucleation
events even under static conditions. Baek et al. revealed that
pre-constructed hydrate crystals can provide powerful nuclea-
tion sites for the immediate growth of methane hydrate in a
static system.236 The metastable zone width, which represents
the required extent of subcooling for hydrate formation, was
significantly reduced with the addition of pre-constructed CP
hydrate crystals.237 These crystals provide nucleation sites for
the heterogeneous nucleation of methane hydrate that are
much stronger than the nucleation sites on a stainless-steel
reactor wall. The promotion effect of pre-constructed hydrate
seed crystals was also confirmed in a hydrogen hydrate for-
mation system. Lee et al. utilized them to induce immediate
nucleation of hydrogen hydrate with a combination of hydro-
carbon gases or liquid-phase promoters such as CP or THF,
confirming facile hydrogen storage in hydrates.238,239

Although hydrate nucleation is a stochastic and complex
phenomenon that is challenging to fully understand, experi-
mental and simulation studies have shown that rapid or
immediate nucleation can be induced using appropriate strat-
egies. Table 3 summarizes the representative strategies demon-
strated in this section for enhancing hydrate nucleation prob-
ability. Introducing a hydrophobic substrate into the hydrate
formation system could increase the local density of gas mole-
cules and rearrange water molecules to more favorable posi-
tions for hydrate nucleation. Additionally, employing porous
materials, which provide numerous heterogeneous nucleation
sites with a high specific surface area, appears promising for
triggering hydrate nucleation. Injecting pre-constructed
hydrate seeds, which serve as powerful nucleation sites, can
also be considered a viable strategy to eliminate the induction
time. The individual or combined implementation of these

Table 3 Representative strategies for facilitating hydrate nucleation

Strategies Materials used Mechanisms promoting hydrate nucleation

Utilizing hydrophobic substrate Hydrophobic glass Increasing local gas density near substrate
Activated carbon Ordering water molecules
Graphite

Utilizing porous material Silica gel Enlarging water–gas interfacial area
Silica sand Providing numerous heterogeneous nucleation sites
Activated carbon
Hydrogel

Utilizing pre-constructed hydrate seed CP hydrate seeds Providing powerful nucleation sites
THF hydrate seeds
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strategies should be considered when designing a hydrate-
based NG/hydrogen storage process operating under static
conditions.

5.2. Strategies to overcome mass transfer limitations

When the facile nucleation of hydrates is assured, the overall
performance of the gas storage process using hydrates would
be most significantly influenced by mass transfer within the
system. Specifically, insufficient mass transfer in a static
system usually results in premature termination of hydrate for-
mation, as mentioned earlier. To overcome the mass transfer
limitation in hydrate formation, two strategies are widely
adopted in a static system: one is increasing the interfacial
area of the gas–liquid or liquid–substrate system, and the
other is providing mass transfer pathways to the bottom of the
system. The growth kinetics of gas hydrates can be interpreted
by considering the mass balance equation of hydrate-forming
systems. The hydrate kinetic growth model suggested by
Englezos et al. considers the mass balance equation between a
gas–liquid interface and liquid–hydrate surface system.136 The
gas consumption rate per hydrate particles can be expressed
using eqn (5) and (6):

dn
dt

¼ kπμ2ðf � feqÞ ð5Þ

1
k
¼ 1

kr
þ 1
kd

ð6Þ

where k denotes the overall reaction constant, kr indicates the
‘intrinsic’ reaction rate constant of gas hydrate formation, and
kd is the mass transfer coefficient. μ2 is the ‘second moment’
of particle size distribution function, which indicates the total
surface area of hydrate particles, and f and feq denote the fuga-
city of gas phase of the system and the equilibrium state,
respectively. Zhang et al.120 modified the mass balance
equation of dissolved gas molecules in a liquid film as follow-
ing eqn (7):

D
d2C
dy2

¼ D
CW

H
d2f
dy2

¼ kπμ2ðf � feqÞ ð7Þ

where D indicates diffusivity of dissolved gas molecules in
water, C denotes the aqueous gas concentration, CW is the
water concentration, and H represents the Henry constant.
Here, the boundary conditions are given as eqn (8) and (9)

f ¼ f g at y ¼ 0 ð8Þ

f ¼ f eq at y ¼ δ ð9Þ
where δ indicates the thickness of the crystallization zone. The
‘apparent’ rate constant, kapp, then can be derived from eqn
(7), as following eqn (10):

kapp ¼ Ag‐‐l

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Dkπμ2CW

H

r
coth δ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kπμ2H
DCW

s !
ð10Þ

where Ag–l denotes the gas–liquid interfacial area. Therefore, it
can be concluded that there are several variables that affect the

apparent rate constant of the gas hydrate formation: Ag–l, the
gas–liquid interfacial area, D, diffusivity of dissolved gas mole-
cules in water, and μ2, total surface area of hydrate particles.
Therefore, strategies to promote gas hydrate formation by
enhancing the mass transfer of molecules under static con-
ditions could be focused on these variables.

Surfactants or surfactant-like molecules, such as SDS or
hydrophobic amino acids, are used to increase the formation
rate of gas hydrates by reducing the interfacial tension
between the gas–liquid interface, increasing the interfacial
area of the hydrate surfaces, or raising the local gas density of
hydrophobic gas molecules with the incorporation of hydro-
phobic substrates (Fig. 5a).240–242 On the other hand, the
adsorption of surfactants on the hydrate surface prevents the
agglomeration of hydrate particles, which is why surfactants
are used as anti-agglomerants to prevent plugging issues in
submarine oil or gas transportation pipelines caused by
hydrate plugs. Based on this role, some surfactants, such as
Span 20 or Tween 20, are used as hydrate inhibitors that
inhibit agglomeration and further growth of gas hydrates.243

Nonetheless, an appropriate amount of surfactants can be uti-
lized as kinetic promoters under static conditions.49,243,244

Zhong and Rogers first reported that a small amount
(284 ppm) of SDS could enhance the growth of ethane hydrates
by increasing the hydrate formation rate by 700 times.245 Gayet
et al. suggested that only a small amount (10–3 wt%) of SDS
was sufficient to promote hydrate formation by preventing the
agglomeration of hydrate particles and inhibiting the for-
mation of a rigid hydrate film at the gas–liquid interface.246

Among previous studies on the SDS promotion effect, Zhang
et al. calculated the growth kinetics parameters of methane
hydrate with the addition of SDS in the reaction system and
observed the growth morphologies of the methane hydrate.124

By increasing the SDS concentration, the initial apparent rate
constant of hydrate growth also increased due to the increased
value of μ2 (in eqn (10)), which represents the total surface
area of hydrate particles. This is because SDS prevents the
agglomeration of hydrate particles, which increases the
number of particles around the crystallization zone.
Additionally, Zhang et al. suggested that SDS can promote
mass transfer and the apparent rate constant over time by
increasing Ag–l, the gas–liquid interfacial area (in eqn (10)).
This increase is achieved by inducing vertical growth of
methane hydrates as the aqueous solution is drawn up
through the generated porous structure of hydrates by capillary
force (Fig. 5b). Interestingly, the formation of the porous struc-
ture of hydrates is due to the adsorption of SDS molecules on
the hydrate surface, which is also related to the inhibition
mechanism of some surfactant molecules. Therefore, it can be
concluded that an appropriate amount of surfactant molecules
such as SDS can significantly promote the hydrate growth by
increasing the total particle area and gas–liquid interfacial
area without any mechanical technique.

Some amino acids, which are protein-building molecules,
have recently been widely investigated as bio- and eco-friendly
hydrate kinetic promoters. Amino acids can be classified into
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hydrophilic or hydrophobic amino acids depending on the
hydrophilicity/hydrophobicity of their side chain. Hydrophobic
amino acids share a similar molecular structure with surfac-
tants, featuring hydrophilic heads (carboxyl and amino
groups) and hydrophobic chains in their side chains. Many
studies have revealed that hydrophobic amino acids have a
promotion effect on the formation of NG or hydrogen
hydrates, while hydrophilic amino acids do not.96,247–249

Veluswamy et al. investigated several amino acids as kinetic
promoters for methane hydrate formation under both stirred
and unstirred reactor systems.250 L-Tryptophan, a hydrophobic
amino acid with an aromatic side chain, showed a significant
kinetic promotion effect for methane hydrate formation in
both static and stirred reaction systems. However, for polar
amino acids, the hydrate promotion effect was not as pro-
nounced as that of nonpolar hydrophobic amino acids.

Jeenmuang et al. suggested a possible hypothesis explain-
ing how the hydrophobicity of amino acids affects the growth
kinetics of methane–THF hydrate.89 They proposed that the
hydrophobicity of amino acids creates a hydrophobic area
around the amino acid molecules, which enhances the diffu-
sivity of methane molecules and, consequently, promotes
hydrate growth. Furthermore, water molecules, pushed away
from methane clusters by the hydrophobic domain, were loca-
lized through hydrogen-bonding interactions, further promot-
ing the growth of methane hydrate. Therefore, they concluded
that the hydrophobic portion of the amino acids plays a sig-
nificant role in localizing water molecules and increasing the

diffusivity of methane or hydrogen molecules around the
‘hydrate embryo’.

The porous or high-surface area materials mentioned in
Section 5.1, such as porous media or NPs, can also be used to
enhance the growth kinetics and the formation rate of
hydrates by increasing the interfacial area or providing path-
ways for mass transfer. Many studies have shown that silica gel
with a high surface area can increase the growth rate and
reduce the required reaction time for methane or hydrogen
hydrate formation by expanding the surface area in static
systems.225,251 Zhang et al. suggested kinetic models for
hydrate formation with silica gel pores of different diameters
based on the shrinking core model.224 Applying these kinetic
models, it was found that the dominant rate-determining
process for hydrate formation varied depending on the pore
size of the hydrogel. For silica gels with inner pores of
129.5 nm and 179.6 nm, the dominant process was the gas
diffusion process, whereas for silica gels with a pore size of
332 nm, the reaction process was dominant. When hydrate for-
mation was reaction-controlled (i.e., with a large pore size), the
formation rate was mainly influenced by the hydrate formation
conditions (temperature and pressure). When hydrate for-
mation was diffusion-controlled, the formation rate was
affected by hydrate saturation within the silica gels.

Silica particles can also be used to enhance mass transfer
in various forms. One such application of silica NPs is in the
creation of “dry water,” a free-flowing powder. Dry water con-
sists of water droplets surrounded by a network of hydro-

Fig. 5 (a) Schematic illustration of surfactant adsorption on the hydrate surface. Reproduced with permission.242 Copyright 2019 Royal Society of
Chemistry. (b) Schematic illustration of possible mechanism for methane hydrate formation under SDS. Reproduced with permission.124 Copyright
2007 American Chemical Society. (c) Picture of dry water and schematic of methane hydrate formation with dry water. Reproduced with per-
mission.252 Copyright 2008 American Chemical Society. (d) Schematic representations describing the influence of interfacial interactions between
liquid water, gas, and silica sand particles on hydrate formation kinetics. Reproduced with permission.253 Copyright 2023 Elsevier.
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phobic fumed silica, forming a water-in-air inverse foam
(Fig. 5c). It was initially investigated as a kinetic additive for
methane hydrate formation by Wang et al.252 They proposed
that gas hydrates based on dry water could be a practical plat-
form for methane storage within a reasonable time frame
under static conditions. By utilizing dry water prepared by
mixing hydrophobic silica NPs and water (95 wt% water),
significantly rapid methane uptake can be obtained, achiev-
ing 90% saturation within 160 minutes of reaction time in a
static system. Moreover, constructing a fixed-bed system con-
sisting of micro-sized silica sand can result in rapid and
high gas uptake under static conditions due to the pore
structure in the bed system.249 Engineering functional
groups on the surface of silica particles would also offer the
opportunity to significantly facilitate the transport of gas
molecules in the system. Kim et al. investigated the use of
surface-modified silica sand in a fixed bed reactor for pro-
moting methane hydrate formation under static conditions
(Fig. 5d).253 By modifying the surface of the silica sand to
render it hydrophobic, the interfacial interactions between
the silica sand, water, and gas are significantly altered. This
surface modification prevents the silica sand particles from
becoming wet, providing stable gas diffusion pathways
during the hydrate formation process and, consequently,
leading to faster hydrate formation kinetics compared to the
system using typical hydrophilic silica sand.

Table 4 summarizes the strategies discussed in this section
that enhance mass transfer and facilitate hydrate formation.
The addition of surfactants or surfactant-like molecules in the
hydrate-forming system holds promise for improving the mass
transfer of water and gas molecules. Their amphiphilic nature
enables the dissolution of gas molecules into the solution and
facilitates the transport of water molecules by forming a
porous hydrate structure. However, the use of surfactant mole-
cules often leads to foam generation during the dissociation
process of hydrates, necessitating careful handling of these
materials. Utilizing dry water or porous materials also presents
promising strategies, as their use results in a significant
increase in gas–liquid interfaces within the system.
Nonetheless, as mentioned in Section 5.1, their volume and
mass negatively affect the achievement of high volumetric gas
storage capacity. They would be a suitable option for stationary
hydrate-based NG/hydrogen storage systems positioned near
large gas fields or hydrogen production facilities.

5.3. Strategies to overcome heat transfer limitations

Aside from the kinetic hurdles discussed in the previous sec-
tions, the exothermic heat generated from the hydrate for-
mation could hinder the growth of hydrates by elevating the
system temperature to the low driving force region. Therefore,
extensive models regarding heat transfer as the significant
factor of hydrate growth have been studied, as mentioned in
Section 2.2. The empirically driven models can be classified
according to the mechanism of heat transfer (by convective or
conductive) and the shape of the film (straight or curved). The
model proposed by Uchida et al., which is based on conductive
heat transfer, assumed that the film is hemispherical. In this
model, the propagation rate of the film is proportional to the
difference between the film temperature and the equilibrium
hydrate formation temperature.155 The model presented by
Freer et al. suggests complete wetting of the one-dimensional
straight film, assuming that conductive heat transfer occurs
from the hydrate formation film to the bulk water.157 On the
other hand, Mochizuki and Mori introduced an advanced
model based on the model proposed by Freer et al., which
assigned additional physical significance to the film’s
shape.158 They advocate a semi-circular shaped film with two-
dimensional conductive heat transfer. The Mori model, pro-
posed as an alternative to the conductive heat transfer model,
accounts for convective heat transfer in films growing at a
uniform velocity and presents a model where the growth rate
of the film is proportional to the 1.5 power of the driving
force.156 Based on the model suggested by Mori et al., the Peng
model considers that the thickness of the film can vary with
the driving force, and designs a model where the growth rate
of the film is proportional to the 2.5 power of the temperature
difference.254 A common feature among these models is that
the temperature driving force has a significant effect on the
hydrate film growth, indicating that heat transfer is crucial in
the hydrate growth system.

Typically, NG consists of light paraffins such as methane
(C1 alkane), ethane (C2 alkane), and propane (C3 alkane). The
heat of formation for C1/C2/C3 alkane hydrate is −54.49 kJ
molgas

−1,255 −71.80 kJ molgas
−1,256 and −129.2 kJ molgas

−1,256

respectively. Since the formation of NG hydrates generates a
significant amount of heat, it can interfere with the further
growth of hydrates. Therefore, heat must be transferred from
the growing hydrate surface to the surrounding solution or gas

Table 4 Representative strategies for enhancing mass transfer in hydrate formation

Strategies Materials used Mechanisms promoting hydrate formation

Injecting amphiphilic molecules Surfactant molecules (e.g. SDS) Enabling the dissolution of gas molecules into
water

Amino acids (e.g. L-tryptophan) Making hydrate growth patterns porous
Encapsulating water droplet by forming dry
water

Hydrophobic fumed silica
nanoparticle

Enlarging water–gas interfacial area

Utilizing porous materials Silica gel Enlarging water–gas interfacial area
Surface-modified silica sand Providing a mass transfer pathway for gas

molecules
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phases to guarantee a high driving force in the hydrate for-
mation system. To accomplish this, various strategies to
increase the thermal conductivity in the system have been
developed and tested.

For transferring heat generated during hydrate formation,
two primary approaches are employed. The first method
emphasizes enhancing the thermal conductivity of the liquid
phase itself. This is achieved through the incorporation of
metal and non-metallic NPs characterized by high thermal
conductivity, effectively serving as heat carriers. The use of
small-sized particles results in a substantial specific surface
area, thereby augmenting the thermal conductivity of the
NPs.257 Consequently, NPs with elevated thermal conductivity
effectively enhance the thermal conductivity of the solution,99

enabling efficient distribution of heat within static systems.
Based on this kinetic promotion effect of nanofluids, their util-
ization often leads to improved gas uptake and enhanced con-
version rates.

In a recent study, a solution introducing both SDS and
graphite NPs and a typical SDS solution were compared as
hydrate-forming fluids.258 Graphite NPs, possessing a high
effective surface area and thermal conductivity, offer abundant

nucleation sites and facilitate heat transfer in the hydrate-
forming system when used at an appropriate concentration
that avoids NP aggregation. For methane hydrate formation, a
solution containing SDS and 0.4 wt% NPs exhibited a
maximum 17% increase and 56% decrease in gas uptake and
induction time, respectively, compared to the SDS solution
(Fig. 6a). This promotional effect of NPs was also evident in a
fixed-bed system. In a porous media system, the incorporation
of SiO2 NPs in glass bead media resulted in a 67.7% increase
in gas consumption compared to pure water.259 Surface treat-
ment of NPs by doping with other substances was also
studied. Some studies implemented surface-coated Fe3O4 NPs
to improve the heat transfer in the hydrate forming system,
and one study in particular examined the impact of Fe3O4 NPs
doped with SDS and sodium oleate (SO) on methane hydrate
formation.260 The structure scheme of the engineered NPs is
shown in Fig. 6b. While surface-doped NPs could increase the
total thermal conductivity in the system, the grafted functional
group on the surface facilitated the dissolution of methane
into the solution, resulting in escalated hydrate formation
kinetics. Therefore, in the presence of NPs compared to the
solution with the same weight fraction of SDS, the induction

Fig. 6 Representative methodologies to overcome heat transfer limit; (a) effect of concentration of graphite NPs on the formation kinetics of CH4

hydrates. Reproduced with permission.258 Copyright 2020 Elsevier. (b) Schematic illustration of hydrate formation aspects at the surface of SDS–SO
doped Fe3O4 NPs. Reproduced with permission.260 Copyright 2021 Elsevier. (c) MD simulations of CH4 + THF hydrate formation system with and
without metal rod (red: THF molecule, blue: water molecule, grey: methane, black: metal). Reproduced with permission.266 Copyright 2023 Elsevier.
(d) Schematic representation of heat propagation through an Al honeycomb framework in a CH4 hydrate growth system. Reproduced with per-
mission.267 Copyright 2019 Elsevier. (e) Schematic interpretation of heat transfer mechanism through floating EG NPs in a CH4 hydrate formation
system. Reproduced with permission.270 Copyright 2021 Elsevier.
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time was decreased about 77.9% and the storage capacity was
elevated about 19.5%. Another study proposed SDS-doped
Fe3O4 NPs and demonstrated higher methane consumption
when compared to an SDS solution due to the high thermal
conductivity of the NP solution.261

The second approach involves the introduction of
additional heat pathways for heat transfer. This strategy
employs auxiliary frameworks with high thermal conductivity
to induce the outward flow of heat from the growing hydrate
surface. The thermal conductivity of DI water and methane
hydrate is 0.61 W m−1 K−1 and 0.57 W m−1 K−1 respetively,262

which are considerably lower values than those of metals (e.g.,
aluminium, 237 W m−1 K−1 263). Therefore, the utilization of
metal frameworks as heat transfer pathways results in more
facile heat transfer, thereby accelerating hydrate formation.
Experimental investigations on hydrate formation in the pres-
ence of metal rods have demonstrated that hydrates tend to
grow vertically along the metal rods, allowing for the facile
release of formation heat.264 Similarly, other experimental
studies have indicated accelerated hydrate growth in systems
featuring metal plates, attributable to heat transfer toward the
plates. Various geometries of metal plates have been explored,
revealing rapid hydrate growth in the presence of metal plates
with large surface areas.265 This improvement in hydrate for-
mation kinetics in the presence of a metallic framework was
also validated in an MD simulation study investigating the
growth of THF + methane hydrates in the presence of metal
rods. This study showed that the presence of the metal rods
increased the curvature of the gas–liquid interface due to the
rapid heat transfer through the rods, as illustrated in
Fig. 6c.266 This phenomenon leads to an increase of the
effective Laplace pressure near the metal rods (according to
the Young–Laplace equation), which increases the concen-
tration of aqueous methane. Consequently, the induction time
decreased by 76.3% and the methane permeation energy
barrier decreased by 15% compared to the bulk system.

Rather than simple metal rods or plates, the incorporation
of auxiliary open-cell structured frameworks can ensure signifi-
cantly enhanced heat transfer within the system. In a previous
study, an Al honeycomb-shaped framework was introduced
into an SDS solution, resulting in a 14.3% increase in gas
uptake compared to a methane hydrate formation system
without a framework. As the Al framework provides nucleation
sites and dissipates the heat generated during hydrate for-
mation due to its high thermal conductivity, the methane con-
sumption rate was also elevated. The illustration in Fig. 6d
depicts the heat transfer-based promotion mechanism, where
the hydrate formation heat propagates outside of growing
hydrate surface through the well-structured metallic frame-
works composed of Al with a high thermal conductivity.267

Another study utilized open-cell copper foam for heat transfer
and conducted a sensitivity analysis with respect to porosity.268

With enough high porosity of copper foam (15 pores per inch),
the hydrate conversion rate was exceeded by 8.72% compared
to the system without a supplementary framework. To induce
facile heat conduction, SiC foam was utilized in another experi-

mental study on methane hydrates, resulting in a substantial
enhancement in gas uptake of 122.5% compared to a typical
SDS solution.269 Research in which NPs play a role in providing
a heat pathway has also been carried out. In this study,
extended graphite (EG) NPs with a high specific surface area
and high thermal conductivity were introduced into an SDS
solution.270 The EG NPs, floating on the SDS solution, provided
a linked pathway for heat transfer at the gas–liquid interface
(Fig. 6e). As a result, when EG was introduced, it was observed
that gas uptake enhanced by up to 26.18%, and the maximum
reaction rate improved by up to 51.67% compared to a typical
SDS solution. These abovementioned strategies also have been
readily combined in some research. Yang et al. utilized both
stainless steel fibers and Cu NPs with a SDS solution to improve
the formation kinetics of NG. The presence of both stainless-
steel fiber and Cu NPs resulted in an increase in storage
capacity of up to 24.3% and 10.6%, when compared to systems
without both additives and just with NPs, respectively.271

Strategies to enhance heat transfer during hydrate formation
are summarized in Table 5. One promising approach is the
introduction of NPs, which possess high thermal conductivity.
Their introduction significantly increases the thermal conduc-
tivity of the solution, facilitating the effective dissipation of heat
throughout the system. Additionally, incorporating an auxiliary
framework composed of materials with high thermal conduc-
tivity provides an alternate pathway for heat transfer, allowing
for the external emission of heat from the system. It is evident
that the utilization of such strategies can maintain the dynamic
driving force for hydrate formation to a desire extent. Therefore,
strategies that can ensure facile heat transfer in the system
should be considered and combined with other strategies intro-
duced in the previous sections for improved NG and hydrogen
hydrate formation kinetics in static systems.

6. Future aspects

To utilize clathrate hydrates as a green gas storage medium, a
key challenge lies in the development of energy-efficient gas
hydrate formation techniques. Achieving cost-effective and
large-scale gas hydrate formation necessitates rapid processes
without resorting to mechanical techniques. However, facilitat-
ing hydrate formation under static conditions is challenging
due to thermodynamic and kinetic hurdles, such as limited

Table 5 Representative strategies for enhancing heat transfer in
hydrate formation

Strategies Materials used
Mechanisms promoting hydrate
nucleation

Nano particles Silicon NPs Enhancing the averaged thermal
conductivity of the solutionDoped Fe3O4 NPs

Cu NPs
Auxiliary
framework

Metal rod/plate/fibers Introducing the additional
heat transfer pathwaysAlumina honeycomb

SiC foam
Extended graphite

Green Chemistry Critical Review

This journal is © The Royal Society of Chemistry 2024 Green Chem., 2024, 26, 7552–7578 | 7569

Pu
bl

is
he

d 
on

 0
5 

 2
02

4.
 D

ow
nl

oa
de

d 
on

 0
1/

11
/2

02
5 

2:
46

:2
4 

. 
View Article Online

https://doi.org/10.1039/d4gc00390j


gas–liquid interfacial area. This review discusses strategies for
overcoming these challenges in a quiescent system. As men-
tioned throughout the manuscript, various studies have inves-
tigated methods to overcome thermodynamic and kinetic
hurdles in static systems. While all the introduced strategies
have yielded significant kinetic improvements compared to a
pure water system, these strategies should now be combined
for the development of hydrate formation techniques at a com-
mercial level. For instance, hydrate formation systems using
porous materials could be tested with additional materials
such as NPs to enhance heat transfer. Engineering the surface
properties of porous materials to be hydrophobic is also rec-
ommended to increase nucleation probability. Other combi-
nations of strategies are also viable, such as utilizing both pre-
constructed hydrate seeds and engineered NPs. While some
studies have employed multiple strategies to achieve superior
hydrate formation kinetics,249,254,267 such efforts should be
carried out more systematically in future research.
Additionally, a comprehensive consideration of other factors is
imperative for real-life hydrate applications, as detailed below.

First and foremost, attention must be directed towards
ensuring the long-term stability and sustainability of hydrate-
based gas storage technology. This technology is employed for
the secure storage of energy carriers, such as NG or hydrogen,
which are flammable and explosive. The process involves dis-
sociating hydrates to utilize the stored energy gases and
reforming hydrates to store them again. Consequently, careful
consideration is needed for the system changes arising from
the repeated formation and dissociation of gas hydrates. For
instance, the use of SDS as a kinetic promoter can significantly
induce foam formation during the hydrate dissociation step,
impeding the repetitive gas hydrate formation process. To
address such issues, a pinpoint strategy, such as incorporating
anti-foaming agents, are required for practical application.
Additionally, for the use of volatile thermodynamic promoters
such as THF, compensatory replenishment of the promoters is
needed to offset THF loss during repetitive process cycles.272

Moreover, for systems using porous support materials, a sys-

tematic analysis is essential to understand how the physical
and morphological properties of the porous media are affected
by the repeated formation and dissociation of hydrates. While
these issues can be effectively addressed at the laboratory
scale, scaling up hydrate-based gas storage processes necessi-
tates the consideration of additional parameters, particularly
regarding induction time. Repetitive cycles of hydrate for-
mation and dissociation reduce induction time due to
memory effects, offering a degree of predictability in process
operation. However, there is still uncertainty due to the inher-
ently random nature of hydrate nuclei formation. Providing a
sufficiently large driving force considering the phase equili-
brium boundary or injecting small amounts of pre-synthesized
hydrate seeds can be employed to pass through or circumvent
the metastable region, enabling hydrate-based gas storage
process on a large scale.

For the utilization of gas hydrates as transportation
media,273 other considerations are necessary. Ultimately, gas
hydrates should be prepared in the form of pellets: pelletizing
gas hydrates enhances the energy density per unit volume,
making them suitable for gas transportation. In large-scale gas
hydrate formation through batch reactions, as previously dis-
cussed, the utilization of porous support materials becomes
imperative. However, the incorporation of these materials may
result in a decrease in volumetric energy storage density.
Therefore, the development and utilization of porous support
materials with low density and large surface area should be
prioritized. A comprehensive study on the pelletization process
of these materials, their property changes after pelletization,
and their reusability also should be conducted. Finally, analys-
ing the long-term gas storage performance of pelletized gas
hydrates with self-preservation effects is crucial, as this con-
tributes to ensuring the long-term utilization and sustainabil-
ity of hydrate-based gas transportation technology. The latest
research trends related to the long-term stability and pelletiza-
tion of gas hydrates are summarized in Table 6, and these
studies suggest the future directions for real-life applications
of gas hydrates.

Table 6 Research trends related to the repeated formation/dissociation and pelletization processes for gas hydrates

Year Works Ref.

Repeated formation/dissociation process for gas hydrates
2020 Utilized antifoam A concentrate (AAC) to eliminate the foam generated by the addition of SDS Ko et al.274

2021 Investigated long-term stability of SAP and SAP-supported gas hydrates with 20 cycles of formation–dissociation
process

Kang et al.235

2021 Investigated hydrate formation kinetics using various pore-size media through repeated formation–dissociation
processes with magnetic resonance imaging

Farahani et al.275

2023 Utilized amino acids to prevent foam generation during the dissociation process and investigated the effect of
hydrophobicity on hydrate formation

Jeenmuang et al.89

2024 Investigated long-term stability of melamine sponge-supported gas hydrates to increase the mass storage density of
gas hydrates

Kang et al.272

Pelletizing process for hydrate storage
2021 Investigated long-term (2 years) stability of pelletized methane–THF hydrate at atmospheric pressure Bhattacharjee

et al.276

2022 Utilized dioxane as thermodynamic promoters for methane hydrate and investigated long-term (120 days) stability
of pelletized hydrate at moderate (268.3 K) temperature

Zhang et al.277

2024 Investigated the stability (30 days) of hythane 15 (H2 : CH4 – 15 : 85) hydrate pellets without any additional thermo-
dynamic promoters to analyze the feasibility of transporting hythane gas hydrate pellets

Mahant et al.278
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7. Conclusions

This review discusses the challenges in achieving energy-
efficient and safe storage of NG and hydrogen through
hydrate-based greener gas storage processes. We emphasize
the importance of discussing the phase equilibrium of the gas
hydrates and the stochastic nature of nucleation. Moreover,
the limitation in mass or heat transfer is regarded as a key
obstacle to the rapid formation of gas hydrates. Although
various mechanical techniques, including stirring, bubbling,
or spraying, can improve the formation kinetics of NG or
hydrogen hydrate, it is essential to establish methods for gas
hydrate formation under static conditions due to their high
cost-effectiveness and energy efficiency. In light of this, several
strategies to overcome the kinetic hurdles for gas hydrate for-
mation under a static system have been widely investigated.

Thermodynamic hydrate promoters, which occupy several
cages of the hydrate to stabilize the gas hydrates under mild
conditions, can be used to enhance the formation kinetics of
gas hydrates by increasing the driving forces for the target gas
hydrate formation. Aside from thermodynamic promoters,
kinetic hydrate promoters also can accelerate hydrate for-
mation kinetics by increasing the nucleation probability or
facilitating mass and heat transfer. Because surface properties
of the substrate strongly affect the nucleation probability for
gas hydrates by altering local gas density, and the ordering of
water molecules, the addition of a porous substrate and pre-
constructed hydrate crystals strongly decreases the induction
time for hydrogen and NG hydrates without any mechanical
agitation. Moreover, as the hydrate formation rate is pro-
portional to the amount of surface area for hydrate growth,
surfactants such as SDS can enhance the hydrate formation
kinetics by preventing the agglomeration of hydrate particles
and forming a porous hydrate structure. Porous materials such
as silica gel or silica NPs also can enhance the formation kine-
tics of hydrate by providing a large efficient surface area for
hydrate growth. As exothermic heat released from the hydrate
formation process is unfavorable for further hydrate for-
mation, which is facilitated at low temperature, the hydrate
formation kinetics should be significantly enhanced by the
addition of NPs or an auxiliary framework with high thermal
conductivity, which can release the exothermic heat
sufficiently. This review paper emphasizes the importance of
the hydrate formation process under static conditions and pro-
vides a fundamental understanding of static hydrate formation
processes by investigating theoretical and experimental studies
on challenging hurdles for rapid formation kinetics of gas
hydrates.
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