Open Access Article. Published on 08 Augustus 2024. Downloaded on 2026-02-06 6:18:11 vm..

Thisarticleislicensed under a Creative Commons Attribution 3.0 Unported Licence.

(cc)

#® ROYAL SOCIETY
OF CHEMISTRY

Energy
Advances -

View Article Online

View Journal | View Issue

) Check for updates Effects of tuning decision trees in random
forest regression on predicting porosity of a

Cite this: Energy Adv., 2024, . -

3, 2335 hydrocarbon reservoir. A case study: volve oil
field, north sea

Kushan Sandunil, @ *® Ziad Bennour, 22 Hisham Ben Mahmud (2° and
Ausama Giwellj 2 <9

Machine learning (ML) has emerged as a powerful tool in petroleum engineering for automatically
interpreting well logs and characterizing reservoir properties such as porosity. As a result, researchers
are trying to enhance the performance of ML models further to widen their applicability in the real
world. Random forest regression (RFR) is one such widely used ML technique that was developed by
combining multiple decision trees. To improve its performance, one of its hyperparameters, the number
of trees in the forest (n_estimators), is tuned during model optimization. However, the existing literature
lacks in-depth studies on the influence of n_estimators on the RFR model when used for predicting
porosity, given that n_estimators is one of the most influential hyperparameters that can be tuned
to optimize the RFR algorithm. In this study, the effects of n_estimators on the RFR model in porosity
prediction were investigated. Furthermore, n_estimators’ interactions with two other key hyper-
parameters, namely the number of features considered for the best split (max_features) and the
minimum number of samples required to be at a leaf node (min_samples_leaf) were explored. The RFR
models were developed using 4 input features, namely, resistivity log (RES), neutron porosity log (NPHI),
gamma ray log (GR), and the corresponding depths obtained from the Volve oil field in the North
Sea, and calculated porosity was used as the target data. The methodology consisted of 4 approaches.
In the first approach, only n_estimators were changed; in the second approach, n_estimators were
changed along with max_features; in the third approach, n_estimators were changed along with
min_samples_leaf; and in the final approach, all three hyperparameters were tuned. Altogether 24 RFR
models were developed, and models were evaluated using adjusted R? (adj. R®), root mean squared
error (RMSE), and their computational times. The obtained results showed that the highest performance
with an adj. R? value of 0.8505 was achieved when n_estimators was 81, max_features was 2 and
min_samples_leaf was 1. In approach 2, when n_estimators’ upper limit was increased from 10 to 100,
there was a test model performance growth of more than 1.60%, whereas increasing n_estimators’
upper limit from 100 to 1000 showed a performance drop of around 0.4%. Models developed by tuning

Received 15th May 2024, n_estimators from 1 to 100 in intervals of 10 had healthy test model adj. R*> values and lower
Accepted 6th August 2024 computational times, making them the best n_estimators’ range and interval when both performances
DOI: 10.1039/d4ya00313f and computational times were taken into consideration to predict the porosity of the Volve oil field in

the North Sea. Thus, it was concluded that by tuning only n_estimators and max_features, the
rsc.li/energy-advances performance of RFR models can be increased significantly.

1. Introduction

Artificial intelligence (AI) has become a popular topic over the
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great tool for working with complex and huge datasets.'™ The
concept of ML was first put forward by Turing.* Since then, ML
has seen a significant improvement with the invention of
complex and high-performing algorithms. With the popularity
of ML algorithms, like many other engineering sectors, their
applicability in reservoir engineering has been tested, espe-
cially in porosity prediction. Porosity gives an idea about the
fluid storage capacity, and it plays a vital role in the upstream
oil and gas industry since it is used in estimating the petroleum
initially in place in the reservoir. Core analysis is a reliable and
widely accepted approach that is used to estimate porosity.
However, this method is expensive and time-consuming.
To address these challenges, petroleum engineers and researchers
are investigating the applicability of ML in reservoir characteriza-
tion. Random forest regression (RFR) is one such ML algorithm
that has been successfully used to predict porosity. To enhance the
performance of ML models, hyperparameter optimization is used.
In this research, the effects of one of the main hyperparameters of
RFR, the number of decision trees in the forest (n_estimators) when
predicting the porosity of a sandstone-dominated section in Volve
oilfield have been investigated. Moreover, the behaviours of two
other widely used hyperparameters in RFR, the minimum number
of samples required to be at a leaf node (min_samples_leaf), and
the number of features considered for the best split (max_features)
when tuned along with n_estimators, have been studied. Apart
from the primary objectives mentioned, this study tested
the feasibility of an optimized RFR algorithm in reservoir char-
acterization, specifically porosity prediction, and could be further
extended to permeability and saturation predictions in future
studies.

ML application in reservoir characterization has significantly
increased over the last couple of decades due to its ability to
tackle regression and classification-type problems.>” With the
evolution of ML, a notable number of algorithms have been
introduced. The artificial neural network (ANN), which uses a
parallel processing approach and was developed based on the
function of a neuron of a human brain, has been utilized in
petrophysical parameter prediction.®® Support vector regression
(SVR) is another algorithm developed in the initial stages of the
ML timeline, and it can handle non-linear relationships between
a set of inputs and an output. Moreover, SVR has been utilized
widely in reservoir characterization.'"® The least absolute
shrinkage and selection operator (LASSO) regression and Baye-
sian model averaging (BMA) have also been extensively used in
ML-related studies in the literature.'* BMA uses Bayes theorem
and LASSO uses residual sums of squares to build a linear
relationship between the inputs and the output. BMA and LASSO
regressions have been used in permeability modelling in recent
studies.” Apart from petrophysical parameter predictions, ML
models have also been used in lithofacies classification."® Gen-
erally, these studies utilized ML approaches to model lithofacies
sequences as a function of well-logging data to predict discrete
lithofacies distribution at missing intervals.'®*® Besides perme-
ability prediction, water saturation estimation, and lithofacies
classification, ML models have been used in reservoir porosity
estimation, which is the parameter of focus in this study. ML
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Fig. 1 Representation of the ensemble model.

algorithms, such as ANN, deep learning, and SVR, have been
used to predict porosity using logging data, seismic attributes,
and drilling parameters."*™"

Apart from the mentioned ML models, the ML approach
known as ensemble learning has been applied in many recent
studies. Here, ML base models (weaker models) are strategically
combined to produce a high-performing and efficient model as
shown in Fig. 1. Ensemble ML models have become a popular
tool among researchers to predict petrophysical properties due
to their ability to reduce overfitting and underfitting.>>">° RFR
is one such popular ensemble ML model that was developed by
amalgamating multiple decision trees.”’

Hyperparameter tuning is a process that is implemented to
fine-tune ML algorithms to obtain optimal models.**° Several
hyperparameters can be controlled in an RFR model, such as
n_estimators, max_features, min_samples_leaf, maximum depth
of the tree (max_depth), fraction of the original dataset assigned
to any individual tree (max_samples), minimum number of
samples required to split an internal node (min_samples_split),
maximum leaf nodes to restrict the growth of the tree
(max_leaf nodes).

Hyperparameter optimization has been utilized in recent
studies related to reservoir characterization. Wang et al. devel-
oped an RFR model to predict permeability in the Xishan
Coalfield, China.>* Five hyperparameters, n_estimators, max_-
features, max_depth, min_samples_leaf and min_samples_split,
were tuned during hyperparameter optimization. Zou et al
estimated reservoir porosity using a random forest algorithm.>"
During the hyperparameter optimization stage, n_estimators,
max_features, min_samples_leaf, min_samples_split and max_depth
were tuned. Rezaee and Ekundayo tuned n_estimators, min_sam-
ples_leaf, min_samples_split, and max_depth during the develop-
ment of the RFR model used to predict the permeability of
precipice sandstone in the Surat Basin, Australia.*>

Even though hyperparameters have been tuned during the
hyperparameter optimization phase of an ensemble ML model
development, the literature lacks studies that specifically focus
on the effects of hyperparameter tuning in ensemble learning
when predicting petrophysical properties in reservoir charac-
terization. Addressing this research gap, in this study, the
authors investigated the influence of one of the most utilized
hyperparameters in the literature, namely, the n_estimators of
RFR, when predicting the porosity of a hydrocarbon reservoir.
Also, the effects of n_estimators were studied along with another
two widely used hyperparameters, max_features and min_sam-
ples_leaf, when predicting the porosity of the Volve oil field
in the North Sea. The study considered a supervised learning

© 2024 The Author(s). Published by the Royal Society of Chemistry
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regression approach. The workflow of the study consisted of
data preprocessing, RFR model development, and model ana-
lysis. Several RFR models were developed, including tuning
n_estimators, tuning n_estimators along with max_features,
tuning n_estimators along with min_samples leaf, and tuning
all three hyperparameters at once under four approaches by
integrating grid search optimization and X-fold cross-
validation. The models’ performances were evaluated based
on the adjusted coefficient of determination (adj. R?), root
mean squared error (RMSE), and computational time. Only
the three aforementioned hyperparameters were considered
due to processing capacity limitations; however, this study is
expected to be a solid initiation towards the development of
future studies on the effects of hyperparameters in ML algo-
rithms in reservoir characterization.

2. Methodology

The development of an ML model involves multiple steps,
namely, data acquisition, data preprocessing, model develop-
ment, and data analysis.>*** In this study the abovementioned
steps were implemented to develop robust ML models.

2.1 Geological setting and dataset

The Volve oil field (Fig. 2) was selected as the study area and
the well log data of the field is publicly available. Several ML-
related studies have been conducted using the Volve oil field
datasets.*®® It was formed during the Jurassic period by the
collapse of adjacent salt ridges. Oil was discovered in the field
in 1993 in the middle Jurassic Hugin sandstone formations,
identifying it as a clastic reservoir.

The Hugin Formation is 153 m thick and oil-bearing and
was penetrated at 3796.5 m, approximately 60 m deeper than
expected. The total oil column in the well was 80 m, but no
clear oil-water contact was observed.*®*° The reservoir section
was made up of highly variable fine to coarse-grained, well to
poorly-sorted subarkosic arenite sandstones with good to excel-
lent reservoir properties. The Hugin Formation of the area
consists of a shallow marine shoreface, coastal plain/lagoonal,
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Fig. 2 Study area — Volve oil field's location in the North Sea. Adapted
from Mapchart.®®
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channel, and possibly mouth bar deposits. The underlying
Skagerrak Formation was completely tight due to extensive
kaolinite and dolomite cementation. The current study used
data from well 15/9-19A. The well was drilled through the
Skagerrak Formation and terminated approximately 30 m into
the Triassic Smith Bank Formation. To fully utilize the available
data, the study considered data from the 3666.59 to 3907.08 m
depth interval. This depth interval ran through three forma-
tions, namely, Draupne, Heather, and Hugin. The stratigraphic
column and description of the vertical facies distribution of the
section are shown in Fig. 3.

The dataset consisted of depth, well log data, and the
corresponding calculated porosity values and had a total of
1547 data points. Three well log parameters, namely, resistivity
log (RES), neutron porosity log (NPHI), and gamma-ray log (GR)
along with corresponding depth were used as input features,
and total porosity (PHIF) was used as the target data. PHIF was
calculated using porosity from the density log (PHID) and
NPHI. PHIF was derived from the density log, which was
calibrated to overburden corrected core porosity for wells
drilled with either oil-based mud or water-based mud. NPHI
was used to correct for varying mud filtrate invasion. Eqn (1)
and (2) were used to calculate PHIF and PHID, respectively.

PHIF = PHID + A x (NPHI — PHID) + B 1)
PHID = Pma ~ Pb. 2)
Pma — Pr

In eqn (1), A and B are regression coefficients and in eqn (2),
Pma is the matrix density, py, is measured bulk density and pq is
pore fluid density. Calculated PHIF values were assumed to be
actual porosities during model development and evaluation.

2.2 Data preprocessing

The raw data acquired from the Volve oil field was subjected to
data preprocessing before it was used in ML model develop-
ment. Three main data preprocessing practices, namely, (i) data
cleaning, (ii) feature scaling, and (iii) data division, were
utilized in this study.**™*° Under data cleaning, missing values
and outliers were identified. Missing values were the sections
where data points were missing from the dataset. Outliers
include the data that were outside of a considered range in
each feature. The interquartile range method was used to detect
the outliers. Both missing data and outliers were treated by
removing them completely from the dataset.>*>*

Feature scaling is also a common practice implemented
during data preprocessing. There are two widely used feature
scaling approaches in the literature, namely, normalization and
standardization. However, in this study feature scaling was
neglected since RFR is a tree-based ML model where splits do
not change with any monotonic transformation.>?

Data division was carried out by splitting the dataset into 2
parts for training and testing. The training portion was used to
train the ML models while the testing portion was used to test
the trained models. The train-test ratio was considered as

Energy Adv.,, 2024, 3, 2335-2347 | 2337
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Fig. 3 Stratigraphic column and facies description of the considered subsurface section. Adapted from Statoil.**

80:20, ie., 80% of the total dataset was allocated for training Y. Therefore, the training dataset of the RFR can be assumed

while the remaining 20% was used for testing.>*>* to be drawn from a joint distribution of (X,Y).
For regression, the random forest prediction is the
2.3 Machine learning model development unweighted average over the collection:

The RFR model is a combination of multiple decision trees. A R

typical architecture of an RFR model is shown in Fig. 4. Segal h(x) = (l) Z h(x;0,). (3)
demonstrated the random forest algorithm mathematically as R) =

h(x;0,), r = 1,...,R, where x represents the observed input vector
associated with the vector X.>* X and 0, are independent
and identically distributed random vectors. For mathematical
clarification we define a vector with numerical outcomes Ex Y — h(X))* - Ex Y — Eph(X;0))>. (4)

Asr - oo, the Law of Large Numbers ensures
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Fig. 4 Random Forest architecture (left) and the base model architecture (right).

The quantity on the right is the prediction (or generalization)
error for the random forest, designated PE;. The convergence
in eqn (4) implies that random forests do not overfit.

Next, we define the average prediction error for an indivi-
dual tree as h(X;0)

PE; = EEx y(Y — h(X;0))*. (5)
Assuming that for all 0 the tree is unbiased, ie.,
EY = Exh(X;0), then
PE; < pPE; (©

where p is the weighted correlation between residuals Y —
h(X;0) and Y — h(X;0') for independent 6,6’

The inequality shown by eqn (6) highlights what is required
for accurate RFR, which is having a low correlation between
residuals of differing tree members of the forest and low
prediction error for the individual trees. The model’s perfor-
mance can be further enhanced by tuning its hyperparameters.

During the study, RFR models were developed using the
Python programming language. The cleaned dataset obtained
during the data preprocessing stage was loaded into Python,
then split into training and testing. The Python-based scikit-
learn library’s RandomForestRegressor was used to develop the
RFR algorithm. The RandomForestRegressor comes with default
hyperparameters built into it. Default values assigned to some
of the main hyperparameters of RFR in scikit-learn are given in
Table 1.

However, rather than using the default hyperparameters
assigned by the scikit-lean library, to achieve the primary objec-
tives of the study, hyperparameter optimization was implemen-
ted. Hyperparameter optimization is a commonly used practice
to build robust ML models.***” The hyperparameters of RFR

Table 1 Some hyperparameters of the random forest algorithm and their
default values in the scikit-learn library

Hyperparameter Default value
n_estimators 100
max_features 1.0
min_samples_leaf 1

max_depth None
max_samples None
min_samples_split 2

max_leaf nodes None

© 2024 The Author(s). Published by the Royal Society of Chemistry

were tuned using the grid search optimization (GSO) approach.
For this, the GridSearchCV optimization algorithm in the scikit-
learn library was used. GSO was considered since it runs through
all the possible combinations in the hyperparameter space, thus
selecting the best combination of the space.>””® The hyperpara-
meter space was predefined by including the possible values and
it was fed into the GSO algorithm.

GSO was implemented along with random subsampling
cross-validation. An approach known as the K-fold cross-
validation was used. During the K-fold cross-validation, the
training dataset is divided into K number of same-sized por-
tions (folds), and K — 1 of the portions are used for training and
the remainder are used for validation.?>*® This is repeated until
each fold gets the chance to be the validation set. For this study,
a 5-fold cross-validation was implemented as shown in Fig. 5.
Therefore, the training set was divided into five portions and
during each split, four portions were used for training and one
portion was used for validation.

Tuning was done under 4 approaches as shown in Fig. 6 to
investigate the effects of the considered hyperparameters. In
the first approach, n_estimators was changed from 1 to 10, 1 to
100, and 1 to 1000 in different intervals. The notation used to
demonstrate the n_estimators change is shown in Table 2.

In the second approach, n_estimators was changed from 1 to
1000 in the same way as approach 1 along with max_features.
Here, max_features was changed from 10% to 100% of total
features in increments of 10%. In the third approach, n_esti-
mators was changed in the same way along with min_sample-
s_leaf. In this case, min_samples_leaf was changed from 1 to 20

| Dataset |
| Training Set | Testing Set
Split 1 | Fold 1 | Fold 2 | Fold 3 | Fold 4 | Fold 5 | h
Split2 | Fold 1 | | Fold 2 | Fold 3 | Fold 4 | Fold 5 |
Split3 | Fold 1 | Fold 2 || Fold 3 | Fold 4 | Fold 5 | = Tuning Hyperparameter
Split4 | Fold 1 | Fold 2 | Fold 3 | Fold 4 | Fold 5 |
Split 5 | Fold 1 ” Fold 2 || Fold 3 || Fold 4 || Fold 5 |

Fig. 5 Demonstration of the K-fold cross-validation.
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Table 2 Notations of changes in n_estimators and their representations

n_estimators change notation Starting value Ending value Increment

1:10:1 1 10 1
1:100:1 1 100 1
1:100:10 1 100 10
1:1000:1 1 1000 1
1:1000:10 1 1000 10
1:1000:100 1 1000 100

in intervals of 1. In the fourth approach, all 3 hyperparameters,
i.e., n_estimators, max_features and min_samples_leaf were varied at
the same time in the above-mentioned intervals. In each approach,
values of all the other hyperparameters of RFR were kept at their
default values assigned by the scikit-learn library. The link to the
GitHub folder with the developed codes is given in the appendix.

2.4 Results analysis

In the literature, the coefficient of determination (R*) seems to
be the go-to statistical parameter to evaluate the performance
of the RFR models.®>"®* However, an improved version of R
known as the adjusted coefficient of determination (adj. R?)
was used in this study to evaluate the developed models since it
takes the number of data points and the number of input
features into consideration during evaluation.” The mathema-
tical equation of R* is shown in eqn (7). Eqn (8) shows the
mathematical equation of adj. R*. The closer the adj. R* is to 1,
the higher the performance of the model.

R—1 _Z()’i—f‘f)z

A v)
Adj.R*=1— %. (8)

2340 | Energy Adv., 2024, 3, 2335-2347

In eqn (7) and (8), y; is the actual value, y is the predicted
value, y is the mean value of the distribution, n is the number of
data points and m is the number of input features.

Apart from the adj. R*, models were also evaluated using
RMSE. The mathematical equation of RMSE is shown in eqn (9).

o— 9.)2
RMSE = Z:(}’T}I)

©)
The developed RFR models were further evaluated based on
their runtime to study how tuning considered hyperparameters
affects computational times. The train-test difference was also
used to further analyze the models. The train-test difference is
an indication of the generalizability of an ML model, and it gives
an idea about the variance of the model. The lower the train-test
difference, the higher the generalizability of the model.***

3. Results and discussion

The adj. R values obtained using approach 1 of the methodol-
ogy are tabulated in Table 3. When only n_estimators increased
from 1 to 10 in intervals of 1 (keeping all the other hyperpara-
meters at their default values), the model yielded a training adj.
R? of 0.9650, validation adj. R* of 0.8188 and testing adj. R* of
0.8024. The training score is higher than the validation (cross-
validation) and testing scores as expected since the model is
fitted (trained) to the training set and this pattern was observed
in all the models developed during the study. In approach 1,
when the upper limit of n_estimators value was increased from
10 to 100, the training, validation, and testing scores showed
significant increases. The training score had an increase of
1.14%, the validation score had an increase of 2.19%, and the
test score had an increase of 2.22%. This rise in performance

© 2024 The Author(s). Published by the Royal Society of Chemistry
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Table 3 Adjusted coefficients of determination, and computational times of the models obtained in approach 1

Adj. R
Model no. n_estimators change n_estimators Training Validation Testing Computational time (s)
M11 1:10:1 8 0.9650 0.8188 0.8024 0.81
Mi2 1:100:1 51 0.9760 0.8367 0.8202 70.25
M13 1:100:10 51 0.9760 0.8367 0.8202 6.88
M14 1:1000:1 51 0.9760 0.8367 0.8202 6932.55
M15 1:1000:10 51 0.9760 0.8367 0.8202 707.56
Mie 1:1000:100 801 0.9799 0.8352 0.8218 65.73
®1:10:1 ®1:100:1  =1:100:10 =1:1000:1 =1:1000:10 = 1:1000:100 was tuned was efficient within a certain range. Since the range
0.8 and interval at which the n_estimators values are tuned affect
3084 —— = the computational time, an effective range and an interval for
T 08 lum n_estimators should be decided upon, taking computational
076 ] time into account.
’ Approach 1 Approach 2 Approach 3 Approach 4 In approach 2, max_features were also tuned along with
Approach

Fig. 7 Adjusted coefficient of determination values of each approach for
different changes in n_estimators.

can be seen in Fig. 7 where the adj. R* values of the testing
models were plotted for each approach.

Interestingly, when the upper limit of the n_estimators range
was pushed beyond 100, the performance of the model did not
show any noticeable increase in all training validation and
testing adj. R*> values. When n_estimators changed from 1 to
100 in intervals 1 and 10 (models M12 and M13) and n_estima-
tors changed from 1 to 1000 in intervals 1 and 10 (models M14
and M15), the models showed the same performance, ie. a
training score of 0.9760, validation score of 0.8367 and a testing
score of 0.8202. However, when the n_estimators changed from
1 to 1000 in intervals of 100, the training and testing scores of
the M16 model showed a slight increase in performance,
yielding an adj. R? of 0.9799 and 0.8218, respectively. However,
the validation score showed a slight decrease, which was
negligible.

The highest computational time of 6932.55 seconds was
shown by the model M14 where n_estimators changed from 1 to
1000 in increments of 1. The results from approach 1 showed
that after a certain n_estimators value, the models’ perfor-
mances increased drastically and the performance was main-
tained at a constant value over a certain n_estimators range
showing that the performance of the RFR when n_estimators

n_estimators. Results obtained using approach 2 of the metho-
dology are tabulated in Table 4. As observed in approach 1,
clear spikes in training, validation, and testing adj. R* values
were observed when the upper limit of n_estimators was
increased from 10 to 100. The training score had an increase
of 1.36%, the validation score had an increase of 1.92%, and
the test score had an increase of 1.60%. This clear jump in
performance is noticeable in Fig. 7. Interestingly, the perfor-
mances of the models developed in approach 2 were signifi-
cantly higher than the performance of the corresponding
“n_estimators change” in approach 1. This is quite visible in
Fig. 8. Further, going from approach 1 to 2, the average
validation score increased by 2.24% and the testing score
increased by 3.52%, which was significant. This increase in
adj. R* values is an indication that tuning max_features has a
major impact on predicting the porosity using RFR. Model
M21, where n_estimators were changed from 1 to 10 in intervals
of 1 and max_features were changed from 0.1 to 1 in intervals of
0.1, showed the least performance with a training score of
0.9672, validation score of 0.8381, and a testing score of 0.8366.
On the other hand, model M23 showed the highest testing
performance with an adj. R* of 0.8505 where n_estimators
changed from 1 to 100 in intervals of 10 and max_features
changed from 0.1 to 1 in intervals of 0.1. The model M23
yielded its best test model when n_estimators was 81 and
max_features were 0.5. It should be noted that even though
model M23 had the highest testing score, the training, and
validation scores were not the best out of all the models

Table 4 Adjusted coefficients of determination, and computational times of the models obtained in approach 2

Adj. R
Model no. n_estimators change n_estimators max_features Training Validation Testing Computational time (s)
M21 1:10:1 9 0.1 0.9672 0.8381 0.8366 3.69
M22 1:100:1 79 0.5 0.9804 0.8542 0.8500 326.56
M23 1:100:10 81 0.5 0.9806 0.8541 0.8505 30.20
M24 1:1000:1 520 0.5 0.9823 0.8556 0.8467 32620.39
M25 1:1000:10 521 0.5 0.9823 0.8556 0.8467 3045.27
M26 1:1000:100 801 0.5 0.9823 0.8554 0.8471 284.29

© 2024 The Author(s). Published by the Royal Society of Chemistry
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Fig. 8 Adjusted coefficient of determination values for each change in
n_estimators for different approaches.

developed in approach 2. The highest training score of 0.9823
was shown by models M24, M25, and M26. The highest valida-
tion scores were shown by models M24 and M25. However, it is
more meaningful to select model M23 as the best-performing
model since the testing set represents an independent dataset
that had never been seen by the model before.

The anomaly in the validation score observed when the
n_estimators were changed from 1 to 1000 in intervals of 100
in approach 1 was also observable in approach 2. The difference
in train-test scores provides an idea about the generalizability
of the model. The smaller the train-test difference, the higher
the generalizability of the model. Overall, the train-test differ-
ence in approach 2 was noticeably less than that of approach 1.
The average train-test difference decreased by 15.51% on going
from approach 1 to 2. This showed that the generalizability of
the models improved when max_features was introduced into
the hyperparameter space. Similar to approach 1, the highest
runtime was shown when the n_estimators changed from 1 to
1000 in increments of 1.

In approach 3, n_estimators was investigated with the altera-
tion of min_samples_leaf, and the results obtained are tabulated
in Table 5. Notably, all the performance results obtained for all

View Article Online
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the RFR models except the runtimes were the same as that of
approach 1, as seen in Fig. 7 and 8. This was because the
optimum value selected by the grid search optimization of the
min_samples_leaf was the same as the default value assigned by
the scikit-learn library for the RFR algorithm, hence the best
testing adj. R> was shown by model M34 when the n_estimators
was changed from 1 to 1000 in intervals of 100. Computational
times were longer than those obtained in approach 1 since
models developed in approach 3 had a larger hyperparameter
space as compared to approach 1.

In approach 4, n_estimators was changed along with both
max_features and min_samples_leaf. The results in Table 6 show
that the performances of the models were the same as that of
approach 2. A similar phenomenon caused this performance
similarity as observed between approach 1 and approach 3.
In this case, the default value for min_samples_leaf was always
selected during the tuning process and the max_features
selected for the optimum model was similar to that of approach
2. Approach 4 had the longest computational time since 3
hyperparameters had to be tuned simultaneously. The highest
runtime for all models was recorded in this approach by model
M44, which was 82832.02 seconds. In approach 4, as also
observed in approach 2, there was a test model performance
increase of 1.60% when the upper limit of n_estimators was
increased from 10 to 100. When the upper limit was increased
from 100 to 1000, there was a test model performance drop of
around 0.4%.

Table 7 shows the RMSE values of approaches 1, 2, 3, and 4.
While the adj. R* values give an idea about the correlation
between the actual porosities and the predicted porosities, the
RMSE values provide an idea about the difference (or the error)
between the two. Therefore, RMSE is also an important para-
meter in ML model performance evaluation. The pattern in
which RMSE values fluctuated in the 4 approaches was similar

Table 5 Adjusted coefficients of determination, and computational times of the models obtained in approach 3

Adj. R?
Model no. n_estimators change n_estimators min_samples_leaf Training Validation Testing Computational time (s)
M31 1:10:1 8 1 0.9650 0.8188 0.8024 7.79
M32 1:100:1 51 1 0.9760 0.8367 0.8202 674.81
M33 1:100:10 51 1 0.9760 0.8367 0.8202 64.96
M34 1:1000:1 51 1 0.9760 0.8367 0.8202 70039.55
M35 1:1000:10 51 1 0.9760 0.8367 0.8202 6525.18
M36 1:1000:100 801 1 0.9799 0.8352 0.8218 606.28

Table 6 Adjusted coefficients of determination, and computational times of the models obtained in approach 4

Adj. R
Model no. n_estimators change n_estimators max_features min_samples leaf Training Validation Testing Computational time (s)
M41 1:10:1 9 0.1 1 0.9672 0.8381 0.8366 56.22
M42 1:100:1 79 0.5 1 0.9804 0.8542 0.8500 4242.86
M43 1:100:10 81 0.5 1 0.9806 0.8541 0.8505 425.65
M44 1:1000:1 520 0.5 1 0.9823 0.8556 0.8467 82 832.02
M45 1:1000:10 521 0.5 1 0.9823 0.8556 0.8467 51444.27
M46 1:1000:100 801 0.5 1 0.9823 0.8554 0.8471 3796.99
2342 | Energy Adv., 2024, 3, 2335-2347 © 2024 The Author(s). Published by the Royal Society of Chemistry
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Table 7 RMSE of training and testing models of approaches 1, 2, 3, and 4
RMSE
Approach 1 Approach 2 Approach 3 Approach 4
Model no.  Training Testing Model no. Training Testing Model no. Training Testing Model no. Training Testing
M11 1.2894 2.9967 M21 1.2516 2.7218 M31 1.2894 2.9967 M41 1.2516 2.7218
M12 1.0817 2.8499 M22 0.9835 2.5917 M32 1.0817 2.8499 M42 0.9835 2.5917
M13 1.0817 2.8499 M23 0.9798 2.5875 M33 1.0817 2.8499 M43 0.9798 2.5880
M14 1.0817 2.8499 M24 0.9399 2.6190 M34 1.0817 2.8499 M44 0.9399 2.6190
M15 1.0817 2.8499 M25 0.9396 2.6187 M35 1.0817 2.8499 M45 0.9396 2.6187
Mie 0.9988 2.8312 M26 0.9396 2.6148 M36 0.9988 2.8312 M46 0.9396 2.6148
~-Approach I ~-Approach 2 ~-Approach 3 -+-Approach 4 evident based on the RMSE values obtained in approach 2. There
100000 . . o s .
1-1:10:1 was a clear decrease in RMSE values in both training and testing
80000 .
@ 2-1:100:1 models in approaches 2 and 4 where max_features was tuned.
% 60000 on. . . . R ..
2 3-1:100:10 Runtime and grid search combinations had a positive
£ 40000 —1: : . . . . . . .
& 4 1:1000:1 relationship, i.e., when the number of combinations in the grid
20000 5 1100010 h the largest, the runtime of the model was the
P R S S —— 6—1:1000:100 st?arc space wa's gest, :
1 2 3 4 5 6 highest, and vice versa. Further, it was observed that from

n_estimators change

Fig. 9 Runtimes of the models of each n_estimators’ change for different
approaches.

to that of adj. R>. The smallest RMSEs were shown by model
M16 with a training model RMSE of 0.9988 and a testing model
RMSE of 2.8312. The improvement in the results when max_
features was introduced into the hyperparameter space was also
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approach 1 to approach 3, the increase in computational times
was roughly proportional to each other as seen in Fig. 9.
However, in approach 4 where n_estimators was changed along
with the tuning of max_ features and min_samples_leaf, an
anomaly was observed when n_estimators was changed from
1 to 1000 in intervals of 10.

Even though the primary objective of the study was to
investigate the influences of n_estimators along with max_
features and min_samples_leaf on the performance of RFR,
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Fig. 10 Depth-porosity and correlation plots obtained from the predictions of the best-performing RFR testing model.
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having an overall picture of the variation of the actual and
predicted porosity and their relationship is important to under-
stand the model’s applicability in porosity prediction. To
achieve this, depth-porosity graphs and correlation plots were
plotted. Fig. 10 shows one such depth-porosity graph and a
correlation plot developed for the best-performing RFR test
model (model M23) of the study. The depth-porosity plot
indicated that most of the time, the predicted porosity followed
the pattern of the actual porosity. The correlation plot showed
that the majority of the points were scattered around the
perfect correlation line, which is an indication of a high
correlation between the actual values and the predicted values.

4. Conclusions

The aim of this study was to examine the effects of tuning the
number of decision trees in the forest (n_estimators) in random
forest regression (RFR) for predicting porosity within the Volve
oil field in the North Sea. Additionally, the study investigated
the influence of n_estimators when tuned with two other
commonly used hyperparameters, namely, the number of
features to consider when looking for the best split (max_features)
and the minimum number of samples required to be at a leaf
node (min_samples_leaf). The hyperparameters were tuned using
grid search optimization integrating 5-fold cross-validation, and
model performances were evaluated based on adj. R>, RMSE, and
computational times.

e Overall, based on both the performance and computa-
tional time, the RFR model with n_estimators at 81 and max_
features at 2 (while keeping all the other hyperparameters at
their default values), which was developed in approach 2,
produced the most effective model for predicting the porosity
of the Volve oil field in the North Sea with a testing model adj.
R?* of 0.8505, a testing model RMSE of 2.5875, and a computa-
tional time of 30.2 seconds.

e There was a notable increase in performance when the
upper limit of the n_estimators increased from 10 to 100. On the
other hand, the performance of the models did not increase
significantly when the upper limit of n_estimators increased
from 100 to 1000. This phenomenon indicated that identifying
an effective n_estimators range that is not too low (which will
make the performance significantly low) and not too high
(which will increase the computational time) is important to
produce an efficient RFR model during porosity prediction.

e A range of 1 to 100 changed in intervals of 10 can be
suggested for n_estimators when developing an RFR model to
predict the porosity of the Volve oil field since these models
showed higher performances and lower computational times in
all four approaches. When the n_estimators range of 1 to 100
was changed in intervals of 10, it always yielded a high adj. R
value (in approaches 2 and 4, it yielded the highest testing
model adj. R* value) for the model and had the second least
computational time.

e When n_estimators was tuned along with max_features in
approach 2, the results improved drastically as compared to

2344 | Energy Adv., 2024, 3, 2335-2347
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approach 1 where only n_estimators was tuned. There was an
average validation score increase of 2.24% and a testing score
increase of 3.52% on going from approach 1 to 2. This improve-
ment of the scores (adj. R*) showed that max_features has a
significant influence on the RFR model’s performance.

e It was observed that computational time was largely
affected by the number of hyperparameters altered, their range,
and interval. Of all the approaches, the longest computational
time was when 7n_estimators was tuned from 1 to 1000 in
intervals of 1 along with max_features and min_samples_leaf.

Based on the results, only by adjusting n_estimators and
max_features can an RFR model be developed with a robust
prediction power to estimate the porosity in the Volve oil field.

Recommendations

This study focused on three hyperparameters, namely, n_esti-
mators, max_features and min_samples_leaf. Apart from these
hyperparameters, min_samples_split and max_depth are also
widely used in the literature during hyperparameter optimiza-
tion in RFR. Therefore, for future studies, it is recommended
that the behaviour of min_samples_split and max_depth along
with n_estimators be investigated.

Abbreviation

Al Artificial intelligence

ML Machine learning

RFR Random forest regression

ANN Artificial neural network

SVR Support vector regression

LASSO Least absolute shrinkage and selection
operator

BMA Bayesian model averaging

GSO Grid search optimization

RMSE Root mean squared error

R? Coefficient of determination

adj. R® Adjusted coefficient of determination

RES Resistivity log

NPHI Neutron porosity log

GR Gamma ray log

PHIF Total porosity

PHID Porosity from density log

n_estimators Number of trees in the forest
max_features Number of features considered for the best

split

Minimum number of samples required to
be at a leaf node

Maximum depth of the tree

Fraction of the original dataset assigned to
any individual tree

Minimum number of samples required to
split an internal node

Maximum leaf nodes to restrict the growth
of the tree

A A regression coefficient

min_samples_leaf

max_depth
max_samples

min_samples_split

max_leaf nodes
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B A regression coefficient

Pma Matrix density

b Measured bulk density

on Pore fluid density

n Number of datapoints

m Number of input features

X Independent and identically distributed
random vector

0, Independent and identically distributed
random vector

b Observed input vector associated with vec-
tor X

Y A vector with numerical outcomes

Actual value
Predicted value
Mean value of the distribution
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Appendix

The authors would like to share open repository folder contain-
ing the codes and resources for this study on GitHub and
extend an invitation to collaborate through Open Knowledge
sharing. In the folder, 4 codes are provided; Code_1 was
developed by only tuning n_estimators. Code_2 was developed
by tuning n_estimators along with max_features. Code_3 was
developed by tuning n_estimators along with min_samples_leaf
and the Code_4 was developed by tuning all three hyperpara-
meters, i.e., n_estimators, max_features and min_samples_leaf.
The GitHub repository with the developed codes in the study
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can be accessed via this https://github.com/kwkushan/effects-
of-tuning-decision-trees-in-random-forest-regression-on-pre
dicting-porosity-kushan-sandunil-.
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