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Exploring non-covalent interactions in excited
states: beyond aromatic excimer models†

Ariel C. Jones and Lars Goerigk *

Time-dependent density functional theory (TD-DFT) offers a relatively accurate and inexpensive

approach for excited state calculations. However, conventional TD-DFT may suffer from the same poor

description of non-covalent interactions (NCIs) which is known from ground-state DFT. In this work we

present a comprehensive benchmark study of TD-DFT for excited-state NCIs. This is achieved by

calculating dissociation curves for excited complexes (‘exciplexes’), whose binding strength depends on

excited-state NCIs including electrostatics, Pauli repulsion, charge-transfer, and London dispersion.

Reference dissociation curves are calculated with the reasonably accurate wave function method SCS-

CC2/CBS(3,4) which is used to benchmark a range of TD-DFT methods. Additionally, we test the effect

of ground-state dispersion corrections, DFT-D3(BJ) and VV10, for exciplex binding. Overall, we find that

TD-DFT methods generally under-bind exciplexes which can be explained by the missing dispersion

forces. Underbinding errors reduce going up the rungs of Jacob’s ladder. Further, the D3(BJ) dispersion

correction is essential for good accuracy in most cases. Likewise, the VV10-type non-local kernel yields

relatively low errors and has comparable performance in either its fully self-consistent implementation

or as a post-SCF additive correction, but its impact is solely on ground-state energies and not on

excitation energies. From our analysis, the most robust TD-DFT methods for exciplexes with localised

excitations in their equilibrium and non-equilibrium geometries are the double hybrids B2GP-PLYP-

D3(BJ) and B2PLYP-D3(BJ). Their range-separated versions oB2(GP-)PLYP-D3(BJ) or the spin-opposite

scaled, range-separated double hybrid SOS-oB88PP86 can be recommended when charge transfer

plays a role in the excitations. We also identify the need for a state-specific dispersion correction as the

next step for improved TD-DFT performance.

1 Introduction

Linear-response time-dependent density functional theory (TD-
DFT) in the adiabatic approximation has become the method of
choice for excited-state computational chemistry.1,2 TD-DFT
offers reasonable accuracy at a relatively low computational
cost which makes it feasible to study chemical systems
of interest (up to around 100 atoms). Within the adiabatic
approximation, the exchange–correlation kernel is time-indepen-
dent and is therefore known from ground state DFT.3,4 As such, it
could be expected that TD-DFT calculations suffer from the same
pitfalls as the underlying density functional approximation (DFA).

It is well-established that common DFAs fail to correctly
account for the London dispersion force5 which is a long-range

electron correlation effect, whereas pure DFT correlation is
(semi)-local.6–8 Comprehensive ground-state benchmark studies
have demonstrated that properly accounting for non-covalent
interactions (NCIs), particularly dispersion forces, is essential
for good computational accuracy, including for barrier heights,
reaction energies, and geometries.9–14 Nonetheless, the perfor-
mance of TD-DFT methods for excited-state NCIs remains
significantly undertested.15

TD-DFT benchmarking studies have primarily focused on
single chromophores and their excited-state properties, includ-
ing vertical transition energies,16–23 oscillator strengths,16,24

electronic circular dichroism,24–26 and UV-vis spectra,24,27

among others. The most robust methods generally belong to
the time-dependent double hybrid density functional approxi-
mations (TD-DHDFAs).20,21,28,29 Generalised gradient approxi-
mation (GGA) and meta-GGA methods systematically red-
shift excitation energies and furthermore produce low-lying
‘ghost’ excitations which are not observed in experimental
spectra.17,19,21,30,31 Hybrid methods, particularly with a large
proportion of Fock exchange, reduce this redshift although can
in turn lead to blueshifted excitations.18,19,26,30 Global TD-DFT
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methods fail to describe long-range excitations—Rydberg and
charge-transfer (CT)—for which range-separation (RS) is
required.20,31–35 TD-DHDFAs have been shown to describe
exciton coupling in dimers.15,36

Excited-state NCIs have been investigated in the context of
excited complexes known as ‘exciplexes’—or ‘excimers’ when
both monomers are identical—which are more strongly bound
when in their excited state compared to their ground state
counterpart.37 Exciplex and excimer studies have been more
thoroughly reviewed previously.15 These studies have generally
tested a small number of TD-DFT methods and/or chemical
systems.38–41 Typical studies that systematically tested ground-
state dispersion corrections relied on the older DFT-D242

approach.40,41 Some authors have adjusted dispersion corrections
specifically for excited-state complexes,41,43 again limited to a small
number of DFAs and chemical systems. Nonetheless, improved
performance is generally observed when either a ground-state or
state-specific dispersion correction is applied.

Recently, Hancock and Goerigk performed a comprehen-
sive benchmarking study of excited-state NCIs for aromatic
excimers15 which was later44 expanded to test spin-component
scaled45 (SCS) and spin-opposite scaled46 (SOS) TD-
DHDFAs.29,47 It was shown that the smallest errors are achieved
by spin-scaled RS double-hybrid methods. An additive ground-
state dispersion correction generally reduced the error of
TD-DFT methods although was inadequate to fully capture
the excited-state dispersion forces in aromatic excimers. This
strongly suggests the need to develop an excited-state disper-
sion correction.

However, before this endeavour can be undertaken,
benchmark-quality data is needed to gain further insights into
the current state-of-the art methods and allow for future training
and cross-validation of any new excited-state specific dispersion
corrections. Hence, this work aims to expand the currently limited
benchmarking data on excited-state NCIs. We test a number
of exciplexes—benzene–neon, benzene–argon, benzene–naphtha-
lene, toluene–tetracyanoethylene (TCNE), and styrene–trimethyl-
amine (TMA) (Fig. 1)—which range from dispersion-dominated
exciplexes to those with a significant CT component.

Benzene-rare gas dimers have previously been explored by
DFT in the ground state.8,48,49 However, as far as we are aware,
this is the first time that TD-DFT methods have been applied
to the benzene–neon and benzene–argon exciplexes. A small
number of studies have used TD-DFT methods to investigate

NCIs in benzene–naphthalene,39 toluene–TCNE,50 and styrene-
TMA exciplexes.40 These studies employed a conservative num-
ber of DFAs and dispersion corrections either were not system-
atically tested or were neglected entirely. We build on these
findings by testing a large number of TD-DFT methods,
which include RS methods and double-hybrid DFAs, for five
exciplexes.

Additionally, we present the first study of TD-SCS/SOS-
DHDFAs for these exciplexes, namely with the 14 functionals
presented by Casanova-Páez and Goerigk in 2021,29 which have
shown promising performance for single chromophore excita-
tions.29,51 Recently, these functionals were defined for their
ground-state energy which has allowed their use for aromatic
excimer interaction energies.44 In this study, we test these
methods for new exciplexes beyond the aromatic dimers.

Furthermore, we systematically assess the performance of
ground-state dispersion corrections when applied to exciplexes.
This includes Grimme’s additive dispersion correction DFT-
D3(BJ)52,53 with Becke–Johnson damping. This correction adds
the missing dispersion energy by an atom-pairwise summation:

E
DFT-D3ðBJÞ
disp ¼ �1

2

X

AaB

X

n¼6;8
sn

CAB
n

Rn
AB þ a1R

AB
BJ þ a2

� �n; (1)

where CAB
n is the dispersion coefficient for atom pair AB. These

coefficients depend on the chemical environment of atoms A
and B and are calculated on the fly from pre-tabulated ground-
state dynamic polarizabilities. Dividing by Rn enforces the
correct R�6 decay for long-range dispersion forces and R�8

covers the medium range. RAB
BJ is damping-function specific

and calculated from CAB
n . The factor s6 is set to unity for most

DFAs except for DHDFAs; see ref. 54 for details on how it is
determined. s8, as well as parameters a1/2 in the damping
function, are fitted for each DFA.

An alternative ground-state dispersion correction is van der
Waals DFT (vdW-DFT) which incorporates non-local correlation
into the DFA.55 As such, the dispersion force has an explicit
dependence on electron density which is not the case for addi-
tive DFT-D approaches. Vydrov and Van Voorhis’ VV10 method56 is
currently the most popular vdW-DFT approach which shows
promising accuracy. Hujo and Grimme were the first to generalise
non-local DFT (DFT-NL),57 in which the VV10 non-local correlation
kernel can be used to augment an existing DFA as per eqn (2).

Fig. 1 Benchmarked exciplexes with dissociation coordinate z: (a) benzene–neon; (b) benzene–argon; (c) benzene–naphthalene; (d) toluene–TCNE;
(e) styrene–trimethylamine.

Paper PCCP

Pu
bl

is
he

d 
on

 1
8 

Se
pt

em
be

r 
20

24
. D

ow
nl

oa
de

d 
on

 2
02

5-
11

-0
6 

7:
44

:3
4 

nm
.. 

View Article Online

https://doi.org/10.1039/d4cp03214d


25194 |  Phys. Chem. Chem. Phys., 2024, 26, 25192–25207 This journal is © the Owner Societies 2024

DFT-NL requires the fitting of a single parameter b to ensure a
seamless connection to the short-range DFA.

EDFT-NL
XC = EDFT

X + EDFT
C + EVV10

C (2)

The DFT-NL approach is appealing in that it attempts to
solve the dispersion issue at the DFA level. However, it has been
shown that when VV10 non-local correlation is implemented in
a post-SCF fashion, this yields highly comparable accuracy to
the self-consistent implementation.57,58 We assess for the first
time DFT-NL in the context of excited state NCIs, including
both the self-consistent and post-SCF forms. We also assess
other VV10-based vdW-DFT functionals that have shown good
performance when tested for thermochemistry13 and on the
extensive GMTKN55 test set.10,59

This study aims to expand the benchmarking data for
excited-state NCIs. Specifically, we present the first comprehen-
sive benchmarking study for exciplexes including those with
significant CT character. We benchmark 38 TD-DFT methods,
among which include some of the currently most accurate
methods for excited state properties such as the recently devel-
oped TD-SCS/SOS-DHDFAs. Furthermore, we test the effect of
the ground-state dispersion correction when applied to exciplex
binding.

2 Computational details

Geometry optimisations were performed for all exciplexes in
their lowest-lying singlet excited state, calculated at the second-
order approximate coupled-cluster (CC2) level of theory60 in its
SCS form61 and with the def2-TZVP62 triple-z atomic orbital
(AO) basis set. Dissociation curves were generated by freezing
the internal coordinates and translating monomers along the
z-coordinate shown in Fig. 1. 65 geometries were obtained per
dimer, with z ranging from 2 Å to 16 Å and with the greatest
density of geometries about the equilibrium distance. Inter-
action energies were defined relative to the energy at 16 Å,
where the monomers are sufficiently non-interacting. At the
dissociation limit only one monomer is excited while the other
remains in its electronic ground state.

Reference dissociation curves were calculated for each exci-
plex in its lowest-lying singlet excited state. These calculations
were performed at the SCS-CC2 level of theory with a triple-z
quadruple-z (TZ-QZ) complete basis set (CBS) extrapolation.
The CBS extrapolation procedure has been previously described
in ref. 15, see ESI† for details. The authors additionally showed
that this method provides suitably accurate reference data for
excimer binding of small to moderately sized systems. We ran
additional tests to confirm its suitability and refer the reader to
Section 1 of the ESI.†

Benchmarking dissociation curves were calculated for the
TD-DFT methods shown in Table 1, also for the lowest-lying
singlet excitation. Where the D3(BJ) correction has been para-
meterised for a given method, D3(BJ) dispersion energies were
calculated using the DFTD3 V3.1 standalone program.63 All TD-
DFT benchmarking used the def2-QZVP basis set, except for the

benzene–neon exciplex which required the decontracted def2-
QZVP basis set to obtain the correct dissociation curves in
ORCA 5.0.3.64,65 Testing revealed that decontracted def2-QZVP
resulted in the same well-depth and position of the minimum
compared to this basis set in its contracted form; however, the
larger decontracted basis set was needed to produce smooth
curves that otherwise suffered from numerical noise.

SCS-CC2 calculations were performed with TURBOMOLE
7.4.194 and TD-DFT calculations were performed using TURBO-
MOLE 7.4.1, ORCA 5.0.3,64,65 or QCHEM 6.0.195 as per Table 1.
To obtain total energies for TD-SCS/SOS-DHDFAs, additional

Table 1 TD-DFT methods benchmarked, classified according to rungs on
Jacob’s ladder;66 citations are provided for the methods and the studies
that determined their dispersion correction parameters

ORCA 5.0.3 TURBOMOLE 7.4.1 QCHEM 6.0.1

GGA
BLYPa 53,67–69

PBEa 53,70

BP86a 53,67,71

meta-GGA
B97M-V72

Hybrid
Global

B3LYPa 53,73,74

BHLYPa 14,75

PBE0a 53,76,77

Range-separated
LC-BLYP78 CAM-B3LYPa 14,79 oB97X-V80

LC-PBE81 oB97X82 oB97M-V83

oB97X-D3(BJ)ab 58,80

Double hybrid
Global

B2GP-PLYPa 14,84

SCS-B2GP-PLYPa 29,44

SOS-B2GP-PLYPa 29,44

B2PLYPa 14,85

SOS-B2PLYPa 29,44

PBE-QIDHa 86,87

SCS-PBE-QIDHa 29,44

SOS-PBE-QIDHa 29,44

PBE0-DHa 88,89

Range-separated
RSX-0DHa 59,90

RSX-QIDHa 59,91

SCS-RSX-QIDHa 29,44

SOS-RSX-QIDHac 29,44

oB2GP-PLYPa 20,59

SCS-oB2GP-PLYPa 29,44

SOS-oB2GP-PLYPa 29,44

oB2PLYPa 20,59

SOS-oB2PLYPa 29,44

oB88PP86a 29,44

SCS-oB88PP86a 29,44

SOS-oB88PP86a 29,44

oPBEPP86a 29,44

SCS-oPBEPP86a 29,44

SOS-oPBEPP86a 29,44

a D3(BJ) correction has been parameterised for this method. b The D3(BJ)
correction replaces the VV10 kernel of the oB97X-V functional.58 c Not to
be confused with SOS-RSX-QIDH or SOS1-RSX-QIDH as presented later in
ref. 92 and 93.
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keywords had to be added to the ORCA inputs, as outlined in
ref. 44. All calculations in TURBOMOLE and ORCA used the
resolution of the identity (RI) approximation with the appro-
priate auxiliary basis sets.62,96 In ORCA, calculations addition-
ally used the COSX approximation for exchange integrals.97 For
all double-hybrid calculations, the RI approximation98,99 was
applied to the (SCS/SOS-)MP2 ground state term and excited-
state (SCS/SOS-) configuration interaction singles with pertur-
bative doubles [CIS(D)] terms.100,101 The same approximation
was also used in all SCS-CC2 calculations.

The RI approximation was not used in QCHEM TD-DFT
calculations due to a technical issue with its parallel imple-
mentation on the National Computational Infrastructure.
Nonetheless, it was found that the RI approximation resulted
in essentially no change to the calculated interaction energy.

Additionally, the frozen core approximation was applied
throughout, for which the chemical-core definition was chosen.
The SCF convergence threshold for all calculations was 10�7 Eh,
and in QCHEM THRESH was set to 10�12 Eh. Calculations used
the grid options ‘defgrid2’ for ORCA and gridsize 7 for TURBO-
MOLE. QCHEM calculations required a large unpruned inte-
gration grid containing 99 radial points and 590 angular points.
The default SG-1 grid was used for VV10 non-local correlation
in QCHEM where applicable.

Dissociation curves were analysed in terms of their mini-
mum values. A cubic interpolation was used between each
point on the dissociation curve, resulting in a finely interpo-
lated curve containing 14 000 points from which the minimum
was located with a resolution of 0.001 Å. The dissociation
energy (De) is defined as the negative interaction energy at
the minimum. The equilibrium distance (re) is the distance
between monomers at the minimum, in terms of the coordi-
nate z (Fig. 1). Where the TD-DFT method predicts an entirely
repulsive dissociation curve (i.e. all positive interaction energies
with no minimum), De has been estimated as the negative
interaction energy at the reference re distance. In these cases,
no re for the method is reported and the De is negative.

3 Results and discussion

In this section, we first present the calculated dissociation
curves for each exciplex categorised into those with a localised
or CT excitation. The following discussion primarily concerns
the calculated De which is of greater chemical relevance than re.
For simplicity and given the large number of methods tested,
complete dissociation curves for TD-SCS/SOS-DHDFAs are pro-
vided in the ESI† and discussed generally in Section 3.3. Like-
wise for the D3(BJ) dispersion-corrected methods which are
discussed in Section 3.4.1. Additionally, all values for De and re

are provided in the ESI.† We then discuss the physical origins
for exciplex binding and verify the nature of the excitation
(localised or CT) based on orbital analysis and an Energy
Decomposition Analysis (EDA) in Section 3.5. Finally, the
averaged results for all DFAs are presented in Section 3.6.

3.1 Benchmarking exciplexes with localised excitations

3.1.1 Benzene-rare gas exciplexes. The dissociation curves
are shown for the benzene–neon exciplex in Fig. 2 and for the
benzene–argon exciplex in Fig. 3. In both cases, the first
excitations are localised on benzene. The reference De and
re are respectively: 0.29 kcal mol�1 and 3.44 Å for benzene–
neon; and 1.07 kcal mol�1 and 3.49 Å for benzene–argon. The
relatively weak interaction energies are unsurprising for these
small, dispersion-dominated systems and the stronger binding
for benzene–argon can be attributed to its greater number of
electrons.

For both exciplexes, GGA (panel A in the two figures) and
global hybrid methods (both panels B, continuous lines) tend
to underestimate De. Some of these DFAs show entirely repul-
sive dissociation curves and fail to predict exciplex formation,
which are BLYP, BP86, and B3LYP. Underbinding can be
attributed to the known limitation of GGA and hybrid methods
for describing dispersion forces. Of the GGA methods tested,
only PBE correctly predicts an attractive De for both the
benzene-rare gas exciplexes. This aligns with the established

Fig. 2 Benzene–neon TD-DFT dissociation curves, calculated for the lowest-lying singlet excited state. From left to right: (A) GGA; (B) hybrid; and
(C) double-hybrid DFAs. Range-separated methods are indicated by dash-dotted lines.
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trend that PBE shows partially attractive behaviour when
describing ground-state NCIs.42,102–104

The observed underbinding is improved with the inclusion
of range-separation (panels B and C in both figures, dash-
dotted lines): however; this results in overbinding for a number
of dispersion-uncorrected RS methods (LC-BLYP, oB97X,
oB2PLYP, oB2GP-PLYP, oB88PP86, and oPBEPP86). CAM-
B3LYP is barely attractive with De = 0.08 kcal mol�1 for
benzene–argon and De = 0.10 kcal mol�1 for benzene–neon.
While the global double-hybrid DFAs show the most consistent
performance, interestingly these do not comprise the best
methods for the benzene-rare gas exciplexes. Surprisingly,
dispersion-uncorrected PBE is the best-performing method
for benzene–neon in terms of the De error which is only
0.03 kcal mol�1. PBE-QIDH has the next best result for this
exciplex, with 0.09 kcal mol�1 error. For benzene–argon, three
DFAs have errors below the 0.1 kcal mol�1 chemical accuracy
threshold for NCIs. These are: LC-BLYP (0.04 kcal mol�1);

oB2PLYP (0.07 kcal mol�1); and oB97X (0.09 kcal mol�1). PBE
does not perform as well for the argon system as for the neon one.

3.1.2 Benzene–anthracene exciplex. Fig. 4 shows the
benzene–anthracene exciplex dissociation curves. The refer-
ence De is 7.79 kcal mol�1 and re is 3.35 Å. This larger binding
strength is shown to arise from electrostatics and some CT
stabilisation which is discussed in Section 3.5.

As previously observed for the benzene-rare gas exciplexes,
GGA (Fig. 4(A)) and global hybrid (Fig. 4(B), continuous lines)
DFAs systematically underbind the benzene–anthracene exci-
plex. Both BLYP and BP86 predict entirely repulsive dissocia-
tion curves, and the De error for PBE is large (7.51 kcal mol�1).
Of the global hybrids, only PBE0 predicts a positive De however
also with a large error of 7.70 kcal mol�1. The benzene–anthra-
cene exciplex is also under-bound by the RS hybrids (Fig. 4(B),
dash-dotted lines), global double-hybrids (Fig. 4(C), continuous
lines), and most of the RS double-hybrids (Fig. 4(C), dash-
dotted lines), which was not the case for the benzene-rare gas

Fig. 3 Benzene–argon TD-DFT dissociation curves, calculated for the lowest-lying singlet excited state. From left to right: (A) GGA; (B) hybrid; and
(C) double-hybrid DFAs. Range-separated methods are indicated by dash-dotted lines.

Fig. 4 Benzene–anthracene TD-DFT dissociation curves, calculated for the lowest-lying singlet excited state. From left to right: (A) GGA; (B) hybrid; and
(C) double-hybrid DFAs. Range-separated methods are indicated by dash-dotted lines.
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exciplexes. CAM-B3LYP yields a purely repulsive curve with an
unusual inflection point at 4.91 Å.

As before, oB88PP86 and oPBEPP86 overestimate De for this
exciplex. Nonetheless, oB88PP86 has the smallest absolute
error for benzene–anthracene which is 0.27 kcal mol�1 com-
pared to the reference. Of the methods that do not over-bind
this exciplex, oB2GP-PLYP has the smallest error which is
2.54 kcal mol�1. None of the dispersion-uncorrected DFAs
tested are able to reproduce De within the 0.1 kcal mol�1

chemical accuracy threshold. However, for oB88PP86 the error
comprises only 3% of the total binding energy.

3.1.3 Toluene–TCNE exciplex (3A0). For toluene–TCNE, the
lowest-lying singlet state is an unphysical CT excitation at the
16 Å dissociation limit when calculated with SCS-CC2/def2-
QZVP. As such, the second excited state (overall the third A0

state and herein referred to as 3A 0) has also been calculated
which has the correct excitation at the dissociation limit and
only involves excitation on TCNE (Fig. S15, ESI†). The
dissociation curves for the 3A0 state are shown in Fig. 5. The
reference De is 12.37 kcal mol�1 and re is 3.26 Å.

For toluene–TCNE 3A 0, the dispersion-uncorrected methods
again systematically underbind this exciplex with the exception
of oB88PP86 and oPBEPP86 which over-bind every tested
exciplex. Unlike for previous exciplexes, every GGA and global
hybrid method correctly predicts a positive (attractive) binding
strength for toluene–TCNE 3A0. Nonetheless, these methods
have large errors ranging from 8.00 to 11.17 kcal mol�1 for the
GGAs (Fig. 5(A)) and from 7.16 to 9.43 kcal mol�1 for the global
hybrid methods (Fig. 5(B), continuous lines). An unusual
feature of this system is that the GGA methods fail to capture
the correct underlying shape of the dissociation curves, instead
appearing with a sharp elbow about the calculated minima.

Underbinding persists for the RS methods (dash-dotted
lines in Fig. 5(B)) and double-hybrid methods (Fig. 5(C)),
although errors in De are generally reduced. For toluene-
TCNE 3A 0, the DFA with the closest agreement for De is
oB2GP-PLYP with 0.78 kcal mol�1 error. While this is not

within the chemical accuracy limit, this represents a reason-
ably small 6% error.

3.2 Benchmarking exciplexes with CT transitions

3.2.1 Toluene–TCNE CT excitation (2A0). For technical
reasons, the toluene–TCNE 3A0 state has been presented pre-
viously because this results in the correct energy at the dis-
sociation limit. The toluene–TCNE 3A0 state is a localised
excitation while the first singlet excitation (overall the second
A0 state, herein referred to as 2A0) has strong CT character (see
Section 3.5). It is therefore of interest to analyse the 2A0 state,
despite its incorrect energy at the dissociation limit, in order to
benchmark TD-DFT methods for dimers with CT excitations.
The excitation involves the highest occupied molecular
orbital (HOMO), which is localised on toluene, and the lowest
unoccupied molecular orbital (LUMO), which is localised on
TCNE (Fig. S15, ESI†). The toluene–TCNE dissociation curves
for the 2A 0 CT state are shown in Fig. 6. From the SCS-CC2/
CBS(3,4) reference, De is 49.68 kcal mol�1 and re is 3.17 Å.

None of the GGA methods were able to calculate correct
dissociation curves for the 2A0 state. This reflects the inherent
limitation of GGA methods, which contain only semi-local DFT
exchange, for calculating long-range excitations.31 Of the global
hybrids (panel A, continuous lines) only BHLYP correctly pre-
dicts dimer formation however shows severe under-binding.
Correspondingly, the calculated re is far too large with an error
of 0.74 Å (23%). Notably, the performance of the hybrid func-
tionals directly correlates with the proportion of Fock exchange
they contain: 20% for B3LYP, which is the worst-performing
global hybrid; 25% for PBE0; and 50% for BHLYP, which is
the best-performing global hybrid. The global double-hybrid
methods (panel B, continuous lines) again reduce exciplex
underbinding although with particularly large errors in De

ranging from 19.87 to 31.46 kcal mol�1.
For both the hybrid and double-hybrid methods, RS (dash-

dotted lines) greatly improves the calculated De and re which
is unsurprising given the importance of long-range Fock

Fig. 5 Toluene–TCNE TD-DFT dissociation curves for the second singlet excited state 3A 0. From left to right: (A) GGA; (B) hybrid; and (C) double-hybrid
DFAs. Range-separated methods are indicated by dash-dotted lines.
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exchange for describing CT excitations. However, with the
exception of CAM-B3LYP, this results in an over-correction that
leads to over-binding. Nonetheless, the lowest absolute error is
given by oB88PP86 which over-estimates De by 1.20 kcal mol�1

(2% error).
3.2.2 Styrene-TMA exciplex. Styrene-TMA is another chal-

lenging exciplex with CT character. For this exciplex at its
equilibrium geometry, the lowest-lying singlet state is a CT
excitation. On the other hand, the dissociated monomers show
an excitation localised on styrene. Every TD-DFT method cor-
rectly predicts the CT excitation at short distances, but all fail to
calculate the correct excitation for the dissociated monomers at
16 Å. To generate dissociation curves, the TD-DFT energies were
calculated as normal between 2 Å and 6 Å. The correct endpoint
energy was calculated from the isolated monomers (ground-
state TMA plus excited-state styrene). The resulting dissociation
curves are shown in Fig. 7 and the reference values are
28.79 kcal mol�1 for De and 3.01 Å for re.

The styrene-TMA dissociation curves show the opposite
trend in that all TD-DFT methods over-bind this exciplex.

This over-binding can be attributed to strongly redshifted
excitations at the minimum which is a CT excitation, whereas
this redshift is less pronounced or becomes a blueshift at the
endpoint which has a localised excitation. This imbalance leads
to an artificially lowered minimum in the interaction energy
curves due to the total energies of the minimum structures
being too low and the interaction energies being the differences
between total energies. Examples for select DFAs are shown in
Table 2. GGA methods, which show the most pronounced over-
binding and the largest redshifts near their respective minima
at 3 Å, underestimate SCS-CC2/def2-QZVP energies by about
2 eV. This redshift is reduced with the inclusion of Fock
exchange, and in particular for RS methods. Excitation energies
for all assessed DFAs are shown in the ESI† (Section 4.2).

The GGA methods (Fig. 7(A)) have particularly large errors in
De ranging from 57.00 to 62.94 kcal mol�1. The double-hybrid
and RS methods show improvements compared to the other
methods. In particular, RS is needed for a more accurate
treatment of this CT excitation. The RS double-hybrid methods
(7C, dash-dotted lines) generally show the most robust performance,

Fig. 6 Toluene–TCNE TD-DFT dissociation curves for the first singlet excited state 2A0. From left to right: (A) hybrid; and (B) double-hybrid DFAs.
Range-separated methods are indicated by dash-dotted lines.

Fig. 7 Styrene-TMA TD-DFT dissociation curves, calculated for the lowest-lying singlet excited state. From left to right: (A) GGA; (B) hybrid; and
(C) double-hybrid DFAs. Range-separated methods are indicated by dash-dotted lines.
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with the exception of oB88PP86 and oPBEPP86. The best perfor-
mance is achieved by oB2GP-PLYP with 1.92 kcal mol�1 absolute
error in De.

3.3 Spin-scaled double-hybrid methods

Fourteen TD-SCS/SOS-DHDFAs have been recently developed
for the calculation of excitation energies.29 They have then been
extended to also define their ground-state total energies, which
allows the calculation of interaction energies for excited
states.44 These methods were tested for the exciplexes in the
current study. For brevity, the complete dissociation curves are
given in the ESI† and examples of typical SCS/SOS results are
shown in Fig. 8 for the toluene–TCNE localised 3A0 excitation.

With the exception of SCS-RSX-QIDH, spin-scaling (both SCS
and SOS) consistently reduces the binding strength predicted
for all exciplexes. This is unsurprising given the small scaling
parameters fitted for the SCS and SOS methods, which results
in reduced non-local correlation compared to the unscaled
methods.29,44 Of the spin-scaled methods, SOS methods gen-
erally predict weaker binding although in some cases the SCS
and SOS methods calculate virtually identical results. This can
again be rationalised by the similar parameterisation between
SCS and SOS variants. For example, parameter fitting for both
B2PLYP and oB2PLYP leads to SCS results that are identical
to the SOS fit (i.e. no same-spin contribution and identical
opposite-spin scaling). Indeed, all of the SCS methods have

small or negligible contributions to their same-spin term with
the only exception being SCS-RSX-QIDH. As a result, SCS-RSX-
QIDH shows the reverse trend in which this method calculates
stronger exciplex binding compared to unscaled RSX-QIDH.

The overall effect of TD-SCS/SOS-DHDFAs is both method-
and system-dependent. Where the unscaled functional already
demonstrates under-binding, this is exacerbated by spin-
scaling (e.g. Fig. 8(A)). However for methods that overestimate
De, the SCS and SOS methods yield improved performance
(e.g. Fig. 8(B)). The only exception is for SCS-RSX-QIDH
which shows the opposite trend in that SCS improves under-
binding (e.g. Fig. 8(C)) or exacerbates over-binding. Generally,
oB88PP86 and oPBEPP86 show the greatest improvements
by spin-scaled methods. These methods have a large MP2
contribution and consistently over-bind the tested exciplexes,
and as such their improved behaviour with SCS/SOS is
unsurprising.

3.4 Effect of ground-state dispersion correction

3.4.1 DFT-D3(BJ) correction. The effect of the additive
D3(BJ) dispersion correction has been systematically tested
across all exciplexes for the applicable DFAs, including all
TD-SCS/SOS-DHDFAs for their recent D3(BJ) fits.44 Other DFT-
D variants were not considered as these have been shown
to give similar results to D3(BJ) in the case of DFT-D4105,106

for excimer binding15 and for both DFT-D4 and DFT-D3 zero-
damping52 when tested on the GMTKN55 test set.59 Given the
large number of DFAs tested, the complete D3(BJ)-corrected
dissociation curves are given in the (ESI†). Fig. 9 shows the
exciplex dissociation curves calculated with D3(BJ)-corrected
global hybrid DFAs as a representative example.

Unsurprisingly, the D3(BJ) correction was found to increase
the binding strength predicted by almost every DFA which
results in a larger De and shorter re. In some cases, the
dispersion-uncorrected DFA failed entirely to predict exciplex
formation (for example, the benzene-rare gas dimers calculated
with B3LYP shown in Fig. 9) which is generally fixed by the
D3(BJ) correction. A notable exception is that D3(BJ) makes
little or negligible difference to the binding strength predicted
by RS TD-DHDFAs, including their SCS/SOS variants. This has

Table 2 Deviations in eV from SCS-CC2/def2-QZVP excitation energies
for the styrene-TMA 2A0 transition near the equilibrium distance (3 Å) and
at the 16 Å dissociation endpoint for select methods. A negative deviation
stands for redshifted excitation energies relative to the reference

DFA

Deviation (eV)

3 Å 16 Å

BP86 �2.10 0.58
PBE �2.13 0.58
BLYP �2.03 0.54
B3LYP �1.26 0.04
BHLYP �0.07 0.42
CAM-B3LYP �0.41 0.31
oB97X 0.02 0.43
SOS-oB2PLYP 0.10 0.00

Fig. 8 Toluene–TCNE 3A0 dissociation curves for representative TD-DHDFAs and their SCS/SOS variants: (A) B2GP-PLYP; (B) oB88PP86; (C) RSX-QIDH.
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been previously noted for excimer binding15,44 and on the
GMTKN55 test set.59,107 The physical reason for this remains
unclear however is unlikely to be a result of the fit set used for
the damping parameters. A recent re-fit was performed for the
D3(BJ) damping parameters on a larger fit set, for the RS double
hybrid methods oB2GP-PLYP, oB2PLYP, and RSX-QIDH.44 This
refit made no difference when tested for exciplex binding
(see Fig. S14, ESI†) as was also the case in the original excimer
study.44

In general, D3(BJ) greatly improves the results for the DFAs
and exciplexes tested herein, as is discussed in Section 3.6.
Nonetheless, the performance of this correction depends on
the method and system tested. The benzene-rare gas exciplexes,
which have particularly weak binding, show reasonably good
agreement for some dispersion-uncorrected DFAs. As such,
D3(BJ) can result in an overcorrection with a predicted De

that is larger than the reference, which is particularly so for
benzene–neon. Despite this, D3(BJ) generally results in reduced
absolute errors for these exciplexes. On the other hand, the
larger benzene–anthracene and toluene–TCNE 3A0 exciplexes
generally exhibit underbinding for the dispersion-uncorrected
methods. Applying the D3(BJ)-correction leads to good agree-
ment with the reference and greatly reduces the error for each
DFA tested (not including the RS TD-DHDFAs as discussed
above).

The CT exciplexes again proved challenging to model with
dispersion-corrected methods. For toluene–TCNE 2A0, the glo-
bal hybrid and global double-hybrid DFAs showed severe
underbinding which could not be entirely compensated for by
D3(BJ). The calculated De values remain significantly under-
estimated by up to 44 kcal mol�1 in the case of B3LYP-D3(BJ).

In contrast, the RS methods show much better agreement to the
reference for toluene–TCNE 2A0. As such, these methods can
result in over-binding when the D3(BJ) correction is added.

Styrene-TMA is the only exciplex which is systematically
over-bound by the dispersion-uncorrected DFAs. As previously
discussed in Section 3.2.2, this is due to the CT excitation at the
equilibrium distance being strongly redshifted while at the
dissociation limit this redshift decreases or becomes a blue-
shift. This imbalance causes an artificial over-binding from
dispersion-uncorrected DFAs. As such, adding the D3(BJ)
dispersion correction, which is by definition attractive, exacer-
bates this over-binding. This reflects a limitation of the under-
lying DFA rather than the dispersion correction.

The exception to this is for spin-scaled TD-DHDFAs, speci-
fically SOS-oB2GP-PLYP, SCS-oB2GP-PLYP, and SOS-oB2PLYP.
For these methods, spin-scaling counteracts the over-binding
predicted by the plain DFA and as such the D3(BJ) correction
can improve De (see Fig. S6, ESI†).

3.4.2 VV10 correction. To the best of our knowledge, this
study is the first time that the VV10 correction, and more
generally VV10-based vdW-DFT functionals, have been assessed
for excited state NCIs. The performance of combinatorially-
optimised functionals incorporating VV10 was tested for the
meta-GGA B97M-V and for the RS hybrid methods oB97X-V and
oB97M-V. The results are shown in Fig. 10. The toluene–TCNE
dissociation curve for B97M-V could not be obtained as this
method failed to predict the correct excitation at the 16 Å
dissociation limit, for both the 2A0 and 3A0 states. Fig. 10 also
shows the oB97X-D3(BJ) results for comparison. This method
contains the same exchange–correlation component as oB97X-V,
except that the VV10 non-local correlation kernel has been

Fig. 9 Exciplex dissociation curves for global hybrid DFAs with and without the D3(BJ) dispersion correction.
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removed and the D3(BJ) correction has been parameterisied for
the underlying DFA.58

These VV10-corrected methods overbind both of the benzene-
rare gas exciplexes and underbind benzene–anthracene and
toluene–TCNE 3A0. This mirrors our observations made for the
D3(BJ) correction. For these four exciplexes with localised
excitations, De errors are reasonably small and range from:
0.19–1.40 kcal mol�1 for B97M-V; 0.26–1.56 kcal mol�1 for
oB97X-V; and 0.24–1.03 kcal mol�1 for oB97M-V. Interestingly,
oB97X-D3(BJ) slightly outperforms the original oB97X-V func-
tional for each of these four exciplexes.

The VV10-corrected methods show the greatest errors for the
CT exciplexes. Toluene–TCNE 2A0 is over-bound by both oB97X-
V and oB97M-V. In Section 3.2.1, it was shown that dispersion-
uncorrected RS hybrid methods yield close agreement to the
reference dissociation curve for toluene–TCNE 2A0. As such,
this overbinding can be explained as an over-correction from
VV10 dispersion. Styrene-TMA again shows overbinding by all
of the VV10-corrected methods, especially for B97M-V which
contains no Fock exchange. This overbinding is caused by a
redshift in the CT excitation energy as described previously.
The oB97X-D3(BJ) and oB97X-V functionals again show similar
performance, although for these exciplexes oB97X-V has
slightly reduced errors.

Previous studies have shown that incorporating VV10 non-
local correlation in a post-SCF fashion yields accuracies highly
similar to self-consistent VV10.57,58 Furthermore, the effect of
VV10 on TD-DFT excitation energies was previously shown to be
small. For example, the excitation energies of single chromo-
phores were calculated with and without VV10 for the

functionals B97M-V, oB97X-V, and oB97M-V and the VV10
correction resulted in less than 0.01 eV change to the mean
signed error.18

We tested two GGA functionals, BLYP and PBE, which were
augmented with VV10 as per standard DFT-NL (eqn (2)) with
values for b that were respectively 4.0057 and 6.40.108 The VV10
correction was implemented in three ways:

1. Self-consistent VV10 for the ground-state energy and VV10
included in the exchange–correlation kernel of the TD-DFT
calculation.

2. Self-consistent VV10 for the ground-state energy and VV10
not included in the exchange–correlation kernel of the TD-DFT
calculation.

3. Post-SCF VV10 correction for the ground-state energy and
VV10 not included in the exchange–correlation kernel of the
TD-DFT calculation.

These methods were tested for the benzene–argon exciplex as a
case study and the results for De and re are shown in Table 3.

The calculated De and re show minimal change depending
on how VV10 non-local correlation is implemented. For BLYP-
NL, the difference in calculated binding energy is 0.04 kcal mol�1

and for PBE-NL is only 0.01 kcal mol�1 for post-SCF (C) versus fully
self-consistent VV10 (A). The effect of VV10 on the calculated
excitation energies is also small. This is reflected by the minimal
change to De when VV10 is included fully self-consistently (A)
compared to when only the ground-state energy is treated self-
consistently and VV10 is not applied to the excitation energy (B).

For both BLYP-NL and PBE-NL, post-SCF VV10 (C) results in
a smaller binding strength compared to when VV10 is included
self-consistently (A). As a result, both of the post-SCF DFT-NL

Fig. 10 Exciplex dissociation curves for combinatorially-optimised functionals with the VV10 dispersion correction. The oB97X-D3(BJ) results are also
shown for comparison.
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methods have the best agreement to the reference due to a
reduction in over-binding. PBE-D3(BJ) outperforms any of its
VV10 counterparts. For BLYP, the best-performing method
is BLYP-NL with post-SCF VV10 (C), although this is closely
followed by BLYP-D3(BJ) which outperforms the self-consistent
VV10 methods.

Overall, this case study supports that VV10 non-local corre-
lation can be used post-SCF as an additive dispersion correc-
tion without loss of accuracy and at a lower computational
cost.57,58 Additionally, VV10 makes little difference to calcu-
lated excitation energies as previously reported by Head-
Gordon and coworkers.18 We further recommend that D3(BJ)
can be used as an inexpensive dispersion correction which
shows comparable accuracy to VV10.

3.5 Origin of exciplex binding strength

In this section, we provide an analysis of the physical origins for
binding strength of the herein assessed dimers and verify the
localised or CT nature of the excitations. An EDA scheme for
exciplexes has been developed by Ge et al. which uses abso-
lutely localised molecular orbitals (ALMO-EDA).109 Exciplex
interaction energy is decomposed into a frozen component,
containing electrostatics and Pauli repulsion, energy from
polarisation, and that from charge transfer (CT). The current
scheme suffers from known limitations in that dispersion
corrections contaminate the Pauli term and furthermore that
the polarisation contribution is dependent on basis-set size.109

Nonetheless, ALMO-EDA calculations have been performed for
all exciplexes to qualitatively measure contributions to their
binding strengths. These calculations were performed with
oB97M-V which has shown sufficiently accurate performance
for each exciplex. The def2-TZVP basis set was used to balance
the basis set superposition error with the polarisation issue
known for ALMO-EDA. The ALMO-EDA results are shown in
Fig. 11.

From Fig. 11, the ALMO-EDA calculations reproduce the
correct qualitative trend for exciplex binding strength. The
benzene-rare gas exciplexes have small dispersion-dominated
interaction energies. For these exciplexes, their unphysically
attractive Pauli energy is an artefact of ALMO-EDA wherein

dispersion is included in this term. This contamination of the
Pauli term has been noted in ref. 109 and which we further
verified, see ESI† for details. Benzene–anthracene shows an
overall larger binding strength which is significantly due to
electrostatics and some CT nature. Toluene–TCNE 3A 0 again
has stronger binding and contains significant electrostatic and
CT contributions. Finally, toluene–TCNE 2A 0 and styrene-TMA
have the largest binding strengths which are a result of their
large CT components.

A different scheme for quantifying the CT nature of an
excitation was developed by Plasser and Lischka, which uses
the one-electron transition density matrix to calculate CT
metrics.110 In this scheme, the calculated CT number varies
from 0 for entirely localised excitations to 1 for entirely charge-
separated excitations. The calculated CT numbers, and addi-
tional CT metrics, are given in the ESI.† These calculated CT
numbers generally complement the ALMO-EDA findings. The
benzene-rare gas exciplexes have no CT character (CT number =
0) and the excitation is entirely localised on benzene. There is
some CT quality for the benzene–anthracene exciplex (CT
number = 0.04), although this is minimal and the excitation
is primarily localised on anthracene. For toluene–TCNE, the 3A0

state has a small CT number of 0.04. This does not reflect the
more significant CT component as predicted by ALMO-EDA
although is consistent with the visualised molecular orbitals
(MOs) for this transition ((HOMO�2)–LUMO excitation, Fig.
S15, ESI†) which shows this excitation localised on the TCNE
fragment. The CT number is 0.92 for toluene–TCNE 2A0 and is
0.83 for styrene-TMA, which confirms that these exciplexes have
predominantly CT excitations. This is consistent with the MOs
for these excitations (e.g. HOMO–LUMO transition for toluene–
TCNE 2A0, see Fig. S15, ESI†) and agrees with the ALMO-EDA
results.

Table 3 De and re for DFT-NL methods with fully self-consistent or post-
SCF VV10 implementation (see text for description of methods A–C),
calculated for the benzene-argon exciplex. Results for the D3(BJ)-
corrected methods are given for comparison

Method De (kcal mol�1) re (Å)

Reference 1.07 3.49
BLYP
A 1.13 3.44
B 1.15 3.46
C 1.09 3.48
D3(BJ) 1.10 3.49

PBE
A 1.41 3.48
B 1.42 3.48
C 1.40 3.46
D3(BJ) 1.27 3.49

Fig. 11 Stacked energy diagram of ALMO-EDA energies for exciplexes
calculated with oB97M-V/def2-TZVP.
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In conclusion, the analyses presented in this section com-
plement the system-specific trends observed in the previous
sections.

3.6 Averaged functional performance

To assess the overall performance of a TD-DFT method across all
exciplexes, a mean absolute error (MAE) can be calculated as:

MAE ¼

PN

i¼1
yi � xij j

N
(3)

where |yi � xi| is the absolute error between yi, the calculated TD-
DFT value, and xi, the reference value. A mean is obtained by
summing each absolute error and dividing by N, the number of
exciplexes. MAEs have been calculated in terms of De and re for
the DFAs tested. The CT exciplexes (toluene–TCNE 2A0 and
styrene-TMA) present unique challenges for TD-DFT as has been
previously discussed. These exciplexes have been excluded from
the present MAE discussion in order to facilitate an analysis of the
averaged functional performance. The overall statistics for loca-
lised and CT exciplexes combined is provided in the ESI† (Section
7). Note that MAEs are primarily used here to provide a concise
analysis of our results, despite the small sample size. That
such numbers are nevertheless useful has been demonstrated
for aromatic excimers before.15

3.6.1 Exciplexes with localised transitions. MAEs are
shown in Fig. 12 for the exciplexes with a localised excitation,
which are benzene–neon, benzene–argon, benzene–anthracene,

and toluene–TCNE 3A0. The unfilled bars show MAEs for the
dispersion-uncorrected methods while the filled bars are for the
D3(BJ)-corrected method where available. Methods which use
the VV10 non-local kernel are shown with hatched bars. The
tabulated values for MAE are provided in the ESI† When con-
sidering the dispersion-uncorrected methods, MAEs in De are
generally reduced going up Jacob’s ladder although this is not
always the case. For example, the best performing GGA method is
PBE which outperforms two global hybrid methods, B3LYP and
BHLYP. Indeed, B3LYP has the worst performance of the tested
global hybrids, consistent with ground-state benchmarking which
has shown overall poor performance for this method despite its
popularity.10 The double-hybrid methods generally show the
smallest errors, and of the dispersion-uncorrected methods the
smallest MAE is 0.59 kcal mol�1 for SCS-RSX-QIDH.

RS reduces the MAEs for hybrid methods from an average of
5.19 kcal mol�1 to 3.28 kcal mol�1 Similarly, for the unscaled
double-hybrids the averaged MAE reduces from 2.59 kcal mol�1

to only 1.60 kcal mol�1 with RS. Spin-scaling has a variable
effect on the MAE for TD-DHDFAs. Each global double-hybrid
shows an increased MAE when either SCS or SOS is applied.
However, three of the RS double-hybrids are on average
improved by spin-scaling (both SCS and SOS variants). These
are RSX-QIDH, oB88PP86, and oPBEPP86. This is unsurprising
for the latter two DFAs since spin-scaling was shown to counter
the systematic overbinding for these methods.

For all DFAs tested, the ground-state D3(BJ) correction consi-
derably reduces the MAE except for those RS double-hybrids for

Fig. 12 MAEs for exciplexes with a localised excitation which are benzene–neon, benzene–argon, benzene–anthracene, and toluene–TCNE 3A 0. MAEs
are for De in kcal mol�1.
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which the dispersion correction has no impact. Overall, the
dispersion-corrected method with the lowest MAE is BLYP-
D3(BJ) with 0.20 kcal mol�1 error for De. This is followed closely
by B2GP-PLYP-D3(BJ) (0.27 kcal mol�1 MAE) and B2PLYP-
D3(BJ) (0.28 kcal mol�1 MAE). These MAEs outperform all of
the dispersion-uncorrected methods. The strong performance
of BLYP-D3(BJ) mirrors findings that this functional is compe-
titive with double-hybrid accuracy for ground-state NCIs when
tested on the S22 and S66 datasets.10

The VV10 dispersion-corrected methods generally have
MAE’s comparable, or slightly worse, compared to the D3(BJ)-
corrected methods. B97M-V, which belongs to the meta-GGA
rung on Jacob’s ladder, is out-performed by two D3(BJ)-
corrected GGAs but has a smaller MAE than PBE-D3(BJ). For
the RS hybrid methods tested, MAEs are similar for VV10-
corrected methods (ranging from 0.52 to 0.80 kcal mol�1)
compared to D3(BJ)-corrected methods (0.57 to 0.76 kcal mol�1).
Notably, oB97X-D3(BJ) outperforms the original oB97X-V
functional by 0.23 kcal mol�1. Of the VV10-corrected
methods, oB97M-V has the best performance with a MAE of
0.52 kcal mol�1.

In terms of the equilibrium geometry re, trends to the MAEs
are generally consistent with the observed trends for De. Going
up Jacob’s ladder and incorporating RS tend to decrease the
MAE for re. However, MAEs are particularly large for the RS
double-hybrid methods which have shown exciplex over-
binding: oB2GP-PLYP, oB2PLYP, oB88PP86, and oPBEPP86.
These methods predict a distance re which is considerably
shorter than the reference. As before, the D3(BJ) correction
greatly improves the calculated re except for the RS double-
hybrids. When considering re, the best performing method is
PBE-QIDH-D3(BJ) and the MAE is 0.03 Å. More details on the
statistics for re can be found in the ESI.†

Finally, DFAs were assessed in terms of their performance
for non-equilibrium geometries. In the spirit of the S66X8 data
set,11 8 geometries were selected by scaling the equilibrium
distance by multipliers which are: 0.90, 0.95, 1.00, 1.05, 1.10,
1.25, 1.50, and 2.00. That is, the dissociation curves were sampled
at two compressed geometries, at the equilibrium geometry, and
at 5 stretched geometries. The equilibrium distances were taken
from the minima of the SCS-CC2/CBS(3,4) reference curves. The
MAEs averaged over all non-equilibrium distances are given in the
ESI.† Mean absolute percentage errors (MAPEs) were also calcu-
lated as per the original S66X8 analysis11 and are also shown in
the ESI.† From this analysis, B2PLYP-D3(BJ) has the smallest MAE
which is 0.24 kcal mol�1. The MAPEs generally yield similar
trends, however the best method becomes PBE-QIDH-D3(BJ)
(10% MAPE).

3.6.2 Exciplexes with CT excitations. For the CT exciplexes,
toluene–TCNE (2A0) and styrene-TMA, MAEs are not evaluated.
Instead, we provide a general analysis of TD-DFT methods for
exciplexes with CT character. Firstly, for toluene–TCNE 2A0 the
GGA and meta-GGA methods failed to predict the correct CT
excitation. For styrene-TMA, these methods were associated
with numerous ghost states and particularly large errors. This
supports previous findings that (meta)-GGA methods should be

avoided in TD-DFT.17,19,21,30,31 Further, the description of CT
exciplexes shows pronounced improvement with the inclusion
of RS. This is again in agreement with previous studies showing
that RS is essential for calculating CT and other long-range
excitations.20,31,34,35 Considering both CT exciplexes, the RS
TD-(SCS/SOS)-DHDFAs show the most robust performance. In
particular, SOS-oB88PP86 showed consistent good perfor-
mance for these two exciplexes as did other RS TD-(SCS/SOS)-
DHDFAs including oB2(GP-)PLYP.

Exciplexes with a localised excitation showed near-universal
improvement when a dispersion correction was included. This
is not the case for the CT exciplexes. For styrene-TMA, the poor
performance of the dispersion-corrected methods was shown to
be a limitation of the underlying DFAs which over-bind this
exciplex due to a redshifted CT excitation (see Section 3.2.2).
The dispersion correction exacerbates overbinding for this
exciplex. On the other hand, toluene–TCNE 2A0 shows improved
performance when a dispersion correction is applied. However,
the dispersion correction was insufficient to recover the true
well-depth. The inconsistent behaviour of ground-state disper-
sion corrections for these exciplexes suggests that a state-
specific dispersion correction is needed for robust performance
with TD-DFT methods. These exciplexes further highlight the
inherent limitations of current TD-DFT methods for long-range
excitations.

4 Conclusions

In this study we have investigated excited-state non-covalent
interactions (NCIs) in a series of dimers that consist of two
different monomers with both older popular and more modern
TD-DFT approaches. Accurate dissociation curves were calcu-
lated at the SCS-CC2/CBS(3,4) level of theory for five dimers
with a total of six excited states. This reference method was
used to benchmark a large number of DFAs which span the
commonly-used rungs of Jacob’s ladder and include RS meth-
ods and TD-SCS/SOS-DHDFAs. Additionally, we evaluated the
performance of two ground-state dispersion corrections which
are the DFT-D3(BJ) additive dispersion correction and the VV10
non-local kernel. Overall, the DFAs tested generally showed
improved accuracy going up rungs of Jacob’s ladder. GGA
methods should be avoided in TD-DFT as these resulted in
large errors, ghost excited states, and significant redshifts for
CT excitation energies. For exciplexes with a localised excited
state, GGA methods showed considerable under-binding and in
some cases failed entirely to predict exciplex formation. Hybrid
and double-hybrid DFAs reduced exciplex under-binding as did
the RS methods.

Exciplexes with CT character proved particularly challenging
for many of the assessed TD-DFT methods. For styrene-TMA,
TD-DFT methods showed artificial over-binding due to red-
shifted excitation energies. The CT exciplexes required meth-
ods with a large proportion of non-local Fock exchange.
Specifically, RS methods resulted in greatly improved
accuracy for these exciplexes. CT exciplexes also benefitted
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from TD-SCS/SOS-DHDFAs which were found to reduce exciplex
binding compared to their unscaled counterparts.

In general, the ground-state DFT-D3(BJ) dispersion correc-
tion significantly improved the accuracy for all DFAs tested,
except for RS TD-(SCS/SOS)-DHDFAs where D3(BJ) made little
or no difference to the total energy. The other exception is
styrene-TMA, which was already artificially over-bound and as
such was not improved by a dispersion correction. The VV10
correction was also tested for the first time in the context of
excited state NCIs and gave reasonably small errors comparable
to D3(BJ)-corrected methods. The VV10 correction was also
tested for its post-SCF implementation in its ground state,
which resulted in no loss of accuracy and a reduced cost
compared to self-consistent VV10. In fact, incorporating VV10
in the actual calculation of the excitation energies resulted to
be negligible mirroring results previously reported in single-
chromophore benchmarking.

Overall, the best performing TD-DFT methods for exciplex
binding when only local excitations were involved were BLYP-
D3(BJ), B2GP-PLYP-D3(BJ), and B2PLYP-D3(BJ). In particular,
B2PLYP-D3(BJ) showed the best performance when non-
equilibrium geometries were included. The latter two methods
have previously shown excellent performance for excimer
binding15 and can be recommended for exciplexes. Despite
its strong performance for localised excitations, BLYP-D3(BJ) is
not recommended for TD-DFT due to its demonstrated inability
to capture CT excitations and problems with ghost states. For
the two CT exciplexes, dispersion-uncorrected SOS-oB88PP86
gave the smallest errors, but oB2(GP-)PLYP and a series of other
RS TD-SCS/SOS-DHDFAs can also be recommended.

Finally, this study has reinforced that dispersion corrections
are essential for good accuracy in (TD)-DFT calculations. While
the D3(BJ) and VV10 dispersion corrections showed reduced
errors, these did not reach chemical accuracy. In particular, the
performance of the D3(BJ) correction was system- and method-
dependent. We strongly recommend the development of a
dispersion correction specifically for excited-state TD-DFT.
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59 A. Najibi, M. Casanova-Páez and L. Goerigk, J. Phys. Chem.
A, 2021, 125, 4026–4035.

60 O. Christiansen, H. Koch and P. Jørgensen, Chem. Phys.
Lett., 1995, 243, 409–418.

61 A. Hellweg, S. A. Grün and C. Hättig, Phys. Chem. Chem.
Phys., 2008, 10, 4119–4127.

62 F. Weigend and R. Ahlrichs, Phys. Chem. Chem. Phys., 2005,
7, 3297–3305.

63 DFT-D3 V3.1, S. Grimme, University of Bonn, 2014.
64 F. Neese, Wiley Interdiscip. Rev.: Comput. Mol. Sci., 2012, 2,

73–78.
65 F. Neese, Wiley Interdiscip. Rev.: Comput. Mol. Sci., 2022,

12, e1606.
66 J. P. Perdew and K. Schmidt, AIP Conf. Proc., 2001, 577,

1–20.
67 A. D. Becke, Phys. Rev. A: At., Mol., Opt. Phys., 1988, 38,

3098–3100.
68 C. Lee, W. Yang and R. G. Parr, Phys. Rev. B: Condens.

Matter Mater. Phys., 1988, 37, 785–789.
69 B. Miehlich, A. Savin, H. Stoll and H. Preuss, Chem. Phys.

Lett., 1989, 157, 200–206.
70 J. P. Perdew, K. Burke and M. Ernzerhof, Phys. Rev. Lett.,

1996, 77, 3865–3868.
71 J. P. Perdew, Phys. Rev. B: Condens. Matter Mater. Phys.,

1986, 33, 8822–8824.
72 N. Mardirossian and M. Head-Gordon, J. Chem. Phys.,

2015, 142, 074111.
73 A. D. Becke, J. Chem. Phys., 1993, 98, 5648–5652.
74 P. J. Stephens, F. J. Devlin, C. F. Chabalowski and

M. J. Frisch, J. Phys. Chem., 1994, 98, 11623–11627.
75 A. D. Becke, J. Chem. Phys., 1993, 98, 1372–1377.
76 C. Adamo and V. Barone, J. Chem. Phys., 1999, 110, 6158–6170.
77 M. Ernzerhof and G. E. Scuseria, J. Chem. Phys., 1999, 110,

5029–5036.
78 Y. Tawada, T. Tsuneda, S. Yanagisawa, T. Yanai and

K. Hirao, J. Chem. Phys., 2004, 120, 8425–8433.
79 T. Yanai, D. P. Tew and N. C. Handy, Chem. Phys. Lett.,

2004, 393, 51–57.
80 N. Mardirossian and M. Head-Gordon, Phys. Chem. Chem.

Phys., 2014, 16, 9904–9924.
81 H. Iikura, T. Tsuneda, T. Yanai and K. Hirao, J. Chem.

Phys., 2001, 115, 3540–3544.

PCCP Paper

Pu
bl

is
he

d 
on

 1
8 

Se
pt

em
be

r 
20

24
. D

ow
nl

oa
de

d 
on

 2
02

5-
11

-0
6 

7:
44

:3
4 

nm
.. 

View Article Online

https://doi.org/10.1039/d4cp03214d


This journal is © the Owner Societies 2024 Phys. Chem. Chem. Phys., 2024, 26, 25192–25207 |  25207

82 J.-D. Chai and M. Head-Gordon, J. Chem. Phys., 2008, 128,
084106.

83 N. Mardirossian and M. Head-Gordon, J. Chem. Phys.,
2016, 144, 214110.

84 A. Karton, A. Tarnopolsky, J.-F. Lamère, G. C. Schatz and
J. M. L. Martin, J. Phys. Chem. A, 2008, 112, 12868–12886.

85 S. Grimme, J. Chem. Phys., 2006, 124, 034108.
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