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The application of QM/MM simulations in
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The QM/MM simulation method is provenly efficient for the simulation of biological systems, where an

interplay of extensive environment and delicate local interactions drives a process of interest through a

funnel on a complex energy landscape. Recent advances in quantum chemistry and force-field methods

present opportunities for the adoption of QM/MM to simulate heterogeneous catalytic processes, and

their related systems, where similar intricacies exist on the energy landscape. Herein, the fundamental

theoretical considerations for performing QM/MM simulations, and the practical considerations for

setting up QM/MM simulations of catalytic systems, are introduced; then, areas of heterogeneous

catalysis are explored where QM/MM methods have been most fruitfully applied. The discussion

includes simulations performed for adsorption processes in solvent at metallic interfaces, reaction

mechanisms within zeolitic systems, nanoparticles, and defect chemistry within ionic solids. We

conclude with a perspective on the current state of the field and areas where future opportunities for

development and application exist.

1 Introduction

QM/MM (Quantum mechanics/molecular mechanics) techniques
are a key methodology for computational simulations of extended
systems.1 The core of this technique lies in the partition of the
system into separate regions, with quantum mechanics applied to
a central region of interest, and classical mechanics applied to the
environment. The partitioning allows for favourable scaling when
performing simulations of large systems, where high accuracy
methods such as density functional theory (DFT) or post-Hartree
Fock can calculate the energetics of salient features for the system
under study; meanwhile, the electrostatics of the extended system
are included through classical empirical force-fields, thereby
significantly reducing the computational workload compared to
optimising the electronic structure of the entire extended system.2

Both cluster and periodic QM/MM models have been exten-
sively used for problems in structural biology;3,4 however,
multiscale approaches are also gaining popularity in hetero-
geneous catalysis, which is motivated by the ability of QM/MM
to calculate system observables with greater speed and accuracy
compared to fully ab initio simulations. For example, in systems
with strong concentration effects (i.e., in the simulation of
charge defects, or the adsorption of molecules with strong
lateral interactions5), an aperiodic embedded-cluster QM/MM
model can be used to calculate the energetics at the dilute limit,

while the influence of the wider system is abstracted using
a larger classical embedding representation. In contrast, a
periodic QM simulation would require an infeasibly large simu-
lation cell to correctly model defects in the dilute limit, or
compromise accuracy by allowing interactions between charge
defects in uncharacteristically close proximity to one another.6

The QM/MM method is also ideal for calculating salient
system information with high accuracy methods, while repre-
senting less chemically relevant regions with computationally
cheap classical simulations. This benefit has been widely
employed for simulations of periodic and embedded-cluster
QM/MM models of zeolites, for example detailing fundamental
reactions in the MTH process at the H-ZSM-5 zeolite.7 For such
systems, modelling of the entire unit cell of the zeolite was
avoided by limiting the QM simulation to the adsorbate and a
small segment of the zeolite, which emulates chemistry sought
in the full periodic simulation. The reduction of the size of the
QM calculation in turn enables application of post-Hartree
Fock methods or higher-level density functional theory (DFT),
e.g. including contributions of exact exchange, allowing for
greater accuracy when describing the energetics of adsorption
and reactivity.

In addition to reducing the cost of conventional geometry
and single point energy evaluations, QM/MM enables the
evaluation of free energy changes in dynamic solvent environ-
ments. This has been achieved by representing the solvent
with a classical force-field, paired with techniques such as
Thermodynamic Integration (TI)8,9 and Free Energy Perturbation
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(FEP).10,11 The schemes use QM/MM to calculate the free energy
of adsorption in the aqueous environment, which provides a
realistic comparison to experimental studies in aqueous solvent.
Multiscale solvation schemes drastically reduce the cost of
evaluating the dynamic solvent environment, which would
otherwise be infeasible with a full ab initio simulation. These
approaches have a promising future in describing liquid-phase
catalytic processes at surfaces and nanoparticles.

In this review, the application of QM/MM methods to a
range of challenges in heterogeneous catalysis are presented,
demonstrating the potential of the approach. To aid our
discussion, the fundamental theory of QM/MM and important
considerations for configuring simulations are first introduced.
Then, applications of QM/MM are presented in domains of
solvent simulations, zeolite studies, metallic surfaces and
nanoparticles, and the simulation of defects in ionic solids.
To finalise our discussion, emergent and potentially impactful
methodologies are discussed, as well as developments neces-
sary to improve the uptake and ease of use of the QM/MM
methodology in heterogeneous catalysis.

2 Basics of QM/MM
2.1 Subtractive and additive coupling schemes

As outlined, QM/MM calculations require partitioning of a model
such that different methods can be applied to each sub-partition
(Fig. 1). The expression for the QM/MM total energy term is typically
presented via two dominant schemes; additive and subtractive.

Subtractive schemes are a conceptually simple method
wherein three separate calculations are performed for the
central region of interest (1) embedded in an extended repre-
sentation of the environment (2),

Esub
QM/MM = E1

QM + (E12
MM � E1

MM), (1)

where Esub
QM/MM is the total energy for the QM/MM system, E1

QM is
the QM energy for region 1, E12

MM is the total MM energy of the
whole system, i.e. regions 1 and 2, and E1

MM is the MM energy of
region 1 calculated with MM. Examples of this scheme include the
implementation into the ONIOM (‘Our own n-layered integrated
molecular orbital and molecular mechanics’) framework.12,13

In contrast, additive schemes calculate the inner and outer
regions on the level of QM and MM, respectively, and the
interaction between the two regions is treated though an
additional coupling term

Eadd
QM/MM = E1

QM + E2
MM + E12

couple, (2)

where E12
couple is a coupling term describing the interactions

between the two regions. In effect, this requires only two
calculations, while the coupling scheme allows for the selection
of different terms from the MM region to include within the
Hamiltonian of the QM region.2,14

Although the two approaches are in principle mathemati-
cally equivalent under conditions when the QM and MM
potential energy landscape are commensurate,14 in reality
challenges occur due to the difficulty in reaching equivalence
in the landscapes. The challenges primarily concern the treat-
ment of the QM/MM boundary, which we will discuss in depth
in Section 2.3.

2.2 Embedding schemes

Embedding methods can be further categorised in their treat-
ment of coupling between the QM and MM regions (i.e.,
mechanical, electrostatic and polarisable). Mechanical cou-
pling simply considers interactions between the internal and
external region through MM structural parameters. Although

Fig. 1 A simple diagrammatic representation of the subtractive and additive QM/MM schemes. The former is carried out using three separate
calculations, corresponding to a QM calculation of region 1, a MM calculation for the combined region 1 & 2, and another MM calculation for the inner
region (eqn (1)). The additive scheme is carried out using two calculations, of the inner and outer regions using QM and MM, respectively, with the
coupling interactions between the QM and MM regions introduced by a separate coupling term (eqn (2)).
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conceptually simple, mechanical coupling introduces signifi-
cant inaccuracies unless a specific force-field is generated that
commensurately describes the interactions between the QM
and MM regions. These inaccuracies are exacerbated when
significant changes in electron density or geometry occur,
which requires updated force-field terms to correctly describe
the altered structure.4

In contrast, electrostatic embedding includes the MM
charges within the one-electron Hamiltonian, introducing the
influence of the embedding charges into the self-consistency
cycle; polarisable schemes then introduce coupling of the MM
region with the charge density of the QM region, thereby
dynamically altering the dipoles of atomic centers in the MM
region depending on the quantum mechanical charge. Within
the additive QUASI scheme, this is implemented through the
polarisable shell model for the MM atoms.2,15,16 Polarisable
embedding has also been implemented to the subtractive
ONIOM scheme under the ONIOM(QM:MM)-PE framework,
which is employed to calculate the interaction between the
classical charges and the dielectric continuum of an implicit
solvent environment.17

QM/MM calculations are feasible with both open and periodic
boundary conditions.18–22 Embedded-cluster QM/MM models
commonly have open boundary conditions, which allows for the
facile calculation of charge without periodic interactions; charged
models under periodic boundary conditions interact with their
periodic replicas, which at high concentrations can distort the
desired energetics energy from the dilute limit.23 The open
boundary conditions also provide direct access to an absolute
energy reference (i.e., the vacuum level), allowing alignment of the
band edges of any materials;24 in contrast, the reference energy
level of simulations of 3D periodic systems is ill-defined due to the
arbitrary choice of the average background potential (i.e., where
G - 0).25,26 It is noted that 2D periodic systems have access to
a reference energy level, where methods such as the Coulomb
cut-off may yield a definite vacuum energy level;27 however,
periodic 2D models do not accurately represent charged systems
by default.28,29 Discussion of modern approaches for correcting
the periodic representation of charged systems are summarised
by Walsh.30 It should also be noted that QM/MM has also been
formulated for periodic boundary conditions, such as the formu-
lation of QM-Pot.20 Alternative implementations of periodic QM/
MM via the Particle Mesh Ewald (PME) method are demonstrably
useful for representing the long range electrostatics of the dynamic
solvent environment without introducing artificial cut-offs.18,19

Beyond the atomistic QM and MM representations, long
range polarisation of an extended aperiodic bulk system may be
treated through a simple additive term known as the Jost
correction:31,32

EJost ¼ �
Q2

2R
1� 1

e

� �
; (3)

where Q is the charge of the QM region, R is the radius of the
cluster and e is the bulk dielectric constant of the material. The
correction holds well assuming polarisation occurs via long
range electrostatics with isotropic dielectric permittivity.

A notable drawback in the QM/MM methodology is the
confinement of electronic states within the QM region. Although
the localised states of the valence electrons are well-represented,
the diffuse conduction states are shifted significantly upwards in
energy.33 As a consequence, studies that require the conduction
band as an energy reference (such as those in Section 3.4) often
elect to use experimental values of the conduction band mini-
mum (CBM) for the bulk.34,35

2.3 QM/MM boundary and link atoms

At the boundary of the QM/MM interface, the electron density
of the QM atoms can spill over into the positively charged MM
region. This is especially problematic for covalent compounds,
where atoms with incomplete valences must be terminated to
prevent nonphysical radicals forming at the boundary.

A common scheme for completing the valence shell of
boundary atoms is the link atom approach,36 which involves
placing a capping QM atom along the bond length between the
boundary QM and MM atoms, usually in the form of a hydrogen
atom; however, double-counting of the energetic terms asso-
ciated with the link atom must be accounted.

The subtractive scheme of eqn (1) naturally cancels the
discrepancies introduced by the link atom; both the QM and
MM calculations for the inner region 1 contain energy contribu-
tions for the H atom, which are subtracted from one another.
Provided the force-field correctly emulates the potential energy
surface for the QM/MM region boundaries, the difference in
energies calculated for the classical link atom in E1

MM and the
original boundary atom in E12

MM may be treated as an extrapolative
correction to the quantum mechanical energy from the artificial
link to the correct boundary atom.12,14 However, an improperly
parameterised force-field – which incorrectly describes the inter-
action across the boundary – may lead to discontinuities across
the potential energy surface.4

The additive scheme in its strict form (eqn (2)) provides no
such correction for link atoms; however, eqn (2) may be adapted
to include elements of the subtractive expression,2

Eadd,link
QM/MM = E1

QM + E2
MM + E12

couple � Elink
MM, (4)

where Elink
MM is the MM energy of the isolated link atom. As with

the subtractive case, a well-parameterised force-field is
necessary.2 Alternatively, the MM energy contributions (stretching,
angle distortion, torsion, etc.) between the MM and QM atom may
simply be deleted to eliminate the double-counting in the ener-
getic coupling term. As a result, the energy of the boundary MM
atom is approximated by using the distortion energy introduced
by the link atom alone.2

Ionic species at the boundary may be represented using
Gaussian-based effective core potentials (ECPs) or numerical
pseudopotentials (PSPs), which emulate the presence of a
boundary QM atom without introducing further QM species.
ECPs are widely available from the literature, though typically
optimised for molecular systems, due to the prevalence of
Gaussian basis sets for such calculations;37 PSPs, in contrast,
can be generated and tested for solid state systems using widely
available frameworks.38 For PSPs, the local potential represents
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the long-range electrostatic features of the atom, whilst the
nonlocal expressions, such as those in the Kleinman–Bylander
formalism, effectively project the orbitals of the QM region
away from the pseudopotentials, thereby preventing charge
spillover. Boundary ECPs and PSPs have been most commonly
applied for ionic solids, but extensions to covalent systems have
been implemented; known as the pseudobond approach, frozen,
specially parameterised hybridised basis functions may be placed
on the ECPs to represent the bonding interaction with the missing
atom.39 This has been readily used for proteins and organic
systems, where a single parameterised C(sp3) hybridised basis
function is placed on the boundary carbon atoms.40

2.4 Force-field parameterisation

The QM/MM approach can potentially utilise the same diversity
of force-fields applied in solely classical simulations, provided
an appropriate interface exists between the classical potential
and QM Hamiltonian; however, the selected parameters should
ideally reproduce both the structure and potential energy sur-
face of the associated quantum calculation. The consistency of
the QM and MM structural landscapes is necessary to avoid
lattice parameters or bond lengths in the MM region that
deviate significantly from those of the underlying QM method,
as these would introduce an artificial strain on the QM region
and may distort the region of interest from its analogous full
QM ground state.

In bulk and condensed systems, the energetic discontinuity
between the two regions can lead to significant displacement of
QM atoms from their equilibrium positions.41 These errors
occur even if the selected force-field matches the structural
properties of the corresponding QM method, resulting in
significant errors in QM/MM dynamical simulations.42,43 The
discrepancy can be alleviated by introducing a buffer region,41

where the forces on the boundary QM atoms are calculated using
terms from an equivalent MM atom (see also: Section 2.5).
Alternatively, MM atoms at the QM/MM boundary can be

replaced by pseudopotentials.31 However, parameterising force-
fields to match the energetics of the QM and MM regions more
reliably reduces the energetic discontinuity without introducing
additional corrective potentials.42–44

There are numerous strategies for selecting force-fields to
satisfy the above conditions. Many studies transfer an optimised
force-field designed to minimise the error of observables relative
to experiment; however, this approach may lead to energetic and
structural discontinuity between the classical and quantum
regions, especially if the QM method deviates from the empirical
structure. Therefore, it is often desirable to generate bespoke
force-fields for the structure under study, which match the
structural properties or bonding energies of the QM method
(Fig. 2). To achieve such a parameterisation, software such as
GULP45 and Paramfit46 for AMBER force-fields represent two
approaches: the former minimising the errors of the least
squares fit with respect to calculated observables; the latter
using a genetic algorithm to match the energetics and forces
of a classical force-field with corresponding QM simulations for
a set of molecules. An alternative technique is demonstrated by
Zimmerman, Li et al.,47,48 where successive QM/MM simulations
are used to optimise an adsorption energy by iteratively improving
the Lennard-Jones parameters. The iterative approach was
applied to calculate the adsorption energy of a set of small
organic molecules to a range of zeolites, reducing the mean absolute
error (MAE) with respect to experiment from 6.7 kcal mol�1,
calculated with the default CHARMM force-field, to 1.4 kcal mol�1.
The reduced error demonstrates optimisation of the force-fields is a
key component for ensuring accuracy in QM/MM simulations.

In the case of polarisable embedding, the dielectric response
of the force-field must also align with calculated QM properties.
However, in some scenarios (particularly for two-body shell
potentials of TiO2), optimising the static dielectric constants
may be incompatible with the objective of acquiring compatible
equilibrium lattice constants.49 Although some studies have
generated accurate force-fields for both the high frequency

Fig. 2 General schematic for parameterising the classical force-fields for use in QM/MM simulations. Approaches may be differentiated by: (a) their
choice of input parameters, (b) the driver used to calculate the observable with the updated parameters (i.e., a MM classical simulation, or a QM/MM
simulation), or (c) the mechanism used to minimise the least-square error function, (i.e., local minimisation techniques, such as BFGS, or global
optimisation). A non-exhaustive list of observables is provided.
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dielectric constants and lattice parameters, post-processing
corrections must be applied to acquire accurate energetics
associated with long-range polarization.15

Many-body fully polarisable force-fields, parameterised to
match the energies of the QM functional, have been posed as a
method for ensuring energetic continuity between the QM and
MM regions for condensed systems.50,51 However, their applic-
ability to most heterogeneous catalytic systems with small
band-gaps are limited; whilst the contribution from successive
n-body energetic terms is expected to decrease monotonically,
significant oscillations remain in conductors up to the 7-body
term.52 As a result, the force-field potential cannot be truncated
to lower-order terms, introducing large computational expense
for extended metallic systems.

As an alternative, the recent popularisation of machine-
learning methods has opened a new avenue for force-field
construction to support QM/MM simulations.53,54 Zhang et al.
highlight that machine-learned potentials (MLPs) may, in
principle, naturally eliminate the energetic and force disconti-
nuities describing the ML–MM and QM regions on a matched
potential energy surface. Furthermore, hybrid-DFT QM/MM has
been used to as a reference to optimise standalone MLPs
for free-energy simulations of enzymes in the solution phase;
accuracies of B1 kcal mol�1 were obtained with respect to the
hybrid QM/MM simulations.54 Another approach, known as D-ML,55

looks to generate either correction potentials or energetic/force
terms56,57 that correct lower accuracy but inexpensive semi-
empirical QM/MM methods to a reference, higher order func-
tional. The D-ML approach can significantly reduce the cost of
the QM calculation, making it more feasible to perform
dynamic simulations and obtain free energies at QM accuracy.
We note the above implementations have largely been applied
to biochemical systems, but the underlying principles should in
future be applied to challenges in heterogeneous catalysis.

2.5 Strategies for QM region selection

When selecting the core QM region (1), the primary aim is to
minimise the number of atoms within the expensive energy
evaluation while retaining the structure, charge, and energetic
landscape of a fully QM simulation (Fig. 3). For any system, it is
necessary to perform a convergence study that systematically
expands the QM region, and achieves convergence of a target
property with respect to periodic simulations, an extremely
large QM region, or experiment. The simplest and most common
scheme is expansion of the QM region as a sphere from a central
point. Although conceptually simple, as we discuss later, this
technique can include chemically unimportant features within
the QM energy evaluation.

Alternatively, one can expand the QM region via the number
of nearest neighbours from a central atom. This approach is
popular within zeolite studies, where target properties, such as
adsorption energy of reactants, are observed to converge at five
nearest neighbours.7,58 Furthermore, as zeolites have a well
understood topology defined in terms of rings and cages, graph
theory approaches can be used to select atoms associated with a
substructure of interest.59

For catalytic surfaces constructed from ionic solids (e.g.,
MgO and TiO2), special care must be taken in the definition of
the QM region. Although adsorption energetics are relatively
insensitive to the shape and size of the cluster, the simple
radius model produces relatively large errors for charged defect
formations.60 In this work with an embedded-cluster model,
analysis of the frontier molecular orbitals showed that QM
regions utilising a cubic shape align far better with the frontier
orbitals of the periodic structure, whereas the spherical models
erroneously accumulate charge at the QM/MM boundary. More
research is required to construct a formal heuristic for the
optimal shape and size of the QM region. Recently, the
SKZCAM scheme61 has demonstrated the validity of a radial
scheme based on the radial distribution function of symme-
trically related sites from a central vacancy; the approach
systematically increases the size of the QM region to establish
a smallest converged cluster, where the value of a desired
observable plateaus with respect to larger cluster sizes.

In protein studies, it has been remarked the QM region size
converges asymptotically with respect to an extremely large QM
cluster, especially for mechanical embedding.62 Even with
electrostatic embedding, however, QM regions of several hundreds,
or even thousands of atoms, may be necessary to replicate the
correct partial charges for negatively charged systems63 and
NMR chemical shifts64 compared to the full QM simulation.
Recent schemes such as the charge shift analysis (CSA) and
Fukui shift analysis (FSA) have been employed to analyse which
fragments significantly influence the partial charges of the
active site.65 Using an embedded system with a very large QM
region as a comparison, fragments are systematically placed
within the MM region and the effect on the charge of the QM
region is calculated; fragments producing a charge shift of less

Fig. 3 Demonstration of the most common selection schemes for the
QM region using. Top left: All atoms within a set radius of the central atom
(radial); top right: atoms included in a periodically repeating cell; bottom:
all atoms below a specified order of nearest neighbours.
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than 80.04–0.058 e are placed within the MM region. Compared
to the simple radius convergence strategy, this technique can
significantly improve the efficiency of QM/MM simulations by
eliminating hundreds of atoms from the QM region; however,
studies for ionic solids demonstrate that even small clusters are
relatively well converged in terms of NMR shieldings,66 though
studies including larger QM regions are needed to determine
whether the slow convergence found in proteins precludes
accuracy below 0.5 ppm.

Partitioning of the QM and MM regions in dynamics simu-
lations requires more consideration. This is especially relevant
for bi-phasic simulations with significant chemical interactions
between the solute and solvent, meaning the first solvent shell
must be included in the QM region.67,68 However, with a static
definition of QM and MM atoms, exchange of QM with MM
solvent molecules over time exposes the QM region of interest
to short-range classic forces, decreasing the accuracy of the
simulation. To account for this discrepancy, adaptive QM/MM
schemes have been implemented to dynamically switch atoms
between quantum and classical definitions based on their
proximity to the quantum region.69 The sudden change in the
physics of individual atoms as they cross the boundary can
cause a significant discontinuity in the potential energy sur-
face, motivating the development of schemes such as Permuted
Adaptive Partition (PAP),70 ONIOM-XS,71 and Size-Consistent
Multipartitioning (SCMP).72 These schemes introduce a buffer
region between the QM and MM regions, which smoothly

interpolate energetics and forces of molecules as they switch
definition between the two regions. Recently, adaptive parti-
tioning schemes have been extended to covalent solids, poten-
tially expanding their applicability for heterogeneous catalytic
applications.73 Machine-learned methods such as BurNN have
also been implemented to provide corrective potentials for QM/
MM buffer region.74 The corrective approach introduces a
D-learning correction, yielding a potential that describes
mutual polarisation between the buffer and inner QM region
quantum mechanically.

Although the adaptive partitioning schemes above are
widely adopted, Watanabe et al. discovered artefacts remain
in both the energetics and statistical ensembles of dynamical
QM/MM simulations with SCMP adaptive partitioning;43 this
was attributed a physical mismatch in structure and physics
between the QM calculation and the selected force-fields.42

Force-field solutions are explored in Section 2.4.

2.6 QM/MM codes

QM/MM has been implemented internally in a variety of quantum
chemistry and classical molecular mechanics packages, as
well as in specialised wrapper software that interfaces these
packages. The software implementations vary in their use of
subtractive and additive schemes, as well as their implementation
of mechanical/electrostatic/polarisable embedding approaches.
The implementations may be further distinguished in their use

Fig. 4 A network showcasing some of the QM/MM external interfaces and connections to their respective QM and MM drivers. Cross-hatched codes
have additional internal interfaces that perform the operations associated with embedding internally, and interface with a specific set of codes. Ordering
of entries is chosen to reduce intersection between connections. a AMBER,81 CHARMM,82 GROMACS,83 DL_POLY,84 GULP,45 ForceField,85 BOSS,86

LAAMPS,87 TINKER.88 bASE,76 fromage,79 ChemShell,77 Hybrid NAMD,89 AMS,90 PIMD,91 LICHEM.78 cCRYSTAL,92 GPAW,93 ABINIT,94 CP2K,75,95 GAMESS,96

Gaussian,97 MOLPRO,98 ORCA,99 Quantum Espresso,100,101 TURBOMOL,102 VASP,103 NWCHEM,104 FHI-AIMS,105 Dalton,106 DMol3,107 QChem,108

MOLCAS,109 DFTB,110 DFTB+,110 TeraChem,111,112 ADF.90
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of quantum caps; most employ ECPs and hydrogen atoms, which
allows for simulations of molecular systems.

When implemented directly in existing QM or MM
packages, direct interfaces to external software are typically
realised to evaluate the quantum or classical energetic terms,
though the calculation of the MM energy has also been imple-
mented within QM software (with limitations to the range of
MM formalisms available75). Alternative, more flexible imple-
mentations of QM/MM have been realised in wrapper packages
that have multiple external interfaces to QM and MM energy
calculators (commonly referred to as drivers), with examples
including ASE,76 ChemShell,77 and LICHEM78 (Fig. 4). These
codes connect a range of QM and MM packages, which is
advantageous for broadening functionality; external drivers
remain under separate management, but can then provide
energetics, forces and densities when required. Management of
geometry optimisations, transition state searches or molecular
dynamics are performed at the wrapper level. Furthermore,
wrappers may be developed to target specific systems or obser-
vables; for example, fromage79 is centered around calculation of
excited states within molecular crystals, whereas PIMD80 focuses
on simulating the dynamics of condensed systems and enhanced
sampling techniques. In principle, the wrapper platforms are
designed to be extensible, meaning they may be expanded to a
greater variety of driver codes; however, not all software packages
support all QM/MM formalisms, with some QM and/or MM
package modification necessary to access more advanced features,
such as polarisable embedding or capping ECPs.

3 Use cases
3.1 QM/MM solvent at the interface

Single configuration adsorption and transition state searches
in vacuum are the mainstay of most DFT studies in hetero-
geneous catalysis; however, solvent has a significant influence
on the energetics of adsorption and reaction kinetics in hetero-
geneous reactive systems.113–117 These effects arise from a
variety of phenomena including the stabilisation of charged
transition states with polar molecules, the introduction of an
energy penalty (and entropic gain) for displacing solvent from
the catalytic surface,114 and the active participation of the solvent
in the reaction mechanism as a co-catalyst or reagent.116

Simulating the dynamic solvent environment necessary for
liquid-phase catalysis is a challenging problem with a solely
quantum mechanical approach. Firstly, many solvent molecules
must be simulated, which drastically increases the computational
expense of the simulation. More importantly, the dynamic nature
of the solvent environment requires configurational sampling
through Monte Carlo or molecular dynamic (MD) approaches.
The large number of energy and force evaluations required to
obtain equilibrated observables further increases the computa-
tional work load. Although ab initio MD simulations of surface/
water interfaces have become feasible with advances in parallel
computing,118 kinetic studies require the evaluation of a large
quantity of snapshots to represent the evolution of reaction

coordinates over time. Implicit solvent techniques are also posed
as a feasible alternative for calculating solvent properties of
biphasic systems quantum mechanically; however, QM/MM
maintains the atomistic representation of the dynamic solvation
shell, while accelerating the MD simulation through a classical
representation of the solvent. As such, QM/MM approaches
provide an attractive alternative for representing the solvent
environment.

Faheem et al. formulated such a model using the eSMS
(explicit surface-metal-solvent) approach,11 primarily for modelling
organic reactions at periodic metallic surfaces. The eSMS-FEP
technique includes two forms of embedding to calculate the total
energy of the surface/adsorbate complex: A subtractive QM-in-QM
scheme is utilised to represent the energetics of the fully periodic
metallic surface; and an additive coupling based on the polarisable
embedding electrostatic cluster method (PEECM)119 to calculate
the contributions from solvent. The system is calculated using a
metallic cluster (with size converged with respected to energetics)
and adsorbate, which is in turn embedded in an extended system
of classical point charges representing both the metallic surface
and the solvent environment. The total energy expression is thus:

AeSMS
QM/MM = Evac,periodic

QM � Evac,cluster
QM + Asolv,cluster

QM/MM , (5)

where AeSMS
QM/MM is the free energy of the solvated system, Evac,periodic

QM is
the energy of the periodic slab and adsorbate in vacuum,
Evac,cluster

QM is the total energy of the isolated cluster in vacuum,
and Asolv,cluster

QM/MM is the free energy of solvation for the embedded
cluster. The technique ensures that the long range electrostatics of
the DFT metal atoms are included in the total energy evaluation.

Calculations of the free energy changes of activation and
reaction were performed with a free energy perturbation (FEP)
approach.10 The coupling between the degrees of freedom of
the adsorbate and the solvent requires sampling over a huge
configurational space; therefore, a potential of mean force
(PMF)120 approach can be used to decouple the degrees of
freedom of the solvent system by treating the force of the water
on the fixed QM system as a mean-field. In effect, the PMF
approach integrates out the degrees of freedom associated with
the water shell for a given snapshot, meaning integration of the
free energy over the reaction pathway can be performed solely
using the evolution of the adsorbate reaction coordinates.
Although the PMF technique drastically reduces the dimen-
sionality of the FEP calculation, it effectively excludes the
impact of solvent on the entropy of adsorbate itself, which
introduces a small error. This topic will be discussed further at
the end of this section.

The eSMS and FEP techniques have been used primarily to
investigate the cleavage of O–H and C–H bonds for various
polyols on transition metal surfaces. Initial studies focused on
comparing eSMS to its implicit solvent counterpart, iSMS
(implicit solvent-metal-surface).121 Overall, the eSMS schemes
predict that the presence of solvent stabilises the free energy of
activation (DG‡

react) for the cleavage of the O–H and C–H bond
by 21.2 kJ mol�1 and 3.9 kJ mol�1, respectively; in contrast, the
iSMS model predicts a quantitatively lower stabilisation of
3.9 kJ mol�1 and 1.0 kJ mol�1, respectively. The findings
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emphasise the benefits from an explicit atomistic representation
of the solvent environment to capture the energetic changes of
reaction; however, the authors also demonstrate that care must
be taken when selecting the force-field for the metal and solvent.
In particular, the Spohr–Heinzinger and metallic Lennard-Jones
potential displayed differences in the structure of water mole-
cules at surface, with the solvation shell with the latter being
denser than the former. Although the overall qualitative findings
were unchanged, a variation of up to 19.2 kJ mol�1 was observed
for the free energy changes of solvation.121

Subsequent studies with the eSMS-FEP approach investi-
gated the impact of the solvent environment on the catalytic
activity of different metallic species.122 Using the model C–H
and O–H cleavage reaction, the overall free energy change and
the kinetic barriers are drastically altered by the elemental
composition of the metallic surface. In the most extreme case,
the activation energy of the O–H bond cleavage is predicted to
be B53.0 kJ mol�1 lower for Cu (111), and only B11.6 kJ mol�1

lower for Au (111), when compared to vacuum.
The differences in activation energy are primarily rationa-

lised by the degree of charge transfer between the metallic
surface and the transition state moieties, which varies with
electronic structure for the metallic surface; the interfacial
water molecules both reduce the surface dipole of the periodic
slab model,123 and they are involved in transfer of charge
density back into the metallic surface.118 Overall, the degree
of transition state stabilisation correlates strongly with the
change in charge transfer for both C–H and O–H cleavage. A
secondary factor was the change in the number of hydrogen
bonds around the transition state, especially for O–H cleavage,
due to the disruption of existing hydrogen bonds caused by the
loss of hydrogen. These contributing factors were compiled into
a linear descriptor, where the authors further introduced DGgas

as a variable, which corrects for the greater solvent-induced
changes in activation energies for cleavage reactions with large
barriers in the gas phase. Fig. 5 shows the resulting strong
linear correlation for a descriptor consisting of DGgas and the
charge transfer between the cleaved fragments, providing
strong evidence that these factors strongly influence the change
in reaction kinetics for the solvated system. Overall, these studies
demonstrate that multiscale atomistic representations of the
solvent environment can support the identification of specific
solvent effects on reaction energy for different catalytic surfaces.

Addressing the structural dependence of water on the
selected classical potentials, Steinmann et al. and Clabaut
et al.124,125 developed a set of bespoke force-fields (GAL17 and
GAL19) that introduce specific parameters for interaction with
periodic noble metal surfaces. After parameterisation against
an ensemble of 826 water configurations obtained through
DFT, the overall force-field predicts an average error for water
adsorption energies of 0.4 kcal mol�1. The force-fields were
then utilised within a QM/MM study to model the adsorption of
phenol and benzene to the Pt (111) surface,9 introducing the
solvHybrid method (Fig. 6).

The SolvHybrid technique differs from the eSMS-FEP
approach of Saleheen and Faheem in several key ways. Similar

to the MM-FEP scheme of Steinmann et al.,22 the energy of the
QM region is computed with a fully periodic simulation, as
opposed to the subtractive cluster eSMS scheme. This gives
greater flexibility to vary the adsorbate coverage, as the simula-
tion inherits the periodicity of the unit cell, whereas the cluster
model implicitly assumes adsorption is taken to the dilute limit.
However, the water environment must have the same periodicity
as the metallic surface, meaning the classical charges of water
are represented with the Particle-Mesh-Ewald (PME) method of
CHARMM82,126 as opposed to the PEECM approach. A further
important contrast between the two approaches is the use of
mechanical as opposed to an electrostatic embedding. Finally,
SolvHybrid calculates free energy changes through thermo-
dynamic integration (TI) as opposed to the FEP method.

Adopting the nomenclature of their publication, the overall
free energy of adsorption in solvent is then represented as

DaG
solv ¼ DaG

vac þ DaDhG

¼ DaG
vac
QM þ dDhGMM � DhGMMðMÞ;

(6)

Fig. 5 The effect of solvent on the free energy of activation with respect
to vacuum (DDGact = DGact

solv � DGact
vac) for the bond cleavage of (a) O–H and

(b) C–H in ethylene glycol over noble metal surfaces. The figures compare
the errors with respect to the mean DDGact for a parameterised descriptor

DDGact � DDGact
� �

model

� �
and values calculated with the eSMS method

DDGact � DDGact
� �

eSMS

� �
; where bars indicate the mean. The descriptor

includes the degree of charge transfer and the gas phase activation barrier of
reaction. (a) is performed with a linear fit, while (b) uses a quadratic fit. All energies
in eV. Reprinted from ref. 122 under a Creative Commons license (CC BY 4.0).
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where Dh and Da are the free energy changes of hydration and
adsorption, such that the terms on the right-hand side of the
first line correspond to the free energy of adsorption in vacuum
and the free energy change of hydration for the adsorbed complex,
respectively. The calculation of DaDhG is obtained indirectly
through the free energy of desolvation for the adsorbate, M,
represented through MM (�DhGMM(M)), and the free energy
difference of transferring the molecule (M) from the gas phase
to the solvated surface–adsorbate complex, which is calculated
through thermodynamic integration (dDhGMM). Meanwhile, the
entropy of adsorption is calculated only in the gas phase.127

Considering the adsorption of benzene and phenol, a
decrease in the adsorption energy with respect to vacuum
was correctly identified (Fig. 7). Compared to experimental
results obtained through cyclic voltammetry (�9 kJ mol�1/
�14 kJ mol�1 114,128), the QM/MM approach obtained a free
energy change of solvation of �40 kJ mol�1 at saturation
coverage. This represents the correct qualitative decrease in
the adsorption free energy in solvent relative to vacuum, which

is calculated to be �118 kJ mol�1 using experimentally derived
values for the enthalpy of adsorption,129 and the computation-
ally derived entropy of adsorption via TI127 at 300 K at a
coverage of 1/16. The discrepancy of B30 kJ mol�1 may be
rationalised through the accumulated errors in the choice of
density functional, the free energy change of desolvating the
metallic surface, and utilising the gas phase adsorption entropy
in place of the aqueous entropy. Furthermore, as with gas
phase studies of coverage dependent adsorption energies, the
use of a single periodic configuration of phenol as opposed to
an ensemble of different orientations can introduce a further
error of up to approximately 10 kJ mol�1.5

Lim et al. demonstrate an alternative implementation to the
TI and FEP approaches in the DFT-CES/2PT method (DFT in
Classical Explicit Solvents – Two Phase Thermodynamic
mode).130 The calculation of free energies of solvation in
DFT-CES/2PT differs significantly from the previously dis-
cussed approaches in two ways: (1) the electrostatic embedding
of the solvent environment is included in the one-electron
Hamiltonian of the QM environment through a mean-field
potential of the water environment, which determines the
reorganisation energy of the QM region in the MM environment
(Ereorg); and (2) DGsolv is determined through vibrational density
of state functions, which is decomposed into gas-like diffusive
modes and solid-like vibrational modes.131,132 Overall, the total
free energy of solvation is expressed as a sum of the
previous terms,

DGtot
solv = Ereorg + DGsolv, (7)

where the DGsolv may be further decomposed into its electro-
static, dispersion and cavitation free energy change
components.

When applied to a small test set of molecules, DGtot
solv yielded

a MAE of 5.51 kJ mol�1 with respect to experiment, which
compared favourably to the MAE of the highly parameterised
SM8 implicit solvent model (3.68 kJ mol�1).130 DFT-CES/2PT

Fig. 6 The thermodynamic cycle for the MM-FEP scheme implemented
in the SolvHybrid framework. Reprinted with permission from ref. 9.
Copyright 2020 American Chemical Society.

Fig. 7 DGsolv
ads calculated for benzene and phenol on the Pt (111) surface across a range of coverages in the aqueous environment, performed using the

MM-FEP scheme. Reprinted with permission from ref. 9. Copyright 2020 American Chemical Society.
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was then used to calculate the free energy of adhesion of water
to a range of graphite and metallic facets.133,134 Comparisons
with experimentally derived values for the work of adhesion
show the DFT-CES/2PT accurately determines the energetics
of the interface (Gim et al.135 74.27 mJ m�2 vs. experiment
72.8 mJ m�2 136). Through analysis of the surface concentration
of water and the degree of hydrogen bond formation, the
authors also conclude the wettability of graphite is brought
about by solid–liquid interactions and the increased concen-
tration of water at the surface, which increases the population
of stabilising hydrogen bonds.

Further studies suggest that Ag, Au, Pd and Pt surfaces are
superhydrophillic, tending towards parallel arrangements of
water at the interface.133 Additionally, the rotational and trans-
national diffusivity (derived from the mean-square displace-
ment of the molecules from their initial position) across each
studied facet was significantly lower than the bulk. However,
the water adlayer still maintained a degree of diffusivity at
300 K, demonstrating that water remains in a liquid-like phase at
the interface. This contrasts with the commonly utilised hexaga-
nol ice-like bi-layer structure found at low temperatures.137

Overall, the QM/MM approach allowed the simulation of
complex, dynamic systems at reduced cost compared to full QM
methods, providing atomistic insight into the interfaces rele-
vant for catalysis. Such simulations are valuable due to the
challenges in gathering experimental observations for aqueous/
metallic interfaces; for example, microscopy or calorimetry
techniques, which require ultra-high vacuum conditions with
cryogenic temperatures to maintain the stability of the aqueous
layer.133,138,139

Furthermore, the eSMS-FEP and SolvHybrid techniques
demonstrate novel QM/MM approaches for calculating the free
energies of solvation for catalytic systems and interfaces. An
obvious limitation is the use of a single configuration of the
adsorbate for each reaction co-ordinate frame. The configura-
tional limitations are necessary for computationally tractable
simulations, though the lack of dynamics for the adsorbate

introduces an error by excluding the influence of solvent on the
entropy of the adsorbate/surface complex. The approach of
Clabaut9 addresses this challenge somewhat by calculating
the overall free energy of solvation for the unadsorbed mole-
cule, and the gas phase entropy of adsorption to approximate
the entropy in solvent. Although the QM/MM approaches
capture the majority of the entropy changes – which originate
from the energetically favourable displacement of solvent from
the catalyst surface113,128 – the effect of solvent on the entropy
of the adsorbed compound warrants further investigation.

3.2 Reactions and heteroatom substitution in zeolites

Zeolites are a class of aluminosilicate materials that have
gained much interest due to a range of applications in industry,
such as molecular sieves and fluid catalytic cracking of petro-
chemicals, and are potential catalysts for reactions important
for green and sustainable chemistry. Zeolites are crystalline
frameworks composed of interlinking SiO4 and AlO4

� tetrahe-
dra (T-sites), which form a porous 3D network of cavities and
channels with dimensions of 3–20 Å.140,141 The existence of
AlO4

� tetrahedra within zeolite frameworks creates a need for a
cation to compensate the negative charge on the alumina, and
when this compensating cation is a proton, Brønsted acidity is
induced within the framework.142,143 Furthermore, doping the
zeolite framework with heteroatoms induces Lewis acidity,144

i.e., the ability of a species to donate electron density.145 In
combination, zeolites can behave independently as Brønsted-
or Lewis-acid catalysts, or as a bifunctional mixture.146–149 The
strong Brønsted- and Lewis-acid properties place zeolite cata-
lysts at the forefront of materials for green and sustainable
energy; therefore, advancing simulation techniques for the
study of zeolite catalysts is of the utmost importance.

QM/MM methods have become a popular approach to
model catalytic zeolitic systems due to the local nature of the
active site (Fig. 8).150–155 QM calculations on small cluster models
of the active site have long been used to model zeolite active sites;
however, discrepancies from experiment in structures and

Fig. 8 Embedded cluster model of H-ZSM-5 (A) QM region (green) (B) QM region and inner MM region (yellow) (C) QM region, inner MM region, outer
MM region (red). Reproduced from ref. 7 with permission from the Royal Society of Chemistry.
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energies can arise due to the small size of the cluster models
relative to the extended frameworks. Phenomena such as steric
constraints, which are characteristic of adsorption in zeolites, are
not well described due to insufficient incorporation of the zeolite
pore in the models. Periodic calculations (typically with DFT for
reactive processes) are a reliable alternative method for modelling
zeolites, but these calculations are generally restricted to small
unit cells and/or low-level DFT functionals, such as the general-
ised gradient approximation (GGA), as the expensive nature of
running higher-level exchange–correlation (XC) functionals or
larger unit cells creates a computational bottleneck. In this regard,
QM/MM methods allow calculations on large models, facilitating
the capture of long-range interactions and steric constraints of the
zeolite pore whilst using a small QM region around the active site,
subsequently allowing for the use of higher-order XC functionals
(such as hybrids) or application of correlated methods. As a
consequence, QM/MM methods, through embedded-cluster or
periodic models (ONIOM, QM-pot) can be applied to investigate a
range of zeolite catalysts with applications in heterogeneous
catalysis.

Brønsted-acid zeolite catalysts have been successfully
employed for the conversion of methanol to hydrocarbons
(MTH).156,157 As methanol production may be conducted
through the reduction of CO2, or derived from biomass, recent
interest has been elevated by the potential as a green route to
hydrocarbon synthesis. Embedded-cluster QM/MM investiga-
tions by O’Malley et al. considered the deprotonation, methanol
adsorption, and methoxylation energies in H-ZSM-5 and H-Y
zeolites, investigating the influence of framework topology and
active site location on sorbate behaviour.158 The study used a
mixture of GGA (PW91) and hybrid (B3LYP and B97-2) DFT, and
found that the latter predicted higher deprotonation energies
for acid sites in H-ZSM-5 and H-Y. The result was attributed to
the superior localisation of electrons when using the hybrid-
DFT approach; however, each functional preserved the hierar-
chy of deprotonation energy, as H-Y o H-ZSM-5 (sinusoidal) o
H-ZSM-5 (intersection) o H-ZSM-5 (straight), with the site type
given in parenthesis for H-ZSM-5, showing consistency in the
trends irrespective of modelling approach. Furthermore, the
results for H-ZSM-5 (intersection) using the GGA functional
PW91 was 122 kJ mol�1 lower (1093.4 kJ mol�1) than those
calculated via ab initio molecular dynamics simulations on MFI
structures using the same functional.159 The authors attribute
this discrepancy to the sorbate–sorbate interactions or charge
compensation, which occurs in periodic systems in contrast to
the more complete representation of polarisation afforded in
embedded-cluster QM/MM methods. The final result highlights
that, even at the GGA level of theory, aperiodic embedded-
cluster QM/MM approaches can offer advantages over periodic
modelling approaches.

The MTH process was investigated further with the embedded-
cluster QM/MM method by Nastase et al.7,58,160 Initially,7 the
adsorption of multiple methanol molecules in H-ZSM-5 and H-Y
zeolites was investigated, concluding that the arrangement of
hydrogen bonds between methanol and the framework signifi-
cantly influence the adsorption strength. By investigating the

different orientations of methanol on the Brønsted-acid sites
(Fig. 9), the importance of dispersion in the calculations was
identified. Values calculated using the dispersion-corrected hybrid
B97-D and second order Møller–Plesset perturbation theory (MP2),
which accurately accounts for dispersion effects, are in good
agreement (Table 1); quantitatively the results also allign to pre-
vious dispersion-corrected studies with PBE-D (�115 kJ mol�1),
and to experiment (�110 kJ mol�1).161,162 The dispersion
corrected adsorption energies qualitatively correlate with other
hybrid-DFT methods, such as B97-3, but quantitatively disagree
by B50 kJ mol�1, which highlights the need to account for
dispersion and the localised nature of electrons. The validation
achieved with hybrid-DFT and MP2 are made accessible by QM/
MM, owing to the size of the QM region in their models
(74 atoms), which is much lower than the number in a periodic
DFT calculations (288 atoms).

Nastase et al. applied QM/MM methods to study subsequent
intermediates formed during the initial stages of the MTH
process, namely on dimethyl ether (DME) and carbene
species.58,163 DME adsorption on Brønsted-acid sites of H-Y
and H-ZMS-5 resulted in pronounced proton transfer over the
intersectional site in H-ZSM-5, which correlates with greater
Brønstead-acidity, and potential superior catalytic performance
compared to H-Y. Here, QM/MM was used to perform transi-
tion state calculations with hybrid XC functionals, which again
is challenging with periodic DFT, and the active site was
observed as remaining deprotonated during the reaction for
DME production, which contrasts with previous reports. The
discrepancy was attributed to the difficulty with GGA-type
modelling to localise the electron density, reinforcing the
importance of employing higher-level approaches.

As an alternative embedded-cluster QM/MM models, peri-
odic QM/MM approaches have also been developed and applied
extensively towards the modelling of Brønsted-acidity. The

Fig. 9 Representations of methanol adsorption configurations in H-ZSM-5.
(A) ‘‘end-on’’ coordination (B) ‘‘side-on’’ coordination. Reproduced from
ref. 7 under a Creative Commons license (CC BY 3.0).

Table 1 Adsorption energies for ‘‘end-on’’ (EO) and ‘‘side-on’’ (SO)
methanol with different DFT functionals and correlated methods. Demon-
strated for different sites substituted with an Al center. Reproduced from
ref. 7. All energies reported in kJ mol�1

Site

B97-3 B97-D MP2

EO SO EO SO EO SO

H-Y �70 �65 �106 �100 �102 �96
H-ZSM-5 [T12] �81 �78 �124 �120 �117 �113
H-ZSM-5 [T4] �82 �80 �126 �115 �121 �112
H-ZSM-5 [T1] �81 �85 �115 �114 �107 �113
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group of Sauer have developed such approaches in the QM-pot
method,20,164 where any error that arises from replacing large
periodic systems with small cluster models can be reconciled
through QM treatment of the active site in the periodic model,
and classical potentials to treat the rest of the framework. The
approach addressed drawbacks of earlier QM/MM techniques
that used mechanical embedding, as the QM-pot method
incorporates long-range electrostatic embedding. The QM-pot
method has been used to investigate deprotonation energies for
zeolite Y, CHA, MOR, and ZSM-5, which were found to be, 1171,
1190, 1195, and 1200 kJ mol�1, respectively, in good agreement
with experiment.165 The energies were calculated using the
Hartree–Fock (HF) approximation and treated a posteriori with
MP2 for consideration of correlation, where the authors noted
that their method allows for total relaxation of the framework
and negated the large computational overhead associated with
using the HF level of theory.

The adsorption of hydrocarbons is the initial step for acid-
catalysed hydrocarbon conversions and is a widely investigated
process in zeolite catalysis. Continuing the investigation on
Brønsted-acid sites in zeolites, the group of Sauer investigated
the interaction of propene, butene, and pentene, within H-FER
framework.166 The calculated adsorption energies, using
B3LYP, were in good agreement with experiment, and predic-
tions of the stability of adsorbed species were achievable; for
example, adsorbed secondary alkaloids were significantly
more stable than alkenes. Furthermore, the study found that
adsorption energies predicted with QM-pot were more accurate
than periodic-DFT, owing to the better description of van der
Waals interactions by force-fields over periodic-DFT. Therefore,
through application of QM/MM methods, Sauer et al. were able
to utilise an improved representation of dispersion interactions
as afforded by force-field methods for zeolitic systems.

The incorporation of heteroatoms, such as main group or
transition metal elements, can enhance the catalytic ability of a
zeolite framework. The insertion of Lewis-acid heteroatoms
into the BEA framework, such as Ti and Sn, creates catalysts
that have demonstrable activity for Bayer–Villiger oxidation
(BVO), Meerween–Pondorf–Verley (MPV) reduction, and glucose
to fructose isomerisation, which are used in the up-cycling of
chemicals.167 Considering the example of BVO, cyclic ketones are
converted into lactones that are subsequently used for biomass-
related reactions and as fuels.147 The Ti- and Sn-containing
zeolites allow the use of hydrogen peroxide as an oxidant rather
than more harmful oxidising agents, such as the traditionally
meta-chloroperoxybenzoic acid (mCPBA); furthermore, the reac-
tion is more environmentally benign, producing only water.
However, the catalytic processes are complex, and QM/MM again
provides access to high-level theory for modelling of the reaction
process.

Through QM/MM methods applied via the ONIOM approach,
Montejo-Valencia et al. examined the Lewis-acidity and hydro-
thermal stability of Ti, Sn, and Ge doped beta frameworks
(Fig. 10).168 A hybrid o-B97XD XC functional was made feasible
via QM/MM, and allowed comparison of relative energetics
in polymorph A (BEA) and polymorph C (BEC) of the beta

framework. The comparison of polymorphs is necessary as
superior catalytic activity and selectivity were suggested for
BEC in some reactions.169 Considering 3 T-sites in each frame-
work (T1–T3), T1 was the most stable site for Ti, Sn, and Ge
substitution in the BEC framework (Fig. 11); in contrast, for BEA,
both T1 and T2 were the most stable sites for Ti, with energies of
14.84 and 14.89 kcal mol�1, respectively. Calculations on hydro-
lysed Ti, Ge, and Sn (with one water molecule coordinated),
combined with correlation of the Lewis-acidity and the energy
of the lowest unoccupied molecular orbital (LUMO), showed
Ti-BEC as having the lowest LUMO energies, and thus greatest
potential Lewis-acidity, of all heteroatoms for that framework.

Fig. 10 Representation of an ONIOM model of M-BEC (394 atoms, M/Si
ratio of 1/114), M = Ti, Sn, or Ge. QM atoms in region 1 are represented as
spheres, whilst a stick framework is used to represent region 2 atoms (MM).
Reprinted from ref. 168. Copyright 2015 American Chemical Society.

Fig. 11 Energetics of heteroatom substitution into different T-sites of the
BEC framework. Reprinted from ref. 168. Copyright 2015 American
Chemical Society.

Review PCCP

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 0

8 
Fe

br
ua

ri
e 

20
23

. D
ow

nl
oa

de
d 

on
 2

02
5-

10
-1

8 
9:

27
:3

8 
nm

.. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d2cp04537k


6574 |  Phys. Chem. Chem. Phys., 2023, 25, 6562–6585 This journal is © the Owner Societies 2023

The study of hydrolysis energies concludes that Ti-substituted
BEA and BEC have the highest hydrothermal stability for sub-
stituted beta frameworks, and that the electronic properties of
both frameworks are similar; thus, as the crystalline structure of
BEC contains fewer native defects, Ti-BEC could be a superior
catalyst. The advantages of the QM/MM methods are noted
by the authors in their investigation, especially for capturing
the long-range interactions within the framework in contrast to
small cluster models. Furthermore, the use of the hybrid
o-B97XD XC functional provided more accurate electronic proper-
ties, which could be correlated to Lewis-acidity through analysis of
frontier orbital energies.

Zeolites containing late transition metals have also been
demonstrated as good catalysts for several reactions in recent
years;170 of these, Cu-containing zeolites are able to produce
phenol via the oxidation of benzene, which offers higher
selectivity than the traditional cumene synthesis for phenol,
and removes acetone formation as a by-product. Archipov et al.
studied the adsorption of benzene on Cu containing zeolite-Y,
which is an important step in the reaction for phenol
production.171 With application of QM/MM via the QM-pot
approach, the authors were able to study the catalytic formation
of phenol through hydroxylation of benzene by molecular
oxygen. Key mechanistic aspects were made feasible, such as
the preferential binding of Cu to the SIII cationic site of the
supercage in the zeolite, with the results agreeing with prior
studies. Furthermore, hybrid-DFT (B3LYP) was applied via QM/
MM to simulate vibrational frequencies on the SIII site, giving
values in excellent agreement with FTIR, again highlighting the
benefit of high-level XC functionals in producing accurate
reaction observations.

The choice of XC functional for modelling Cu-containing
zeolites was explored further by Morpurgo et al., through
application of QM/MM with ONIOM.172 The computed struc-
ture of Cu-ZSM-5, as well as the energies and frequencies of
adsorbed NO, were benchmarked for several XC functionals
and basis sets (Table 2). Overall, hybrid-DFT consistently
outperformed GGAs when compared with experiment. NO
adsorption energies calculated by B3LYP, PBE1PBE, and M06
were very close to experiment (25–26 vs. 24 kcal mol�1), in
contrast with PBE and BLYP, which overestimated adsorptions
energies (35–38 kcal mol�1). Considering the context of hetero-
geneous catalysis, the importance of functional choice for
describing chemical phenomena is clearly re-iterated, as den-
sity functionals at the GGA-level are inferior to hybrid func-
tionals for prediction of accurate NO adsorption energies. The
outcome emphasises how QM/MM provides an approach that
facilitates use of these otherwise expensive approaches.

Taking further advantage of the reduced computational
workloads enabled by QM/MM, studies may be centered around
accurate, high throughput workflows that can validate the
lowest energy state for a large ensemble of systems. Such
studies are of particular importance in zeolites, where the
silicate framework contains a large number of silicon (T) sites
which may be occupied by Al. Furthermore, the Brønsted acid
protons may occupy any of the neighbouring oxygens.

Considering the further combinations introduced by the inclu-
sion of multiple Al sites within the active region, the config-
urational space expands to an assay of thousands of structures;
for standard DFT approaches, especially with hybrid func-
tionals, such a study could not be conducted without drastic
time and resource commitments. To address this challenge,
Aljama et al.173 implemented a workflow to explore the most
stable site for Pd+ and Pd2+ exchange in Al-doped BEA and CHA
frameworks, which was then utilised to measure the adsorption
energies of NO.

In order to determine the most stable structures, the work-
flow of Aljama et al. permuted over all possible combinations of
Al substitution, Pd cation placements, and Brønsted acid positions.
The approach filters the less stable candidates with cheaper
GGA methods, and then applies more accurate hybrid simula-
tions to the most stable structures, in a six step workflow: (1)
generating all possible combinations of Al substituted T-sites,
including double-substitutions within three and four nearest
neighbours of one another, and including iterations over the
possible positions of the Brønsted protons; (2) selecting
the optimum QM region by including the rings containing the
relevant substituted T-sites; (3) exchanging one/two Brønsted
acid proton(s) for Pd+/Pd2+ to gauge stable configurations
through single-point energy evaluations; (4) taking the more
stable positions and performing geometry optimisations with

Table 2 Adsorption energy (Eads/kcal mol�1), deformation energy
(Edef/kcal mol�1), and N–O stretching frequency (nN–O/cm�1) of NO at
Cu coordinating T-sites in H-ZSM-5, as calculated with different levels of
theory using the ONIOM approach. Table recreated from Table 3 of
ref. 172. Copyright 2015 John Wiley and Sons

Site-orient. Eads Edef Scaled nN–O

B3LYP/T(Q)ZVP:HF/3-12G
T1-in �25.73 0.37 1850.2
T1-out �25.75 0.45 1848.1
T7-in �25.76 0.35 1857.5
T7-out �25.69 0.27 1860.4
BLYP/T(Q)ZVP:HF/3-12G
T1-in �34.50 0.55 1821.7
T1-out �34.54 0.62 1816.3
T7-in �34.56 0.49 1821.6
T7-out �34.49 0.42 1819.2
PBE1PBE/T(Q)ZVP:HF/3-12G
T1-in �26.14 0.39 1860.5
T1-out �26.24 0.42 1857.9
T7-in �26.29 0.40 1865.1
T7-out �26.07 0.28 1869.7
PBE/T(Q)ZVP:HF/3-12G
T1-in �36.93 2.07 1838.0
T1-out �37.47 2.06 1834.3
T7-in �37.09 1.76 1841.0
T7-out �37.17 1.67 1843.6
B3LYP/T(Q)ZVP:B3LYP/LANL2D7
T1-in �25.14 0.30 1842.9
T1-out �25.14 0.35 1842.7
T7-in �25.62 0.31 1844.8
T7-out �25.71 0.26 1843.7
M06/T(Q)ZVP:M06/LANL2D7
T1-in �25.64 3.91 1859.5
T1-out �26.61 3.58 1854.0
T7-in �25.22 3.10 1862.2
T7-out �26.00 3.15 1869.8
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QM/MM on the GGA level (B97-D3); (5) taking the five most
stable candidates for each Al configuration and performing
optimisations at the hybrid-DFT level (o-B97XD); (6) using the
same most stable structures, introduce the NO adsorbate and
calculate the binding energy. Overall, the approach required
47000 calculations, which is a significant reduction on the full
configurational search space, whilst still representing a systema-
tic and complete search for the global minima of NO adsorption
for a combinatorially complex energy landscape.

The position of the Brønsted acid protons had a sizeable
effect on energy of formation for Pd cation exchange. Overall,
Pd2+ and Pd+ generally favoured the occupation of Brønsted
acid sites centered on the zeolitic 6-membered ring (6MR) for
the CHA and BEA frameworks. Furthermore, the adsorption
energies of NO onto the Pd cations correlated negatively with
the energy of formation for the metal Pd cation exchange site,
which is attributed to the reduced electron density for back-
bonding/donation. Additionally, NO adsorption to the Pd+

cation complex was generally more stable than adsorption to
Pd2+ when the corresponding metal 1+/2+ cations had similar
energies of exchange. Aljama et al. posit this results stems from
the presence of unpaired electrons at the Pd2+/NO site, whereas
the Pd+H+/NO adsorption complex often resulted in spin-free
electron configurations.

The importance of QM/MM methods in studying zeolitic
heterogeneous catalysts is clear: it provides an ability to incor-
porate long-range interactions with an affordable computing
overhead, whilst sorbate–sorbate interactions and unrealistic
metal loadings can be avoided using aperiodic embedded-
cluster approaches. Furthermore, high-accuracy treatments of
electronic structure can be applied to the core active site of the
catalytic reactions, which are otherwise infeasible with e.g.
periodic DFT. Hybrid-DFT and correlated methods are bene-
ficial in accurately describing chemical phenomena that are
crucial in catalysis, such as adsorption and transition states.
In addition, the reduced computational cost of QM/MM
enables the development of high throughput workflow, where
large assays of structures are required. Sweeping over the large
configurational spaces intrinsic to zeolites would be incredibly
expensive with standard periodic DFT approaches. However,
the QM/MM approach provides unique opportunities to per-
form large studies that sample over a large chemical space, and
provide insights that may otherwise be lost in smaller studies.

3.3 Nanoparticles

Nanoparticle-based materials are one of the more widely used
types of heterogeneous catalyst across chemical industry.
Tremendous efforts continue to be applied to the study and
improvement of chemical processes with nanoparticles. A set of
degrees of freedom enables fine tuning of nanoparticle activity
and selectivity: size, shape, composition, surface decoration,
support, and more. The issues of catalyst stability, and adjusting
to reaction condition, is particularly acute for nanoparticle-based
catalysis, due to the inherent instability of a material surface.

For accurate simulations of nanoparticle-based catalysts,
one takes into account a nanoparticle, reacting species, support,

and solvent. The size of such systems, along with large time-
scales and an interest in high-throughput screening, makes it
necessary to focus efforts into development and employment of
multiscale models and methods. Similar approaches are being
used for simulation of nanoparticles for biomedical applica-
tions, in particular for drug delivery, so here we will also consider
such studies.

Depending on the locality of the electronic states, the typical
schemes for partitioning a nanoparticle system with QM/MM
approaches are:

1. QM representation of the entire nanoparticle and
adsorbed species; MM for environment; or

2. QM representation of the adsorption complex (adsorbate
and active site); MM for remainder of nanoparticle and
environment.

A MM treatment of a solvent environment around a nano-
particle is equivalent to that considered in Section 3.1, though
with reduced dimensionality of the catalyst model. An example
of explicit solvent representation within a QM/MM simulation
is shown for dopamine molecules bound to the TiO2 nano-
particle in the water solvent environment (Siani et al.174), where
a generalized Amber force-field (GAFF)175 was used for water,
and SCC-DFTB theory for dopamine molecules and nanoparti-
cle. Similar explicit solvation was considered in electrochemical
CO2 reduction to ethylene on Au nanoparticles in a water
environment, which was simulated with the recently developed
ReQM method by Naserifar et al.176 The ReQM method imple-
ments a subtractive QM/MM approach and is based on a special
polarisable force-field, RexPoN.176 RexPoN is a reactive force-
field that has terms for non-bonded (van der Waals) interac-
tions, for valence bonds, and supports dynamic polarization
and charge distribution via the PQEq model.177

The ReQM method was used to simulate 2443 different
adsorption complexes of CO and HOCO on the disordered Au
surface with explicit water solvent, where the PBE-D3 flavour of
DFT was used for a cluster of Au with an adsorption site and
adsorbed species, and RexPoN was used for then whole system,
which additionally included up to 306 water molecules as a
solvent. The adsorption site clusters were generated by cutting
out an 8 Å cluster from the surface of the 10 nm Au nanopar-
ticle (168 419 atoms), following the approach of Chen et al.178

Then ReQM simulation results were used to train a neural-
network model that was used to test over 10 000 more different
adsorption sites. Overall, QM/MM has facilitated an exhaustive
screening of the adsorption sites on the Au nanoparticle, with-
out simulating of the full-size nanoparticles itself.

A QM/MM scheme tailored to bulk metals and surfaces has
been developed by Zhang, Lu, and Curtin,179 and subsequently
applied to nanoparticle systems. That scheme separates
the simulated system in 3 nested regions denoted I, II, and III.
The total energy is estimated as follows:

Etotal[I + II + III] = EQM[I + II] + EMM[II + III] � EMM[II],
(8)

where eqn (8) resembles both additive (eqn (2)) and subtractive
(eqn (1)) schemes. Similar to the additive scheme, eqn (8) has a
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purely quantum region I that does not need a MM representa-
tion; and, similar to the subtractive scheme, eqn (8) has no
explicit coupling term. Considering the union of regions I + II
as region 1 in Fig. 1, and region III as the region 2 in the same
figure, one can rewrite the additive eqn (2) in terms of
eqn (8) as:

Etotal[I + II + III] = EQM[I + II] + EMM[III] + E12
couple.

(9)

Here the E12
couple term can be derived from eqn (8) and (9) as

follows:

E12
couple = EMM[II + III] � EMM[II] � EMM[III]. (10)

Therefore, the Zhang, Lu, and Curtin scheme is essentially
an additive QM/MM method with a purely classical coupling
term. Region I would contain the catalytic active site or an
adsorption complex of interest, whilst regions II and III contain
solid metal. The solid metal regions can be described with e.g. a
classical EAM-like potential,180 and no special treatment of
their borders is necessary for evaluation of EMM[II + III] and
EMM[II].

For calculation of EQM[I + II], the constrained DFT (cDFT)
method is employed. A constraining potential is imposed in
region II, near the border with region III, which penalizes
deviation of the density in region II from the so-called ‘‘target
electronic density’’ during subsequent DFT calculations. The
target density is defined as a function of metal nuclei coordi-
nates fitted to the bulk density. Compared against the widely
used frozen-density embedding181 method, the penalizing
potential approach is favoured as it does not require an
orbital-free approximation of the kinetic energy functional,
which itself is not always available.

Application of the Zhang, Lu, and Curtin approach revealed
how surface strain in core–shell metal nanoparticles can alter
their catalytic activity towards oxygen reduction reactions,
including studies of Pt–Cu,182 Ni–Pd, Ag–Pd,183 and Fe–Pt184

nanoparticles. In these papers, EAM potentials were used for
the whole nanoparticles, and the DFT with constraining
potential was used for the adsorption complexes of interest.
The QM/MM approach allowed simulation of nanoparticles
with curvature that is inaccessible in standard periodic
approaches, whilst also accommodating large nanoparticle
sizes of up to 270 000 atoms.183

For metal nanoparticles, the ONIOM13,36 method has been
efficiently applied to simulate interactions of large organic
molecules with nanoclusters.185 The novelty of the ONIOM
formulation is its focus on the possibility of using more than
two layers of theory, for example QM1/QM2/MM 3-layer
ONIOM. Due to absence of the coupling Hamiltonian term
HMM–QM in the subtractive scheme, it is simple to use different
levels of theory and stack as many of them as necessary;
however, the important shortcoming of the subtractive scheme
is the need of a classical force-field for the QM region. For
organic molecules, the requirement of a force-field is not
typically problematic, and the development of the Universal

Force Field (UFF) paved the way to simulation of metal-organic
systems. Previously, Ananikov et al.185 reviewed numerous
ONIOM studies of influence of ligand structure and molecular
environment on activity and selectivity of metal-organic cata-
lysts and surface-deposited nanoclusters, and the reader is
directed to this work for further detail. Some recent applica-
tions of the ONIOM technique include simulation of DOPA
molecules adsorption on gold nanoparticles186 and amino acid
adsorption on bimetallic surfaces in water solvent.187 In both
cases, QM was used for the adsorbed molecules and the first 2 or
3 layers of the metal support, with the UFF used for the rest of
the support metal. Geometry of the adsorption complexes,
adsorption energies, electron density distribution were
computed.187 Some of simulated systems were compared with
pure periodic DFT calculations186 and experiments, and overall
good agreement was observed.186 These results again show the
potential for multiscale QM/MM methods for study of nano-
particulate catalytic systems.

3.4 Defects in metal oxides

The engineering of metal oxide materials is an important field
within heterogeneous catalysis, particularly for the develop-
ment of economical and sustainable processes.188 Materials
such as TiO2 have been highlighted as powerful photocatalysts,
with reactions such as water splitting for hydrogen generation
at room temperature labelled as the ‘‘holy grail’’ of catalytic
chemistry;189 however, there are many gaps in our understanding
of these processes, including the identity of charge carriers
and acceptors and the characterisation of excess charge mediated
reaction steps.189 Similarly, the transformation of CO2 to longer
chain hydrocarbons in carbon capture utilisation (CCU)
processes190,191 can be catalysed by rock salt oxides such as
MgO and MnO; however, the low sorbant capacity of the unmo-
dified MgO surface motivates studies into the rational design of
catalysts with higher thermal stabilities and CO2 adsorption
energies.191 All these catalysts are desirable due to their wide
availability and low manufacturing costs.192

Accurate modelling of these materials requires high-level
electronic structure methods, due to the impact of the frontier
orbital energy levels on the reaction chemistry. As we have
explored elsewhere in this review, the reduction of the QM
system allows the use of higher-level DFT, such as hybrid
functionals, which can correctly localise defects and represent
the energetics of defect formation.35 In this context, QM/MM
provides a tool for explaining experimental observations193,194

and guiding the design of future catalysts.195

The embedded-cluster approach provides further advan-
tages regarding the accuracy of the defect formation energies,
as they can be calculated at the dilute limit, due to the use of
open boundary conditions and an extended structure of MM
charges;196 furthermore, the atomistic representation of the
extended system incorporates long-range electrostatics, accounting
for polarisation in both the QM and MM via polarisable embedding
schemes. Berger et al. note, however, that challenges persist for
highly polarisable systems with high dielectric constants (e.g.,
TiO2). In such systems, the MM potential can introduce significant
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overpolarization of species at the QM/MM boundary.15 As a
result, the calculation of ionization energies requires self-
consistent polarization of the MM region to accurately calculate
defect formation energies.15,197,198

The advantages of the QM/MM embedding approach have
motivated simulations of ionic solids with relevance for hetero-
geneous catalysis. Many studies of metal oxides are concerned
with the calculation of defect formation energies, particularly
oxygen vacancies at the material surface. These charge-
donating defects are critical in mediating many catalytic
processes, either through enhanced adsorption energies or
quantities of charge transfer at critical reaction steps.199

Ab initio calculations of the stability and formation energies
of oxygen defects can guide design for more efficient hetero-
geneous catalysts; however, experimental determination for the
concentration and formation enthalpies of defects remains a
challenge, with disagreements of up to 2 eV (for MgO bulk)
existing between experimental and computed values of neutral
defects.200,201 The high-level and aperiodic approaches facili-
tated by QM/MM allow for accurate computational results, and
improved understanding of defect engineering.

Using the Kröger–Vink nomenclature, the formation of the
oxygen defect, VO, from a generic ionic oxide surface, MO, is
expressed as,

O�O ! V�O þ
1

2
O2ðgÞ (11)

O�O ! V�O þ e0 þ 1

2
O2ðgÞ (12)

O�O ! V��O þ 2e0 þ 1

2
O2ðgÞ (13)

where eqn (11)–(13) are the formation of the neutral, singly and
doubly charged oxygen vacancies, respectively, also known as
F0, F+ and F2+ defect centres. The electronic defect levels
introduced by these defects are typically above the valence band
maximum (VBM) of the pristine bulk/surface, as is shown in
Fig. 12, with closer proximity to the VBM as the states are ionised.

Table 3 summarises results from the literature for oxygen
vacancy formation in MgO, MnO, and TiO2. As discussed above,
QM/MM enables the facile calculation of charged defects at the
dilute limit. Here, the defect formation energy (DEF) is
defined by,

DEF(Vq
O) = E(Vq

O) � E(MO) � mO + qef, (14)

where q is the charge of the defect, E(Vq
O) is the energy of the

neutral bulk/surface with the oxygen vacancy, E(MO) is the
defect free material, mO is the chemical potential of oxygen,
and ef is the Fermi level defined for the system. We present
results in the oxygen rich limit (mO = 1

2E(O2)) and the Fermi
level, ef, is alligned with the valence band maximum, eVBM. In
the case of 3D periodic solids, owing to the ill-defined vacuum
reference state, approximations must be made to calculate the
position of the VBM energy level. This can be achieved by
aligning the low lying 1s core states of the pristine bulk to

the corresponding bulk-like atoms of a vacuum referenced
supercell slab.202

Comparing the results for oxygen vacancies in MgO, where
the periodic approach used an extrapolative scheme to the
dilute limit and a virtual-crystal crystal approximation,202 both
ab initio and QM/MM approaches produce the same overall
trend: DEF of the neutral surface defect are highest, and within
very close agreement (0.12 eV),203 which is expected due to the
charge neutrality of the system. Differences between the QM/

Fig. 12 A schematic of the relative energy levels of MgO for the pristine
material, and with oxygen vacancies with neutral (F0), and a single charge
(F+), with respect to the vacuum level and valence band maximum (VBM).
Reprinted from ref. 194 under a Creative Commons license (CC BY 3.0).

Table 3 Oxygen vacancy defect formation energies DEf for bulk and
surfaces of MgO, MnO, and TiO2, with comparison shown for DFT and
QM/MM studies. Values are referenced to a Fermi level, eF, equal to the
electronic energy of the valence band maximum, eVBM, in the low oxygen
limit. Where literature values only provide the energy of atomic O as a
reference energy, the experimental value for the O2 binding energy
(�5.22 eV) has been used to correctly align with the reference state of
eqn (14).200 All values in eV

Catalyst
Defect
charge state

Bulk
QM/MM

Bulk
ab initio

Surface
QM/MM

Surface
ab initio

MgO F0 — 7.04a 6.46/6.26b 6.34/6.33c

F+ — 3.40a 2.26/2.54b 2.76/2.56c

F2+ — 0.56a �0.04/�0.30b 0.55/0.12c

MnO F0 5.88d 4.92e 5.88d —
F+ 3.03d — 2.81d —
F2+ 0.60d — 0.63d —

TiO2 F0 — 4.4f 4.8g 4.53h

F+ — 2.2f 1.6g 2.28h

F2+ — �1.4f �1.6g �2.05h

a Ref. 200,202 HSE06. Extrapolated to dilute limit. Virtual crystal
approximation. VBM corrected with additional term, which references a
low lying core 1s state of a bulk-like Mg atom within a slab relative to
vacuum to the same 1s state in bulk. b Ref. 200,203 B3LYP/PBE0 (references
respectively). c Ref. 200,202 HSE06/PBE0. Extrapolated to dilute limit. Virtual
crystal approximation. d Ref. 35 B3LYP. e Ref. 204 PBEsol + U. f Ref. 205
HSE06. Extrapolated to dilute limit. VBM energy band aligned to electrostatic
potential of supercell slab referenced to vacuum.6 g Ref. 15 HSE06. Rutile
(110). h Ref. 206 sX-LDA Rutile (110); Lany and Zunger correction scheme.6
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MM and ab initio results increase as a function of defect charge,
with greater magnitude than the neutral defect (F+: 0.50 eV, F2+:
0.59 eV) and the periodic ab initio results consistently more
positive. Some of these discrepancies can be justified by
differences between density functionals (B3LYP vs. HSE06), as
shown by the variation between HSE06 and PBE0 in periodic
DFT (F0: 0.01 eV, F+: 0.20 eV, F2+: 0.43 eV). Fundamentally,
however, energies of charged defects in periodic models of
surfaces are ill-defined, and require non-trivial corrections, which
may be the major cause of the differences; an embedded-cluster
QM/MM simulation carried out using the PBE0 density func-
tional, matching the periodic work, shows that cluster models give
lower defect formation energy for the same functional (F0: 6.26 eV,
F+: 2.54 eV, F2+: �0.30 eV), again with increasing magnitude of
difference between aperiodic and periodic models as the charge
increases.

Differences in DEF are of similar magnitude for the more
polarisable TiO2 rutile (110) surface,15,206 ranging from 0.27 to
0.68 eV, though here the relative defect stability with each
method changes as a function of charge. Again the caveats
with respect to charge-corrections for 2D periodic ab initio
simulations apply; furthermore, Berger et al. report errors in
their embedded-cluster QM/MM calculations of �0.3 eV, due to
the use of an analytical correction that accounts for the poor
representation of the static dielectric constant within the force-
field.15 Irrespective, both periodic and QM/MM simulations
again show defects with higher charge are more stable, and the
formation of the F2+ vacancy is most favourable. These observa-
tions open opportunities with dopant engineering, as p-type
doping would lower the Fermi level and thus may increase
the occurrence of vacancies at the surface,207 which allows for
the tuning of catalytic properties for the ionic solid surface.
However, it is important to note that charged defects are
mutually repulsive and more sensitive to concentration effect
compared to the neutral defects.202 As such, in spite of the high
thermodynamic stability of F2+ defects in the dilute limit, it is
expected that their formation would be disfavoured at higher
concentrations.

Overall, embedded-cluster and periodic studies show agree-
ment for neutral defects when taken to the dilute limit, and
with appropriate schemes used to correct the spurious inter-
actions; however, the agreement weakens for charged defects,
which is likely due to the ill-defined nature of the total energy
for charged periodic slab models. The QM/MM embedding
approach is advantageous due to the ability to perform the
calculations with a single structure, whereas periodic work may
use extrapolative schemes, requiring multiple simulations of
increasing size. Of course, the accuracy of an embedding
approach is dependent on the polarisation response of the
MM region, for which a force-field must be parameterised to
the ab initio parameters in order to emulate the dielectric
properties.15 The requirement of an accurate force-field is
undoubtedly a hurdle for adoption, requiring specialist knowl-
edge, and also presents challenges when target observables are
incommensurate during fitting (e.g. static dielectric and lattice
constants49).

In addition to calculating the oxygen vacancy formation
energies, QM/MM embedded-cluster methods have been
applied to the surface adsorption of molecules involved with
heterogeneous catalysis. For example, the adsorption of CO2 on
MgO (100) with QM/MM, using the B3LYP density functional,
reveals both charged and uncharged oxygen vacancies radically
alter the energetics of adsorption.194 Considering the parallel
and perpendicular orientation of CO2 with respect to the sur-
face (Fig. 13 and Table 4), Downing et al. demonstrated that
both the neutral and singly-charged vacancy stabilise both
bonding modes compared to the pristine surface. The vertical
binding mode becomes more favourable compared to the
perpendicular, with increased binding strength when there is
greater charge transfer between the MgO and the bonding O of
CO2. Relaxation of the perpendicular CO2 eliminates the oxygen
vacancy, restoring the pristine Mg (100) surface and a CO
molecule; thus, design considerations for catalytic transforma-
tion directly to hydrocarbons, rather than via Fischer Tropsch,
should look to weaken this binding mode, or investigate
alternative oxide materials with weaker CO2 binding. In this

Fig. 13 Parallel and perpendicular adsorption modes of CO2 adsorption on an MgO surface with an F0 defect containing two localised electrons. Figure
reprinted from ref. 194 under a Creative Commons license (CC BY 3.0).
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regard, comparable studies on the MnO (100) surface demon-
strate a weaker adsorption of CO2 for the F0 vacancy compared
to MgO (�2.61 eV vs. �3.23 eV).35,194 As a result, instead of
dissociating to CO and healing the oxygen vacancy, the oxygen
of CO2 is incorporated into the vacancy while the molecule
adopts a weakened bent configuration.

Complementary QM/MM studies for Mn-doped MgO, again
with the B3LYP density functional, demonstrate that extrinsic
defects can drastically alter the catalytic properties of the surface.
In addition to modifying the adsorption energies (Table 4), the
introduction of the Mn-dopant leads to the formation of various
spin configurations for the Mn 3d states neighbouring the F+-
centre.208 The most significant change in chemical behaviour is
the dissociation of CO2 for the perpendicular binding mode,
previously only observed for the vertical orientation, with a
notable strengthening in binding energy for the low-spin vs.
the high-spin state (�0.62 eV vs. �2.00 eV). Mulliken charge
analysis reveals that, in the low spin configuration, the pre-
viously trapped electron instead transfers to the Mn-centre,
causing a reduction from the 2+ to the 1+ state. Further study
using other redox-active dopants, differing charge states, and a
wider range of adsorbates may reveal further surface reactions
activated by the charged vacancies. Furthermore, considering
the relative energetics of each defect, we note that the neutral
defect is significantly less stable than both the singly and
double-charged defect centres across the presented metal oxides.
As such, accessing the desired reactivity of a specific defect may
require materials engineering which improves the stability of
certain defect charges relative to others.

In summary, the QM/MM method has been demonstrated as
a powerful technique for representing charged ionic solids and
surfaces relevant for heterogeneous catalysis, facilitating the
application of high-level theory, and facile investigation of
charged defects. However, limitations that prevent widespread
uptake are noted, including difficulties in defining a force-field
that captures the dielectric and structural properties of highly
polarisable materials. Furthermore, due to the difficulty in

counting and identifying charged defect sites experimentally,
there is a lack of empirical data to validate calculated quanti-
ties. While the development of such spectroscopic techniques
remains an active area of development,207,209 QM/MM simula-
tions may act as a powerful predictive tool to support and
validate these technical advances.

4 Conclusions

In this review, the QM/MM methodology has been demonstrated as
a powerful tool for modelling challenging phenomena, structures
and reactions in heterogeneous catalysis. The most consistent
advantage observed is the reduction in the size of the quantum
mechanical calculation, which allows for the use of more compu-
tationally expensive (and accurate) density functionals and quan-
tum chemistry methods. Alternatively, by reducing the cost of
individual energy evaluations, transition state searches and geo-
metry optimisations, QM/MM can complete a greater number of
simulations within the same time-frame as a standard QM simula-
tion. Therefore, studies may be designed to cover a greater range of
reactions or structures without compromising accuracy or introdu-
cing infeasible computational cost. As a result, calculations of
binding energies relevant to catalysis better confer with experiment,
and provide a more accurate representation of catalytic processes.

A growing body of literature is using QM/MM for configura-
tional sampling, particularly focusing on the solvation environ-
ment within the explicit solvent model.9,11,210 As many
heterogeneous catalytic processes occur in the aqueous environ-
ment, the application to solvation is a promising direction of
study that will enable a more realistic computational representa-
tion of the reaction environment. Furthermore, the move towards
free energy calculations for adsorption and reaction energetics is a
positive step towards better predictive studies of reaction mechan-
isms. We hope these efforts will facilitate the calculation of
equilibrium constants and kinetic parameters with far better
accuracy, delivering quantitative agreement with experiment that
can drive forward computational catalytic design.

In addition, the embedded-cluster QM/MM framework
presents certain advantages over periodic calculations when
modelling charged systems. As shown for charged defects
in ionic solids, embedding calculations allow for a natural
method of representing the charged defect, while including
the long range polarisation response of the extended system. As
a result, quantities such as the defect formation energy can be
calculated at the dilute limit without the need for extrapolative/
correction techniques necessary in periodic models. However,
for both pristine and defective materials, the QM/MM approach
suffers from the artificial confinement of charge, especially
in the case of more diffuse states.211 Although a posteriori
corrections exist for reducing the errors introduced,34,211 the
ability to accurately model diffuse charge states warrants
further investigation and development.

A point of concern is the more complex calculation set-up for
QM/MM simulations, especially compared to QM simulations;
currently, the prospective user needs to be knowledgeable in

Table 4 Adsorption energies of CO2 on the MnO, MgO and Mn-doped
MgO facets for the pristine (100) facet O�O

� �
, and those with a neutral-,

single-, and double-charged oxygen vacancy. Calculations performed
with the B3LYP functional. High-spin and low-spin are denoted as HS
and LS, respectively. Reprinted from ref. 35 under a Creative Commons
license (CC-BY). All values in eV

Species Vacancy Perpendicular Vertical

MgO194 O�O �0.68 0.11
F0 �1.85 �3.23
F+ �0.23 �1.04
F2+ 0.11 0.04

MnO35 O�O �0.64 —
F0 �2.61 �2.61
F+ �1.60 —
F2+ �0.02 �0.07

Mn–MgO208 O�O �0.65 0.00
F0 �2.00 �3.13
F+ (HS) �0.62 �1.12
F+ (LS) �2.00 �0.90
F2+ 0.90 �0.09
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QM, MM, and the coupling approach used. In addition to the
standardisation of interfaces, which are objectives of some
specific QM/MM software projects,77 the existing infrastructures
require the user to specify the QM region and converge force-
field parameters on a structure-by-structure basis. Furthermore,
these force-fields require the structural, energetic, and possibly
dielectric properties of the classical region to match that of the
bulk material, in order to prevent calculation artefacts occurring.
These additional input parameters add a barrier to uptake of the
embedding methodology, when compared to the more black box
nature of pure DFT. To ensure the widespread adoption of QM/
MM methods, development should focus on automatically gen-
erating these inputs. In particular, any prospective automated
QM/MM workflow should optimise both the partitioning of the
QM/MM regions and force-field parameters, either through ’on-
the-fly’ generation or the composition of sensible defaults for a
range of systems. The outcome would be an overall lower barrier
to entry for new users.

There are also undoubtedly opportunities for the introduction
of data-driven protocols with regards model configuration, and
particularly representation of the embedding environment, which
should be empowered by recent developments in the application
of machine-learning across other computational chemistry fields.
In particular, the implementation of D-machine learning into QM/
MM has shown low-cost, semi-empirical methods such as Tight
Binding DFT (TB-DFT) coupled with data-driven corrections may
yield energetics comparable to ab initio DFT.56,57,212–214 Applica-
tion of these ML approaches to representation of the surrogate
energy landscapes could drastically improve the computational
tractability of QM/MM methods in heterogeneous catalysis, allow-
ing for dynamic simulations in the condensed phase with DFT
accuracy. Adoption of these approaches undoubtedly presents
exciting future opportunities for multiscale modelling.
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M. Jędrzejczyk, J. Grams and P. Sautet, Chem. Commun.,
2014, 50, 12450–12453.
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204 U. Aschauer, N. Vonrüti and N. A. Spaldin, Phys. Rev. B:
Condens. Matter Mater. Phys., 2015, 92, 054103.

205 A. Janotti, J. B. Varley, P. Rinke, N. Umezawa, G. Kresse and
C. G. Van de Walle, Phys. Rev. B: Condens. Matter Mater.
Phys., 2010, 81, 085212.

206 H. Li, Y. Guo and J. Robertson, J. Phys. C: Solid State Phys.,
2015, 119, 18160–18166.

207 G. Pacchioni and H. Freund, Chem. Rev., 2013, 113,
4035–4072.

208 A. J. Logsdail, C. A. Downing, T. W. Keal, P. Sherwood,
A. A. Sokol and C. R. A. Catlow, Phys. Chem. Chem. Phys.,
2016, 18, 28648–28660.

209 Y. Lu, F. Zheng, Q. Lan, M. Schnedler, P. Ebert and
R. E. Dunin-Borkowski, Nano Lett., 2022, 22, 6936–6941.

210 D. Liang, J. Hong, D. Fang, J. W. Bennett, S. E. Mason,
R. J. Hamers and Q. Cui, Phys. Chem. Chem. Phys., 2018, 20,
3349–3362.

211 Z. Xie, Y. Sui, J. Buckeridge, C. R. A. Catlow, T. W. Keal,
P. Sherwood, A. Walsh, D. O. Scanlon, S. M. Woodley and
A. A. Sokol, Phys. Status Solidi A, 2017, 214, 1600445.

212 P. O. Dral, O. A. von Lilienfeld and W. Thiel, J. Chem.
Theory Comput., 2015, 11, 2120–2125.
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