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Uncovering the impact of battery design
parameters on health and lifetime using short
charging segments

Wendi Guo, *a Søren Byg Vilsen, b Yaqi Li, c Ashima Verma, a

Daniel Ioan Stroe c and Daniel Brandell *a

Frequent fast charging of lithium-ion batteries (LiBs) demands robust health monitoring, not only to ensure

long-term performance and user confidence, but also to support emerging applications such as vehicle-to-

grid (V2G), where energy flows bidirectionally between EVs and the grid. Without clear insight into how

upstream design parameters such as solid-state diffusion coefficient, electrode thickness, particle radius,

lithium-ion concentration, and porosity impact battery health in real-world use, however, valuable

opportunities to optimize early-stage designs and develop tailored usage strategies to mitigate degradation

may be lost. This work proposes a machine learning (ML) framework built on a digital twin model that links

key design parameters to real-world behaviors of graphite/nickel–manganese–cobalt–oxide LiBs under a

diverse range of fast charging protocols, depths of discharge, and dynamic discharge profiles representative

of applications in Nordic climates. The framework infers six key design parameters directly from short char-

ging segments, enabling rapid health prediction within seconds. Notably, this approach improves the robust-

ness of health and lifetime predictions by up to 65% and 69%, respectively, compared to baseline multi-layer

perceptron and linear regression models, while also outperforming the baseline random forest model, with a

training time of 1 second. The strong physical correlation between capacity variability and three design

parameters—solid-state diffusion coefficient, particle radius, and electrode thickness—during fast charging

highlights their vital role in determining the degradation pathways. The framework can be readily integrated

into upstream workflows and battery management systems, enabling end users to tailor usage patterns and

guiding developers toward improved design strategies.

Broader context
Batteries are the heart of the future energy systems, enabling electric transportation and the integration of renewables into the electricity grid. Their critical role
underscores the urgency of advancing battery technologies. A battery’s design fundamentally shapes its performance and lifetime. Connecting design
parameters to long-term behavior is key to advancing durable lithium-ion batteries for broad electrification needs. In this work, we present a machine learning
framework combined with a digital twin model to uncover sensitive design parameters from short charging segments. By integrating manually engineered,
interpretable features, the framework improves both health and lifetime prediction. Through this framework, design parameters such as electrode thickness,
porosity, lithium-ion concentration, and ionic diffusion coefficient can be inferred and tracked as they evolve under specific operating conditions, enhancing
both the accuracy and robustness of performance predictions. We demonstrate that battery design plays a primary role in predicting aging behavior. Overall,
this work establishes an effective link between design and real-world applications, ultimately accelerating the development of safer and longer-lasting next-
generation batteries.

1. Introduction

Fast charging is not only essential for accelerating battery
electric vehicles (BEVs) adoption, but also plays a critical role
in unlocking the full potential of batteries – improving user
experience, enabling the development of real-time optimization
strategies, and supporting emerging energy services such as
vehicle-to-grid (V2G), where frequent, rapid energy exchange
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between BEVs and the grid imposes additional demands on
performance, longevity, and resilience. To ensure safety in
BEVs1 and stable operation of energy storage systems,2 espe-
cially under fast charging, timely and accurate evaluation of
battery health metrics such as capacity3 and remaining useful
life (RUL)4 is crucial. Without understanding how electrode-
specific design factors influence health status under real-world
fast charging conditions, valuable insights may be lost. These
insights are critical for informing early design improvements of
next-generation batteries and optimizing usage strategies to
reduce degradation.5 Due to the complexity of multiscale
physical and chemical processes, this remains a significant
challenge, particularly when incorporating electrode-level
design factors under realistic operating conditions.6 Moreover,
despite a growing interest, studies replicating real-world EV
usage remain scarce in literature, as battery discharging is
often conducted under constant current (CC)1 conditions.
Closing this gap between laboratory aging tests and realistic
usage patterns is crucial to advancing the practical perfor-
mance of EVs.7

A surge of modelling efforts has recently focused on pre-
dicting LiBs state-of-health (SOH) and lifetime, including
physics-based,8–10 data-driven,11–13 and hybrid methods.14–17

These methods often rely on extracting key features4,18,19 from
cycling data – either collected during duty cycles20 or generated
through physics-based models.21,22 Commonly used features
include raw measurements such as (current, voltage),3,23

temperature,24 and impedance,25 as well as processed diagnos-
tic indicators like incremental capacity (IC)26 and differential
voltage (DV)27 analysis,28 electrochemical impedance spectro-
scopy (EIS)29,30 and time-series trend of specific metrics.31

While data-driven methods have shown strong feasibility in
predicting battery health, they often rely heavily on high-quality
sensing data32 and offer limited interpretability of the under-
lying physical mechanisms. As a result, critical early-stage
design factors, such as geometrical properties of the electrodes
and intrinsic material properties (e.g., diffusivities, maximum
lithium concentration, etc.), often remain unidentified. In contrast
to data-driven models, physics-based models are built on multi-
physics coupling equations33 that describe the internal electroche-
mical behavior of batteries.34 These models offer valuable insights
into the link between the physics and chemistry of the electrode
and performance parameters such as capacity, energy, resistance,
and electrochemical responses.35,36 However, they often lack flex-
ibility needed to adapt to diverse operational scenarios – such as
V2G applications, where data exchange between EVs and charging
infrastructure is required. This limits their practicality for health
diagnostics and design-related insights in real-world settings.
Thus, a clear gap remains in establishing a design-to-
performance mapping that not only yields more comprehensive
and quantitatively precise insights than physics-based or data-
driven approaches alone, but also directly links battery design
decisions to real-world deployment outcomes.

To balance the need for accurate health status prediction
with efficient identification of key cell design parameters,
models are being developed that incorporate insights from

aging mechanisms for battery lifetime prognostics.15,37 Aging in
LiBs is typically categorized into three main modes,38 i.e., loss of
active material in the positive electrode (LAMPE), in the negative
electrode (LAMNE), and loss of lithium inventory (LLI). These can
be quantified using techniques such as impedance spectroscopy,39

acoustic spectroscopy,40 and X-ray tomography.41 Additional
insights come from post-mortem analysis – such as scanning
electron microscope (SEM),42 Raman spectroscopy, and X-ray
photoelectron spectroscopy (XPS)43 – or from different types of
in situ measurements.44 However, these methods are often costly
and unsuitable for real-time monitoring during battery operation.
To enable faster, non-invasive and non-destructive identification of
aging mechanisms, recent efforts focus on analyzing physically
meaningful indicators derived from battery data, including half-
cell open-circuit voltage (OCV) curves,45 lithium plating potential,46

and shifts in IC peak positions or areas.47,48 It is now well known
that aging behavior in LiBs is fundamentally influenced by
intrinsic design parameters49 such as electrode thickness,50 parti-
cle size,51 and ionic diffusivity52—factors that are difficult to study
directly under real-world operating conditions. The interaction
between these design parameters and the battery usage patterns
plays a critical role in shaping the dynamic of battery aging.
Even with the same active materials, cells can exhibit highly
different aging patterns due to differences in structure and usage
scenarios.49 This divergence becomes more pronounced during
fast charging, where high C-rates lead to sluggish mass transport.53

Bridging the gap between observable performance and upstream
design parameters requires a predictive framework that captures
variations in electrode design parameters and operating condi-
tions, accelerating the discovery of next-generation batteries and
promoting a more sustainable energy future. Despite growing
interest in aging mode identification, the impact of these sensitive
design parameters on long-term battery behavior remains largely
unexplored.

To address the challenge of linking design parameters with
real-world battery behavior, we propose a machine learning
(ML) framework that maps partial charging segments to cell
design parameters derived from a digital twin (DT) model.10

These physically grounded parameters, such as solid-state diffu-
sion coefficient, electrode thickness, particle radius, lithium-ion
concentration, and porosity, are integrated to improve health
and lifetime prediction under fast-charging conditions. We
develop this framework using graphite/LiNi0.5Mn0.3Co0.2O2

(NMC532) LiB cells, tested across a range of C-rates (1C to 2C)
and two multistep fast-charging protocols. To simulate realistic
EVs operation, dynamic discharging profiles covering 70% to
100% depth of discharge (DOD) were applied at four ambient
temperatures representative of Nordic climates. Previous work
has employed DT-assisted diagnostics to identify aging mechan-
isms and modes in these cells.54 In this study, we infer six design
parameters – five sensitive parameters identified in a previous
study,10 plus the solid-state diffusion coefficient – directly
from short charging curves, enabling efficient extraction of
design-related features with minimal computational cost. These
inferred parameters then serve as physically interpretable inputs
that enhance the performance of both SOH estimation and RUL
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prediction. Notably, the proposed battery-design-aware ML frame-
work can achieve early-life prediction, with the error stabilizing
after just 80 equivalent full cycles (EFCs) – corresponding to 8.4%
of the median cycle life – and comparable to the 100-cycle
benchmark used in Severson et al.4 We find that design-related
factors such as the negative electrode’s diffusion coefficient,
thickness, and particle size provide superior individual predictive
strength for RUL prediction, demonstrating both high accuracy
and stability. This partial charging approach offers practical value
across a broad range of real-world applications with limited data
availability, including emerging V2G, where frequent bidirectional
energy exchange limits access to full charging curves. Our findings
reveal, for the first time, that key battery design parameters can be
uncovered from externally accessible signals, enabling more
stable and interpretable predictions, offering a scalable and
production-ready solution without requiring advanced sensor
integration18 into manufacturing lines.

2. Methods
2.1. Learning design parameters from partial charging
segments

Our aim is to combine physics-based insights with data-driven
models to fully leverage the potential of ML in battery diag-
nostics. The objective is not only to improve prediction accu-
racy but also to establish a link between battery modeling and
understanding of the cell-specific design, all while minimizing
design development effort. By selecting health indicators cap-
ture a wide range of aging behaviors-including hard-to-measure
design parameters-we aim to evaluate whether incorporating
these sensitive features can enhance prediction accuracy. How-
ever, integrating sensitive design parameters into predictive
models presents three key challenges: (1) high experimental
costs: measuring these parameters is both time-consuming and
expensive,55 especially in industrial contexts56 of full-scale EV
batteries. (2) Computational demands: running electrochemi-
cal simulations that incorporate multiple aging mechanisms
over thousands of cycles requires substantial computational
resources.46 (3) Limited generalizability: without validation
across diverse battery chemistries and usage conditions, the
resulting datasets may lack robustness, reducing the reliability
of ML surrogate predictions in real-world applications.

To address these challenges, we propose a battery-design-
aware ML using a validated DT model. This framework can
support health-informed decision-making across a range of
applications, for example, assessing battery eligibility for grid
connection in V2G scenarios. Instead of relying on extensive
experiments or full-cycle simulations, we conduct a sensitivity
sweep of key design parameters (Table S2). By simulating 1C
CCCV charge–discharge cycles with variations in these para-
meters, we efficiently generate a wide range of charge–dis-
charge curves (Fig. S6), along with corresponding voltage,
SOC, cycle time, and their variations in time. Each parameter
is sampled from a normal distribution within 1% relative
standard deviation.57 Fig. 1 illustrates our data processing

pipeline. It starts with collecting.txt output files from COMSOL
Multiphysics 6.3 simulations. We calculate SOC as the accu-
mulated capacity Q and capacity change DQ using the following
equation:

Q(t) = Q0 � SOC(t)

DQ(t) = Q(t) � Q0

where SOC(t) represents the battery’s SOC over time, Q0 is the
nominal capacity, and DQ(t) denotes the capacity variation. Next,
we select partial charging segments (red rectangle in Fig. 1) and
compute health indicators, which are described in detail below.
Using the established mapping between voltage curves and
design parameters, these parameters can be predicted from
partial charging segments during real-time operation.

2.2. Synthetic battery health indicators with mechanism
interpretation

This study utilizes fast-charging datasets published in previous
research,54,58 based on 18 650 cylindrical graphite/NMC532
cells with a nominal capacity of 2 Ah. Charging was performed
using both constant current (CC) and multistep protocols at 1C,
1.3C, and 2C, ending with constant voltage (CV) until the
current reached 0.01 A (C/20). Discharging followed the world
harmonized light vehicles test cycle (WLTC) profile, con-
strained between 2.5 V (100%DOD) and 3.6 V (70%DOD). Cell
lifetimes ranged from 110 to 972 equivalent full cycles (EFCs),
with reference performance tests (RPTs) conducted every 100
EFCs, similar to periodic maintenance checks. These limited
RPT data serve as training labels, with additional pseudo-labels
generated via linear interpolation.59 To account for varying
voltage windows across tests, EFCs are computed by dividing
the total discharged capacity by the nominal pre-cycling capacity
(2 Ah). This normalization enables fair comparison across pro-
tocols and aligns better with real-world EV mileage than simple
cycle counts.55 More details are in Table S3 and Fig. S3 and S4.
Only the two cells tested at 1.3C and 15 1C share identical
conditions; all other factors, including charging/discharging
protocols and temperatures, differ. To the best of our knowledge,
this is the first dataset combining multiple fast charging proto-
cols with dynamic discharging profiles across varying tempera-
tures, specifically designed to reflect different user patterns.

Specifically, the maximum observed difference in lifetime
across fast-charging conditions is 862EFCs-exceeding the aver-
age and minimum lifetimes by 127% and 782%, respectively.
To investigate this divergence further, we apply manual feature
engineering aimed at capturing a broad range of aging-related
behaviors. Rather than refining specific features, we focus on
selecting health indicators that reflect time dynamics, capacity
trends, voltage and current patterns, and non-invasive IC/DV
characteristics. While some of these may include effects unre-
lated to aging (Fig. 2(a)), they are intentionally preserved to
reflect real-world sensor biases and enable fair comparison.
This analysis ensures the physical interpretability of manually
engineered features and serves as a baseline to assess whether
design parameters extracted from random partial charging
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segments can more effectively capture aging behavior – ulti-
mately enhancing health status prediction under unseen operat-
ing conditions. Sixteen features are selected, including charging
time (Fig. 2(a)), end of charge voltage (EOCV) (Fig. 2(b)), IC peak
shift and shrink (Fig. 2(c)), and DV valley shift and shrink
(Fig. 2(d)), which strongly correlate with LLI and LAM54 (see
Fig. S5). Additional features include geometric curves of voltage
(V) (Fig. 2(e)), capacity deviation (DQ) (Fig. 2(f)), and current (I)
(Fig. 2(g)), along with statistical metrics from V–Q (Fig. 2(e)), DQ
(Fig. 2(f)), and I (Fig. 2(g)) sequence, such as median, standard
deviation (std), kurtosis (kurt), skewness (skew), and shannon
entropy (ShanEn). A detailed explanation is provided in Table S1.
Fig. S1 presents the evolution of feature values under different
operational conditions.

2.3. Proposed physics informed health prediction

Traditional ML methods for health status prediction struggle
with feature divergence. Their adaptability drops when training
and testing datasets are split randomly, leading to poor perfor-
mance under unseen conditions. This limitation stems from

the heterogeneous distribution of battery aging behaviors (see
Fig. S3). One approach to correcting this feature divergence is
domain adaptation, such as MMD60 and CORAL,24 tested with a
RF model (see Fig. S7 and SI2). Furthermore, we also explore a
simpler approach called ‘mixed inputs’,59 which concatenates
charging protocols and temperature information as [C1, C2, C3,
C4, T] after feature selection. A Monte Carlo experiment with
100 simulations was performed across the entire sample space.
Fig. S7 compares the prediction performance of five models:
baseline RF (with default hyperparameters), MMD-aided RF,
CORAL-aided RF, MMD-aided RF with mixed-input aging indi-
cators, and CORAL-aided RF with mixed-input aging indicators.
Results indicate that the MMD-aided RF consistently provides
better alignment with ground truth, particularly for cells with
exceptionally short or long lifetimes. This model serves as the
pure ML baseline for the comparisons in Section 3.1.

We propose an ML framework to extract and incorporate
sensitive design parameters. The feature vector F = HIs [Vs, Qs,
DQs] (detailed in Table S1) is derived from the DT model, where
voltage, current, and SOC are sampled every 10 s over a 9300 s

Fig. 1 Flowchart of learning design parameters from partial charging segments. (a) The DT model sweeps all sensitive design parameters to generate
diverse charge/discharge profiles. (b) Illustration of selected data for design feature (e.g. positive electrode’s thickness) mapping. Features are extracted
from partial charging segments across four categories: voltage, time, capacity, and capacity variation (converted from SOC). These features serve as
inputs to a random forest (RF) model for predicting design parameters. As an example, the right subplot displays the feature importance ranking for
positive electrode’s thickness Lpos. (c) Predicted design parameters are obtained from dynamic aging profiles in real-world applications. The right subplot
shows one case of the correlation between Lpos and SOH, where function f (�) maps the four feature categories to design parameters that carrying insights
into battery aging.
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interval (Fig. S6). These extracted features are then used to train
the ML framework outlined in Fig. 3, which consists of two sub-
models. Sub-model 1 takes the feature vector F as input and
predicts the label P, comprising six key design parameters from
the DT: [Lneg, rp,neg, Dneg, Lpos, Cp,max, epos]. It generates the
predicted P1 based on random charging segments. Next, sub-
model 2 uses the feature vector F and the predicted design

parameters P1 to estimate SOH (based on capacity fade) and
predict RUL. In real-world applications such as V2G, the trained
model can operate on short charging segments to simulta-
neously predict SOH and RUL under varying driving and
operating conditions (Fig. S17), based on labels obtained
from periodic maintenance checks. To apply the model to
other battery systems, hyperparameter fine-tuning is required.

Fig. 3 Flowchart of the proposed ML pipeline for battery health status prediction. The framework includes two sub-models that integrate design
parameters obtained from a DT model. Sub-model 1 takes the extracted feature vector F as input and predicts six design parameters: [Lneg, rp,neg, Dneg,
Lpos, Cs,max, epos]. Sub-model 2 uses F and the predicted design parameters to estimate SOH (based on capacity fade) and RUL. During testing, features
from short-term charging segments (subscript s) are used to provide real-time SOH estimation and RUL prediction.

Fig. 2 Feature extraction and divergence distribution between two aging conditions at 1C, 25 1C (blue) and 2C, 0 1C (red): (a) charging time, (b-1) end-
of-charge voltage (EOCV), (b-2) schematic illustration of EOCV data collecting during charging–discharging cycles, (c) IC curve shift (d) DV curve shift;
geometry pattern of (e) voltage, (f) capacity deviation, and (g) current. Vl and Vu indicate the charging range within which features are extracted.
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This can be performed using the training set with K-fold cross-
validation. These aspects will be explored in future work.

To evaluate the proposed ML model, the dataset was split
into training and testing sets based on distinct combinations of
temperature, charging protocol, and driving profile (Fig. S17).
Feature vectors F were randomly assigned across these splits to
assess the model’s ability to generalize to unseen conditions.
Model accuracy was then evaluated across three cases to
analyze the effect of integrating design parameters on SOH
estimation and RUL prediction performance.

3. Results and discussion
3.1. Performance including learned design parameters

The validation results of the proposed ML pipeline with or
without six design parameters (P*) are shown in Fig. 4.
Fig. 4(a) presents the errors of estimated SOH, SOH* and
predicted RUL, RUL*, using features extracted from [3.65 V, 4.1 V].59

Using randomly train-test dataset split (data from cell 1–10), the
data ratio for training is 0.8, leaving 0.2 for the test set. It can be
seen from Fig. 4(a-1) that with P*, most estimated SOH* errors

are below 0.02 and predicted RUL* errors are below 100 EFCs,
with predictions tightly clustered around the ground truth. In
contrast, without P* (Fig. 4(a-2)), the SOH* error distribution is
broader and shows significant deviation, particularly at low SOH
ranges (o0.9). The RUL* predictions tend to be overestimated
during the early aging stages, resulting in larger deviations, with
many absolute errors exceeding 200 EFCs. The cumulative dis-
tribution function (CDF) for estimated SOH* and predicted RUL*
errors is given in Fig. 4(b). For SOH estimation (Fig. 4(b-1)), the
CDF shows that over 95% of predictions with P* can achieve
errors below 3.5%, compared to only B80% without P*. The
boxplot further confirms this improvement, with a lower median
error and tighter interquartile range, indicating both higher
accuracy and reduced variance when P* is integrated. For RUL
prediction (Fig. 4(b-2)), at a 30% error rate threshold, the model
with P* reaches 85% probability, compared to just 75% without
P*. The median RUL error drops from 16% (without P*) to 12%
(with P*), and the narrower interquartile range further reflects
enhanced prediction stability. These results highlight that
embedding P* features consistently improves both accuracy
and reliability-especially for long-term aging prediction under
varying charging protocols and dynamic discharging profiles.

Fig. 4 Performance evaluation of the proposed ML pipeline with or without all six P*. (a) Parity plots for the RF model for one random train-test split
(80% training, 20% testing): (a-1) with P* and (a-2) without P*. (b) Cumulative error distributions comparing predictions with and without P* for both (b-1)
SOH and (b-2) RUL. (c) Monte Carlo simulations of model with 100 random seeds, using varying train-test ratios, with and without P*.
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To ensure the robustness of P*-aided ML battery health
prognostics, the training dataset ratios range from 30% to
80%, and the violin figures (Fig. 4c) are obtained by performing
100 Monte Carlo simulations to select the training cells. The
better performances with P* are reflected by lower errors (MAE)
and higher fitting coefficients (R2). Fig. 4(c-1) and (c-2) com-
pares SOH estimation performance using both R2 and MAE
across different training data ratios. At 30%, the model without
P* shows a slightly higher median R2 (0.63 vs. 0.61), while the
model with P* yields a lower median MAE (0.027 vs. 0.029),
indicating better precision under limited data. From 40% to
60%, the without P* model achieves higher median R2 (0.71–
0.84), but greater variability. In contrast, the P*-aided model
maintains narrower R2 and MAE distribution, suggesting
improved robustness. At 70%, R2 is marginally higher without
P* (0.90 vs. 0.88), but the model with P* achieves a lower
median MAE (0.015 vs. 0.017). At 80%, both models achieve
similar high R2 (0.92), yet the P*-aided model displays reduced

MAE variance, reinforcing its stability. In summary, while the
pure ML model may offer higher median R2 at 40–60% training
ratios, integrating P* consistently reduces prediction spread,
and at higher training ratios (70–80%) achieves superior accu-
racy and reliability, which is critical for real-world deployment.
Fig. 4(c-3) and (c-4) presents the performance of RUL prediction
in terms of R2 and MAE, comparing models with and without
P* features. At a 30% training ratio, the model with P* achieves
a slightly higher median R2 (0.83 vs. 0.82) and lower MAE (89 vs. 93),
indicating better performance under limited data. At 40%, R2 is
marginally higher without P* (0.84 vs. 0.82), but the model with
P* still shows a lower MAE (88 vs. 90). From 50% to 70%, the
inclusion of P* consistently improves both R2 (0.88–0.92) and MAE
(0.015–0.025), confirming its contribution to both the fit quality
and predictive accuracy-even if variance is not always reduced.
At 80%, the benefit of P* becomes even more pronounced,
with P* achieving higher R2 (0.92 vs. 0.87) and lower MAE (56 vs.
66), reflecting both superior accuracy and robustness. Overall,

Fig. 5 Feature-wise and cycle-wise prediction performance. (a) Cycle-wise prediction error using a 16-dimensional feature vector, including six design
features (P*), to evaluate early-cycle model performance. (b) Early-cycle prediction error when including only one P* feature alongside the other 15
manual features. The color gradient reflects the magnitude of error. Darker (purple) implies lower MAE (better performance), and brighter (yellow)
indicates higher MAE. (c) SHAP analysis of the RF model showing feature importance for SOH estimation and RUL prediction in early cycles (at 6.7% and
8.4% of the median cycle life), based on the final outputs.
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integrating design parameters enhances RUL prediction across
all training ratios – most notably at higher data availability – by
consistently improving accuracy and stability. All comparisons are
based on the inclusion of all six P* features, using the same
hyperparameters as the baseline ML model (RF + MMD). Results
demonstrate that P* features enhance both SOH estimation and
RUL prediction, with especially notable gains at 70–80% training
ratios, thereby highlighting their practical value in uncertain
deployment scenarios.

3.2. Performance including learned design parameters

The impact of design parameters (P*) on prediction perfor-
mance across fast charging protocols is further evaluated
through feature and cycle-wise analyses. The model is trained
on full-cycle data from a subset of cells (with a train ratio of
0.8), and evaluated using only early-cycle features (e.g. cycle 20
vs. cycle 180) from unseen test cells, simulating realistic deploy-
ment scenarios. As shown in Fig. 5, MAE is evaluated using
optimized RF hyperparameters (see Table S5), comparing
models with and without the inclusion of the six design
parameters P*. Based on their Spearman correlation coeffi-
cients (r) with SOH and RUL, these six features were prioritized
over the remaining 10 manually engineered features (see Fig.
S9) and forcibly included at the top of the selected feature pool.
Fig. 5(a) analyzes the effect of P* on early-stage SOH and RUL
accuracy. In SOH estimation (Fig. 5(a-1)), the inclusion of P*
significantly reduces the MAE – dropping from 0.95% to 0.76%
at cycle 20, a 20% improvement. The smaller error bars (MAE
standard deviation) further indicate enhanced prediction sta-
bility. However, after cycle 60, the performance gap narrows,
and the model without P* slightly outperforms the one with P*
(0.59% vs. 0.62%), suggesting diminishing benefits of P* in
later stages. This can be explained by the fact that SOH
estimation primarily depends on statistical patterns in voltage,
current, and capacity. In the early stages of battery life, these
patterns are subtle, and design parameters, such as the particle
radius in the negative electrode, help capture underlying
degradation signals. As aging progresses, usage-based
features become more informative, reducing the added value
of P*. In RUL prediction (Fig. 5(a-2)), P* integration consistently
improves early-cycle performance. At cycle 20, the MAE
decreases from 62 EFCs (without P*) to 54 EFCs (with P*),
reflecting a 13% improvement. The overall trend with P* is
more stable and less sensitive to cycle variability. Although the
MAE standard deviation is slightly higher with P*, the model
still maintains lower average error, even beyond 80 cycles,
indicating stronger long-term predictive accuracy. The results
confirm that RUL prediction benefits more from embedded
physical knowledge. P* features capture intrinsic aging beha-
vior linked to design factors such as lithium diffusivity and
electrode geometry – key drivers of long-term degradation – that
manually engineered features alone cannot fully represent.

Since the P* features collectively capture comprehensive
degradation aspects, using data before the 80th cycle is suffi-
cient for accurate prediction (see Fig. 5(a)). However, this result
is based on incorporating all six P* features. Fig. 5(b) further

evaluates early-cycle prediction errors when each P* is indivi-
dually combined with 15 manual engineered features. For SOH
estimation, rp,neg shows the lowest MAE across all cycles (except
at cycle 40), reaching 0.7% MAE, and suggesting that it is the
most effective standalone parameter for SOH estimation. The
diffusion coefficient Dneg shows the highest MAEs, exceeding
1% in early cycles. From an electrochemical modelling perspec-
tive, the particle radius of negative electrode (rp,neg) directly
determines the specific area Av, denoted by Av = 3eneg/rp,neg.
This specific area influences the local current density asso-
ciated with side reactions such as SEI growth, lithium plating,
and particle cracking, making rp,neg highly relevant for SOH
estimation. In contrast, Dneg directly affects lithium-ion trans-
port kinetics and solid-state diffusion efficiency. While this
factor does not directly alter capacity in the short term, it plays
a critical role in long-term degradation, making it less sensitive
for early SOH estimation. For RUL prediction, Dneg consistently
produces the lowest RUL MAE across all cycles, around 50–54
EFCs, thereby outperforming all other parameters. However,
Cs,pos yield higher errors (up to 60EFCs), especially in early
cycles, reflecting limited standalone usefulness for RUL predic-
tion. For mechanistic interpretation, Dneg governs the solid-
state diffusion of lithium ions within the negative electrode, a
key factor for solid-state transport.61 Under fast charging con-
ditions, limited diffusion in the graphite electrode can trigger
lithium plating,62 making Dneg highly relevant for accurate RUL
prediction under aggressive charging protocols.

A detailed cycle-wise comparison of the probability density
distribution (PDD) of SOH and RUL prediction errors for each
P* feature is presented in Fig. S10 and S11. For SOH estimation,
it can be observed that rp,neg shows consistently sharp and
narrow error peaks across most cycles (from cycle 60 to 120),
which implies a high robustness and accuracy. For RUL pre-
diction, Dneg has a narrow and high peak near 10% error rate,
indicating relatively stable early prediction performance. Other
features (i.e., Cs,pos, Lpos, epsspos) show distributed tails, sug-
gesting more uncertainty. The two KL divergence plots (see
Fig. S12 and S13) offer insights into feature substitutability and
task-specific sensitivity for both SOH estimation and RUL
prediction. Combined with the above analysis, rp,neg is uniquely
important for SOH estimation. It is not easily replaced by
epsspos, Dneg, or Cs,pos (high KL), while Lneg and Lpos offer partial
substitution. Solid-state diffusion coefficient Dneg is the most
informative parameter for RUL prediction, especially in early
cycle life, and not interchangeable with others. After cycle 100,
rp,neg and Lneg become reasonable substitutes as KL divergence
drops – implying that aging signals converge and different
features encode similar aging behavior.

To further validate the sensitivity of the design parameters
for different prediction tasks, we assess ML performance varia-
tions based on sequential removal of P* features (see Fig. S14
and S15), following the order: epsspos, Lpos, Lneg, Dneg, Cs,pos,
and rp,neg. The results show that adding P* features markedly
improves both SOH and RUL prediction accuracy. The
most notable SOH gain occurs when rp,neg is retained alone,
reinforcing its critical role in capacity-related degradation.
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Importantly, this result suggests that the chosen set of features
does not provide useful information regarding the capacity fade
beyond what is already provided by rp,neg. For RUL, the highest
accuracy is achieved when four features, Dneg, rp,neg, Lneg, and
Cs,pos, are retained, highlighting Dneg’s primary influence and
suggesting rp,neg and Lneg as effective substitutes. Fig. 5(c)
provides the SHAP-based feature importance for SOH estima-
tion at cycle 60 and RUL prediction at cycle 80, based on the
final model outputs. To statistically quantify feature impor-
tance, the average absolute SHAP values over 10 different train-
test splits are reported as a heatmap in Fig. S16. For SOH
estimation, the most influential features are the minimum of
DQ, EFCs, and median of current, as evidenced by their con-
sistently high SHAP values across samples. This indicates that
SOH is strongly influenced by usage history and charging
variability. Among the design parameters, the particle radius
of the negative electrode (NE) (rp,neg), and thickness of positive
electrode (PE) (Lpos) show moderate impact (SHAP values
�0.02), suggesting their supplementary role in capturing the
key aging mechanisms. In contrast, concentration of PE (Cs,pos)
shows the lowest SHAP values, indicating minimal direct con-
tribution to SOH estimation. Interestingly, the RUL SHAP
impact plot (Fig. 5(c-2)) shows that embedded design knowl-
edge plays a more prominent role: the diffusion coefficient in
the NE (Dneg) stands out as the most influential physical
features (SHAP impact up to �0.05), highlighting its impor-
tance in long-term mass transport and aging progression. The
thickness of PE (Lpos) and particle radius of NE (rp,neg) also
contribute (SHAP up to �0.02), reinforcing the mechanistic
relevance of electrode design parameters in aging prediction.
Again, the limited influence of the porosity and lithium-ion
concentration in the PE (epos and Cs,pos) can be attributed to
their indirect roles in fast-charging processes. While they
modulate electrolyte accessibility and local concentration gra-
dients—thereby influencing lithium-ion transport and reaction
kinetics—they do not directly govern solid-state diffusion or
interfacial reaction rates, which are primarily determined by
the intrinsic properties of the active material.63

It is worth noting that SOH estimation depends more on
statistical and usage-related features, with moderate contribu-
tions from material design factors such as particle radius in
the NE. In contrast, RUL prediction depends substantially on
design parameters, particularly the diffusion coefficient and
architecture of both PE and NE. This contrast highlights the
complementary roles of usage and design features in short-
term versus long-term battery health prediction.

3.3. Performance comparison using different ML methods

To comprehensively evaluate the proposed ML pipeline and
assess the impact of learned design parameters (P*), we then
aim to: (1) compare the performance of various ML models with
and without the inclusion of P*; and (2) analyze why integrating
these parameters leads to improved predictive accuracy over
models that exclude them. Linear regression from the Scikit-
learn library is used as the baseline to benchmark the impact of
incorporating P* and comparing different ML models (see SI3).

An 80 : 20 train-test split is applied, and all evaluations are
repeated across 10 random splits to ensure consistency. As
shown in Fig. 6(a), SOH and RUL prediction errors are com-
pared across five ML models under three settings: (a) NoPhy-
sParam_No P*: models are trained without design parameters.
(b) NoPhysParam_With P*: design parameters are added, but
the model uses the same hyperparameters from the no-P*
setting. (c) WithPhysParam_With P*: design parameters are
included, and new hyperparameters are re-optimized based
on the updated feature set. For SOH estimation, the absence
of P* (NoPhysParam_No P*) leads to the highest MAE with
linear regression (0.083), indicating limited predictive capabil-
ity. Incorporating P* (NoPhysParam_With P* and WithPhysPar-
am_With P*) on the other hand reduces the MAE to 0.050
(40% improvement). Advanced models like RF further lower the
MAE to 0.020, representing a 76% reduction compared to the
baseline. For RUL prediction, the baseline model without P*
yields an MAE above 130 EFCs. Adding P* reduces the error to
88.45 EFCs (35% improvement), and integrating full design
parameters with RF further lowers the MAE to 60.73 EFC (55%
improvement). As detailed in Table 1, integrating design para-
meters reduces SOH MAE by up to 47% (e.g., MLP: 0.064 -

0.034) and RUL MAE by up to 36% (e.g., MLP: 160.15 - 103.19).
The RF model thus achieves the best overall performance, with
SOH MAE of 0.020, RUL MAE of 60.73 EFCs, and a training time
of merely 1.09 s. When employing a lightweight model such as
linear regression, integrating design parameters reduces SOH
MAE by up to 40% and RUL MAE by up to 35%, with a training
time of just 3 ms. Furthermore, the standard deviation con-
sistently decreases after integrating design parameters, with
SOH improving from 7% (RF) to 65% (MLP), and RUL from
56% (RF) to 69% (linear regression). These results confirm that
incorporating P* significantly enhances predictive accuracy
with minimal computational cost.

To further illustrate the influence of the learned design
parameters on SOH and RUL predictions, SHAP analysis is used
to the RF model (Fig. S21). The most impactful features for SOH
are usage-derived metrics, including the median of current,
EFCs, and minimum of DQ. Among design parameters, the
thickness of the PE and NE, along with the particle radius, show
notable SHAP values, suggesting a potential link between thicker
electrodes, larger particle size, and lower SOH. In contrast, RUL
prediction depends on both usage metrics and multiple design
parameters. Specifically, the diffusion coefficient and thickness
of the negative electrode exhibit significant SHAP values, high-
lighting their strong influence on lifetime prediction. This can
be explained by the fact that key physical properties—such as the
diffusion coefficient within active particles and the charge
transfer resistance (Rct) at the electrode–electrolyte interface-
s—are strongly linked to ion transport and are critical for
enabling fast charging. Notably, Lneg is an input variable for

calculating Rct, expressed as: Rct ¼
1

LnegAv

RT

jtot aa þ acð ÞF . This

mechanistic relationship supports why Dneg and Lneg consistently
rank as highly important features for RUL prediction, especially
under fast charging conditions.
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Fig. 6 Performance evaluations with and without integration of design features (P*) across different applications. (a) Comparison of health status
prediction accuracy across different ML models, with and without P* inclusion. (b) and (c) Performance of the RF pipeline using partial charging curves
across varying voltage windows, (b) SOH estimation and (c) RUL prediction. The color bar represents the corresponding performance metric, where
brighter and larger bubbles indicate better results. (d) Sensitivity analysis of six P* using a DT model, based on Morris one-at-a-time (MOAT) effects and
Sobol indices.
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The robustness of the RF pipeline is further evaluated under
different voltage ranges. These input voltage window condi-
tions determine the available feature information. Results are
presented in Fig. 6(b and c). With P*, the prediction accuracy
become less dependent on the input voltage window size. For
SOH estimation, MAEs with P* range mostly between 0.011 and
0.0135, showing tighter and more consistent accuracy. Over
50% of the voltage windows achieve MAE o 0.0125, including
narrow segments such as [3.8 V, 3.85 V], thus demonstrating
robustness also with limited data. Without P*, MAEs are more
dispersed (0.01 to 0.014), with fewer windows achieving low-
error performance. For RUL prediction, RF model with P*
consistently achieve lower errors (45 to 58 EFCs) compared to
those without P* (55 to 65 EFCs), even in narrow windows
[3.8 V, 3.85 V], indicating improved accuracy and stability. This
is particularly important in real-world V2G applications, where
bidirectional energy exchange between vehicles and charging
stations is often limited to short-term or partial charging
segments (typically B50% SOC), without access to full voltage
cycles.64 Fig. S22 shows that incorporating P* leads to more
stable and uniformly accurate SOH estimation, even though
models without P* occasionally achieve comparable peak per-
formance. For RUL prediction, P* offer a clear advantage, with
over 75% of voltage windows achieving an R2 greater than 0.91,
demonstrating consistently high accuracy and robustness.

To interpret the physical meaning of these features, we
conduct a sensitivity analysis using the DT model,54 varying
each design parameters to assess its contribution to predicted
capacity variability. Based on sensitivity analysis, parameters
such as the rp,neg, Dneg, and Lneg and exhibit the most signifi-
cant influence on battery capacity fade, as reflected in both
Morris one-at-a-time (MOAT) and Sobol indices (Fig. 6(d)).
These parameters play critical roles in governing lithium-ion
transport within the negative electrode active material, influen-
cing key factors such as active surface area,65 diffusion rate,66

and ion transport pathways.67 Together, they shape the electro-
chemical kinetics of the cell, which directly affect the aging
mechanisms. The kernel density estimation (KDE) plots offer
further insight into how design parameters uncertainties

translate into variations in predicted capacity (Fig. S23). Nota-
bly, rp,neg, Dneg and Lneg produce broad, smooth distributions,
indicating their high but stable influence. This is ideal for
enhancing both SOH estimation stability and RUL trend pre-
diction. In contrast, Lpos shows a multimodal distribution,
suggesting nonlinear or regime-dependent effects, which may
introduce variability during long-term aging modelling (RUL).
Parameters like Cs,pos and epsspos display weaker influence,
pointing to their limited but potentially directional impact.58,68

4. Conclusions

In this work, we propose a framework for extracting six design
parameters directly from random partial charging curves using
DT simulation data. These parameters include solid-state diffu-
sion coefficient, negative electrode thickness, positive electrode
thickness, particle radius, lithium-ion concentration, and por-
osity. They exhibit strong predictive capability across various
fast charging conditions and dynamic discharging. The key
advantage over traditional feature engineering lies in the ability
of this framework to capture hidden upstream design informa-
tion encoded in fast charging protocols – without depending
solely on predefined, manually crafted features. With this
method, sensitive design parameters can be inferred within
seconds, reducing SOH and RUL prediction variability by up to
65% and 69%, respectively. This integration achieves an SOH
MAE of 0.020 and an RUL MAE of 60.73 EFCs in just 1 second,
thereby outperforming the random forest model built on 16
manually engineered, physically interpretable features. This
demonstrates that incorporating design parameters into the
ML framework enables more stable and interpretable predic-
tions while keeping a low computational cost. Notably, our
findings reveal for the first time that SOH estimation is
primarily driven by statistical and usage-based indicators, with
particle radius in the negative electrode being the most influ-
ential parameter. In contrast, RUL prediction is more depen-
dent on design parameters—especially those governing solid-
state diffusion and electrode architecture. We believe that the

Table 1 Test mean absolute errors (MAE) and computational cost for different ML models

Models #Features Physics parameters

SOH RUL

Train time [s]MAE STD MAE STD

Linear regression 16m No 0.083 0.10 135.53 92.79 0.001
10m + 6d Yes 0.050 0.038 88.45 29.21 0.003

SVR 16m No 0.072 0.028 178.31 156.89 1.58
10m + 6d Yes 0.049 0.026 106.81 49.49 1.24

XGBoost 16m No 0.030 0.029 77.98 25.17 0.61
10m + 6d Yes 0.027 0.017 60.16 9.03 1.37

MLP 16m No 0.064 0.060 160.15 137.03 1.39
10m + 6d Yes 0.034 0.021 103.19 55.82 1.54

RF (this study) 16m No 0.023 0.014 76.76 18.53 1.11
10m + 6d Yes 0.020 0.008 60.73 8.10 1.09

m: manually engineered features. d: design parameters.
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proposed framework enables seamless integration with
upstream tasks and supports advanced BMS strategies across
diverse electrification applications, including emerging scenar-
ios such as V2G.

In the future, extending this framework to include
electrolyte-related parameters, such as ionic conductivity,
lithium transference number, and solvent composition, could
further enhance its ability to capture aging mechanisms and
guide cell design. This framework offers a practical tool for
battery developers to efficiently identify how key design para-
meters evolve under specific conditions and to formulate
targeted design strategies accordingly. From the end-user per-
spective, the physics-informed framework enables scenario-
aware battery usage, helping to minimize degradation and
enhance both lifetime and safety in EVs and stationary storage
systems.
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