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Combining the maximum overlap method
with multiwavelets for core-ionisation
energy calculations

Niklas Göllmann, ac Matthew R. Ludwig, b Peter Wind,c Laura E. Ratcliff *bc

and Luca Frediani c

We present a protocol for computing core-ionisation energies for molecules, which is essential for

reproducing X-ray photoelectron spectroscopy experiments. The electronic structures of both the

ground state and the core-ionised states are computed using Multiwavelets and Density-Functional

Theory, where the core-ionisation energies are computed by virtue of the DSCF method. To avoid the

collapse of the core-hole state or its delocalisation, we make use of the Maximum Overlap Method,

which provides a constraint on the orbital occupation, while avoiding the use of pseudopotentials.

Combining Multiwavelets with the Maximum Overlap Method allows for the first time an all-electron

calculation of core-ionisation energies with Multiwavelets, avoiding known issues connected to the use

of Atomic Orbitals (slow convergence with respect to the basis set limit, numerical instabilities of core-

hole states for large systems). We show that our results are consistent with previous Multiwavelet

calculations which made use of pseudopotentials, and are generally more precise than corresponding

Atomic Orbital calculations. We analyse the results in terms of precision compared to both Atomic

Orbital calculations and Multiwavelets + pseudopotentials calculations. Moreover, we demonstrate how

the protocol can be applied to target molecules of relatively large size. Both closed-shell and open-shell

methods have been implemented.

1. Introduction

Core X-ray photoelectron spectroscopy (XPS) is a powerful
technique for probing the electronic structure of materials,
from molecules to surfaces to solids. By providing a direct
measurement of core Binding Energies (BEs), that is the energy
required to remove a particular core electron from the material,
it is able to probe the local electronic structure, while offering
insights into bonding nature and chemical and coordination
environments. For valence XPS, there is a long-standing tradi-
tion of using theory, often based on density-functional theory
(DFT)1,2 calculations, to interpret experimental spectra. For
core XPS, this has not traditionally been the case, with inter-
pretation instead typically relying on comparisons to reference
spectra. This is challenging, if not impossible, for core spectra of
more complex materials, where there may be many overlapping

peaks and no clear way to assign a given peak to a particular atom.
This has motivated an increasing interest in methods for simulat-
ing core BEs, opening up the possibility of gaining new insights
into complex materials using core XPS.

A range of approaches exist for calculating core BEs using
DFT, including Koopmans’ (which is rigorously defined for
Hartree Fock only, but commonly employed for DFT), the Z +
1 or equivalent core model3,4 and DSCF.5 Of these, DSCF is by
far the most popular, and has been successfully applied to an
increasingly wide range of systems.6–8 Due to the challenges
involved with calculating absolute BEs, it is common practice to
align theoretical results with respect to experimental spectra. In
such cases, relative core BEs are therefore sufficient for aiding
in peak assignments and thus interpreting experimental
results. However, DSCF has also shown promise for calculating
absolute core BEs.9,10 An alternative approach to DFT is GW,11

which has in recent years also been applied to core BE calcula-
tions, e.g. as in ref. 12–14. Through a set of benchmark
calculations to a test set of 65 molecules, covering C, N, O
and F 1 s and also including relativistic effects, DSCF and GW
were shown to have similarly high accuracies with respect to
experiment.12 Beyond DFT and GW, other quantum chemical
approaches haves also been employed, examples of which
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include various coupled-cluster based approaches,15–25 active
space approaches,26–28 configuration interaction,29–31 Møller–
Plesset perturbation theory17,24,32–34 and algebraic–diagram-
matic construction.35–38 Recent works combining quantum
embedding approaches with core–valence separation equation-of-
motion coupled cluster approach have enabled core ionisation
energy calculations of larger systems, including small mole-
cules adsorbed on surfaces39 and molecules with more than
100 atoms,40 however, such quantum chemical approaches are
typically limited to relatively small system sizes due to the high
computational cost.

Like most molecular DFT calculations, the majority of DSCF
calculations in gas phase have typically employed Gaussian
basis sets. However, convergence with respect to basis set size is
slow, with smaller basis sets typically not being flexible enough
to treat core-excited states,41 so that there is poor error cancel-
lation between the ground-state and core-hole calculations.
Accurate core BE calculations in Gaussian basis sets therefore
usually require large basis sets, adding to the computational
cost. Alternative strategies based on e.g. supplementing a basis
set with additional functions in an approach akin to the Z + 1
approximation have been shown to provide a significant
increase in accuracy without requiring too many additional
basis functions.42 However, a more general way to overcome the
limitations of Gaussian basis sets and reach high precision is to
use a systematic basis set. One such alternative that has gained
a prominent role in the past few years is constituted by multi-
wavelets (MWs).43–49 Multiwavelets are a specific realisation of
wavelets, which use a set of polynomials on an interval.50,51 The
basis can be refined systematically and adaptively, providing
strict error control on energetics and molecular properties. The
comparatively large memory footprint of such a method has
prevented its widespread use in the past, but modern high-
performance computing (HPC) architectures combined with
efficient implementation has lifted this limitation except for
extremely large systems.52 Moreover, several studies have
shown that MWs become competitive in performance if high
precision is requested.52–54

Another challenge of DSCF calculations is that of converging
the core hole. Without constraints, the core hole may either
delocalise or ‘hop’ between core orbitals of other atoms of the
same species,55,56 particularly when those orbitals have similar
energies, e.g. due to having the same local chemical environ-
ment. This can lead to poor convergence, or indeed conver-
gence to the wrong solution, and thus ultimately significant
errors in core BEs. This combination of challenges motivated
previous work in which the DSCF approach was implemented
in a MW framework.57 In that work, a combination of an all
electron (AE) and pseudopotential (PSP) based approach was
used, wherein the core states of the core-excited atom were
treated explicitly, with the remainder of the atoms treated at the
PSP level. The elimination of all other core orbitals prohibits
the possibility of core-hole hopping, while the automatic refine-
ment of the MW approach adapts to provide a more refined
(accurate) grid where needed, thereby enabling accurate core
BE calculations.

In this work, we combine MWs with an alternative approach
to ensure the core hole remains sufficiently localised, namely
the Maximum Overlap Method (MOM).58 MOM, as well as its
variant Initial Maximum Overlap Method (IMOM),59 aim to
keep the core hole localised on the correct atom by maximising
the overlap between orbitals. By combining MOM and MWs for
the first time, we demonstrate the possibility of achieving both
high numerical precision and robust convergence for DSCF-
based core BE calculations of molecules, while avoiding the use
of pseudopotentials. We are aware that the DSCF method
has limitations of its own: it is, for example, only capable of
computing the main ionisation line, and not the so called
shake-up satellite states, for which it is necessary to go beyond
mean field methods like DFT.60,61 We stress however that the
main scope of this paper is to extend the availability of the
DSCF method to AE MW calculations, rather than improving on
the DSCF method itself.

We first provide an overview of the theory, including MWs,
DSCF, and MOM and IMOM. We then present results for small
molecules, amino acids and a large molecule, including com-
parisons with both Gaussian basis sets and the combined AE/
PSP MW approach. Finally, we finish with a summary and
conclusion.

2. Theory
2.1. Multiwavelets

Wavelets and MWs are a family of functions first constructed in
the 1980s, and initially designed for signal processing.62 They
are localised both in real and Fourier space,63 which makes
them ideal for obtaining compact representations, which in
turn lead to fast algorithms. It was about 20 years ago that their
potential was first realised for electronic structure calcula-
tions,64 leading to several practical implementations. For AE
calculations, the first code to demonstrate their potential was
MADNESS,65 followed by MRChem44,66 a few years later.
To date, these are still the only two codes worldwide which
are capable of AE MW electronic structure calculations for
energies and molecular properties. They are both based on
Alpert’s realization of MWs, which in practice define the
mother scaling functions as a set of polynomials jj, j = 0,k up
to order k on an interval.50 Such polynomial functions can then
be dilated and translated to obtain progressively finer repre-
sentations on a grid:

jn
jl = 2n/2jj (2

nx � l)

where n is the current scale and l is the translation index
(l = 0. . .2n � 1). This defines a family of nested vector spaces
. . .Vn�1CVnCVn+1. . . which is dense in L2. Wavelet functions cn

jl

are obtained as the orthogonal complement of two successive
scaling spaces Wn = Vn+1 ~ Vn. Multidimensional representa-
tions are then obtained as standard tensor products, to repre-
sent e.g. orbitals and the electronic density.

For a practical realisation of an AE code, several additio-
nal advances were necessary: an adaptive representation of
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functions,51 which allows grids to be refined locally, where
needed; the non-standard form of operators,67 which is sparse
and enables adaptivity at the stage of operator application;
a separated representation of operators, which mitigates the
‘‘curse of dimensionality’’ by reducing the prefactor of operator
applications from k2d to kd+1, where d is the dimensionality
of the system68; the integral formulation of the self-consistent
field (SCF) equations69,70 coupled with a Krylov-accelerated
inexact Newton (KAIN) method for faster convergence;71 and
specific organisation of the huge amount of data, that describes
a set of orbitals in the computational code, to allow efficient
parallel processing on HPC systems.52

2.2. Core binding energy calculations

The simplest approach to the calculation of core BEs within
DFT is the Koopmans’ approach, which uses the negative of the
core KS orbital energies as an approximation to the core BEs.
While this has been shown to give good results for relative core
BEs for some systems, it does not, however, take into account
final state effects. For systems where final state effects are
important, a better approach is DSCF, in which an explicit core
hole is introduced to a given atom and orbital of interest. The
associated BE is then calculated using BE = EN�1

final � EN
initial,

where EN�1
final is the energy of the system in its final state, i.e. with

an explicit core hole, and EN
initial is the initial ground-state

energy.
Computing core-ionisation energies brings about the chal-

lenge of stabilising the core-hole state: a standard SCF optimi-
sation would not work, because the hole state would likely
migrate towards the valence region, resulting in a standard
calculation of the ionic system. Several strategies to lock the
core-hole state have been devised:
� Broken-symmetry guess: a starting guess for the core-hole

calculation is obtained by performing a ground-state calculation
with a small additional charge at the core site, as in e.g. ref. 10.
The resulting orbitals are then used as a guess for the core-hole
calculation. While this symmetry breaking can help reduce core-
hole hopping, no further constraints are applied, so it does not
necessarily prevent the collapse of the core state.
� Z + 1 technique: instead of the core-hole calculation, one

performs a calculation of a system with an augmented nuclear
charge at the core site. This method has better stability, but the
results are less accurate than DSCF because the system is
significantly perturbed. Alternatively, Z + 1 could be used to
generate a better input guess, but like with the broken sym-
metry guess, if no further constraints are applied, there may
still be convergence problems.
� Pseudopotentials: all core electrons apart from those

associated with the target atom are described via PSPs. The
core-hole state is thus well separated in energy from all other
states, preventing core-hole hopping and stabilising convergence.
� MOM and IMOM: the optimisation is constrained by

keeping the maximum possible overlap between both the
core-hole and other orbitals with their counterparts from either
the previous iteration along the optimisation (MOM), or the
starting guess of the calculation (IMOM).

The first two methods are the simplest to adopt as they
require minimal effort to modify the implementation of DSCF.
The last two are more general. The use of PSPs in combination
with MWs has been demonstrated in a previous study.72 In the
present work we combine MWs with both MOM and IMOM.

2.3. MOM and IMOM

The goal of a DSCF calculation is to optimise a non-Aufbau
occupation using the SCF procedure. In most cases, however,
the SCF procedure is employed to find the solution for an
Aufbau occupation. The challenge posed by core-hole calcula-
tions is constituted by the instability of the core-ionised state
which could easily collapse, yielding a valence-ionisation state,
which has a much lower energy. Additionally, the core-hole
could switch site or even delocalise, rendering the results
useless when compared to experimental measurements.55,56

To stabilise the core-hole state, MOM58 attempts to maintain
the largest possible overlap between the orbitals at a given
iteration in the SCF optimisation and the previous iterate. This
is achieved by computing the overlap matrix O between the two
sets of orbitals at successive iterations k:

O(k�1,k)
ir = hc(k�1)

i |c(k)
r i, (1)

where the indices i and r denote doubly occupied orbitals and
all orbitals, respectively. For each orbital, a weight measure is
computed by taking the norm of the corresponding column in
the overlap matrix:

pr ¼
Xn
i

O2
ir

 !1=2

(2)

The pr values are then used to assign the occupation in the
next iteration, in such a way that the core-hole orbitals stay as
close as possible to the previous iterate. This helps prevent
both variational collapse and hopping or delocalisation. The
IMOM59 procedure is essentially identical. The only difference
is that the reference orbitals to compute the weights pr are
always the initial guess orbitals, rather than being updated at
every iteration,

O(0,k)
ir = hc0

i |ck
ri. (3)

This, in theory, should decrease the likelihood that a varia-
tional collapse will occur.59

2.4. Computational details

For both MADNESS and MRChem calculations, ground-state
calculations employed localised orbitals, while core-hole calcu-
lations employed canonical orbitals. The ground-state orbitals
were used as an initial guess for the core-hole calculations
for both codes. Calculations were performed using the PBE
functional.73 Unless otherwise stated, MRChem calculations
employed a world precision of 10�5 (abbreviated as MW5), and
all results are obtained using the IMOM protocol, as prelimin-
ary calculations showed rare issues with respect to variational
collapse using the MOM method. MADNESS calculations
employed the mixed AE/PSP protocol, using HGH-GTH PSPs.74,75
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The MADNESS ground-state calculations used a precision thresh-
old of 10�4 followed by 10�6 (polynomial orders k = 6 and k = 8
respectively), while core-hole calculations directly used a precision
threshold of 10�6 (wavelet order k = 8). Both the density and wave
function residuals employed convergence criteria of 10�3. Gaussian
basis set calculations were performed using the NWChem code.76

For each core-hole calculation, an input guess was constructed by
performing a ground-state calculation in which a fictitious charge
of 0.1 e was added to the target atom, following ref. 10. Calculations
were performed using the def2 basis set family.77 Spin restricted
calculations were performed for all systems, while for glycine and
alanine unrestricted calculations were also performed. The mole-
cular structures of ethanol and vinyl fluoride were relaxed using
MRChem in the restricted formalism, using localised orbitals with
a world precision of 10�6. Spin unrestricted calculations were also
performed for vinyl fluoride geometries with a range of C–C bond
lengths, constructed from the relaxed structure by translating half
the molecule to achieve the target separation. Structures for glycine
and alanine were extracted from their respective crystal structures
and geometry optimised using BigDFT78 with a grid spacing of
0.5 Bohr and coarse (fine) radius multipliers of 5 (7), in all cases
using PBE. The atomic structure for 2CzPN was the relaxed
structure taken directly from ref. 79.

For the purpose of the present work, we have not explicitly
analysed the computational performance nor the memory
footprint. However, DSCF calculations are conceptually very
simple requiring only single-point energy calculations. We
have previously shown that MW methods can be made to
scale linearly with the system size for pure density functional
theory (DFT) methods, slightly worse than linearly (N1+a with
a C 0.3) if exact exchange is included.80 On the other hand,
the protocol to compute core-ionised states requires the use of
canonical orbitals, yielding a quadratic scaling. Linear scaling
could still be achieved by computing relevant quantities in the
localised basis before transforming back to the canonical one.

However, this procedure was not implemented for the
present study.

3. Results

In the following, we present results for a range of system sizes,
from small molecules, where we demonstrate the ability of the
MW framework to achieve very high precision, through to a
large molecule, where we show both the ability to treat large
systems and the robustness of the combined MW IMOM
approach, even for systems with a large number of atoms of
the same species.

3.1. Small molecules

For our first tests, we take ethanol and vinyl fluoride, chosen for
being very small molecules, which nonetheless have two dis-
tinct C environments. Table 1 shows the ground-state and core-
hole energies for the two molecules, calculated using the MW
IMOM approach for a series of world precisions, as well as
using the def2 basis set family. Fig. 1 shows the corresponding
BEs, and also includes results for the MW AE/PSP approach.
Compared to the most precise MW IMOM calculation, the def2
total energies differ significantly, by around 5–7 eV for the
double zeta basis, decreasing to at most 0.14 eV for the
quadruple zeta basis. However, as expected, the BEs benefit
from error cancellation, with the difference with respect to the
MW IMOM results decreasing to around 1.5 eV for the double
zeta basis and less than 0.08 eV for the quadruple zeta basis.
These errors are very similar across C environments in both
molecules, so that the error in relative BE is less than 0.1 eV
even for the double zeta basis compared to the most precise
MW IMOM results (see Table S1 and Fig. S1 in the SI). The two
different MW approaches show excellent agreement, with the
AE/PSP BEs results differing from the highest precision IMOM

Table 1 Comparison between total energies for ground state and core hole calculations for ethanol and vinyl fluoride, calculated for the def2 basis set
family and a series of world precisions for the MW IMOM approach. MW AE/PSP energies are omitted since the use of PSPs precludes a direct
comparison. Differences are reported relative to MW IMOM results using a world precision of 10�8. All values are in eV

Ground state DGS C1 DC1
C2 DC2

Ethanol
def2-SVP �4210.34083260 5.31245782 �3910.69896692 6.68120313 �3912.12437184 6.74606783
def2-TZVP �4215.24887563 0.40441479 �3916.64107365 0.73909640 �3918.12982277 0.74061690
def2-QZVP �4215.59047745 0.06281297 �3917.23880636 0.14136369 �3918.75773216 0.11270751
Multiwavelet (initial maximum
overlap method) 10�4

�4215.64961530 0.00367513 �3917.37695587 0.00321417 �3918.86487573 0.00556394

MW (IMOM) 10�5 �4215.65322617 0.00006426 �3917.38053712 �0.00036708 �3918.87033898 0.00010069
MW (IMOM) 10�6 �4215.65328860 0.00000183 �3917.38086218 �0.00069214 �3918.87038454 0.00005513
MW (IMOM) 10�7 �4215.65329010 0.00000032 �3917.38038926 �0.00021922 �3918.87041800 0.00002167
MW (IMOM) 10�8 �4215.65329043 — �3917.38017004 — �3918.87043967 —
Vinyl fluoride
def2-SVP �4829.83770206 6.01642799 �4529.01676646 7.49937180 �4531.33997522 7.52241717
def2-TZVP �4835.50767314 0.34645691 �4535.83728200 0.67885626 �4538.17714577 0.68524662
def2-QZVP �4835.79935913 0.05477092 �4536.38514167 0.13099659 �4538.75373277 0.10865962
MW (IMOM) 10�4 �4835.84606267 0.00806738 �4536.51086111 0.00527714 �4538.85693569 0.00545670
MW (IMOM) 10�5 �4835.85394889 0.00018116 �4536.51609614 0.00004212 �4538.86222573 0.00016666
MW (IMOM) 10�6 �4835.85412681 0.00000325 �4536.51584129 0.00029697 �4538.86234967 0.00004272
MW (IMOM) 10�7 �4835.85412897 0.00000108 �4536.51612946 0.00000880 �4538.86238553 0.00000686
MW (IMOM) 10�8 �4835.85413005 — �4536.51613826 — �4538.86239239 —
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results by less than 0.03 eV, around the level of thermal
broadening effects at room temperature, and well below typical
XPS resolution. In fact, for absolute BEs, both MW approaches
as well as def2-QZVP values all agree to within 0.08 eV, which is
less than half the experimental resolution which might be
expected for synchrotron hard X-ray photoelectron spectro-
scopy (HAXPES) experiments, while the relative BEs all agree
to within 0.03 eV.

Considering now the convergence with respect to world
precision for the MW IMOM results, the BEs do not show the
expected systematic convergence behaviour. Looking at the
total energies, the ground-state energies converge smoothly,
while the core-hole energies are less systematic. One possibility
is that core-hole calculations are not strictly bound from below
like the ground state and this might cause instabilities.
Although IMOM prevents the full collapse of the core-hole state
it might still not be able to avoid such small artifacts. This is
e.g. particularly evident for the C1-hole state of ethanol, where
lower precision results (MW5, MW6 and MW7) display lower
total energies than MW8 precision. Some deviations might be
expected where e.g. a lower precision calculation might by
chance more than satisfy the precision requirements, however
it is not clear why the core-hole calculations are so susceptible
to showing non-systematic convergence, while the ground-state
calculations are not. Additional calculations were performed

using canonical ground-state orbitals, and similar behaviour
was observed.

This behaviour affects the error on the BE, which is now a
difference between two absolute energy errors. As a result, the
lack of systematicity is amplified, leading to a somehow erratic
convergence to the MW8 result. Nonetheless, these differences
are very small, with the total energies differing by around
0.01 eV even for the least precise calculations (10�4 world
precision), decreasing to the order of 10�4 eV for the next
smallest precision (10�5). These differences are smaller than
any of the differences with respect to the other approaches, and
more than sufficient for practical calculations. Therefore, a
world precision of 10�5 is used for all subsequent calculations.

Finally, we also use vinyl fluoride as an example of how the
different approaches compare for a system out of equilibrium.
To this end, Fig. 2 shows the relative BEs of vinyl fluoride across
a range of C–C bond lengths, calculated in the unrestricted
formalism. All approaches show qualitatively similar behaviour
up to 2 Å, while the relative BEs agree to within around 0.02 eV
for all but the def2-SVP basis set. For bond lengths beyond 2 Å,
all approaches start to break down, either failing to converge
within a reasonable number of steps or showing large jumps in
energy despite only a small change in bond lengths. However,
for structures far from equilibrium, single determinant methods
are not expected to give accurate results, irrespective of the basis

Fig. 1 Comparison of calculated absolute BEs for ethanol and vinyl fluoride, for the def2 family of basis sets, MW calculations using the AE/PSP
implementation in MADNESS, and the MW IMOM implementation in MRChem, where the latter has been calculated for a series of different world
precisions. Results are given relative to the MW IMOM implementation in MRChem with a world precision of 10�8. Shown on the left are the employed
atomic structures, labelled with the different atomic environments. See Table S1 in the SI for tabulated values.
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set or other implementation details, and therefore an alternative
approach should be used.

3.2. Amino acids

As our second example, we take the amino acids glycine (Gly)
and alanine (Ala), which have been well characterised from
both a theoretical and experimental perspective, including
previous calculations using the AE/PSP approach implemented
in ref. 57. In this work, we take a single conformer, and perform
calculations in both restricted and unrestricted formalisms,
again comparing MW IMOM, MW AE/PSP and def2 basis set
calculations. Results are depicted in Fig. 3, with the absolute BE
given in Table S3 in the SI.

Similar to the small molecules, the double zeta BEs differ
significantly from the MW IMOM values, by 1–2 eV. The error is
already much smaller for the triple zeta basis, with an average
difference of 0.4 eV across all calculations, further reducing to
0.07 eV for the quadruple zeta basis. The difference between
MW approaches is again small, with an average difference of
0.04 eV between the two. The relative BEs again benefit from
error cancellation. There are some variations between different
core states, but in the worst case, the relative BEs of the triple
zeta differ by 0.06 eV with respect to the MW IMOM results,
while the quadruple zeta and AE/PSP results differ by even less
(see Fig. S2 in the SI).

Fig. 3 Comparison of calculated absolute BEs for the amino acids glycine and alanine for both restricted and unrestricted calculations, for the def2
family of basis sets, and the two different MW implementations. Results are given relative to the MW IMOM implementation in MRChem. Shown on the
left are the atomic structures of the employed conformers, labelled with the different atomic environments.

Fig. 2 Comparison of calculated relative BEs for vinyl fluoride with varying
C–C bond length, for the def2 family of basis sets, MW calculations using
the AE/PSP implementation in MADNESS, and the MW IMOM implementa-
tion in MRChem in the unrestricted formalism. The top panel also shows
results relative to the MW IMOM implementation in MRChem. See Table S2
in the SI for tabulated values.
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Finally, using a restricted approach results in a large shift
in the absolute BEs, of around 7–9 eV depending on the
chemical species. However, the effect on the relative BEs is
much smaller, with the mean absolute deviation between
restricted and unrestricted relative BEs being less than
0.01 eV for all basis sets. Thus, the error in relative BE
introduced by using a spin restricted formalism is lower
than the basis set effects.

3.3. 2CzPN

We finish with the example of 2CzPN, a prototypical thermally
activated delayed fluorescence (TADF)-based organic light
emitting diode (OLED) emitter. 2CzPN has previously been
investigated with MADNESS,79 where it was shown that theory
is essential for interpreting the experimental spectra, with
three distinct peaks in the C 1s spectra coming from seven
underlying chemical environments. Being a larger molecule
(54 atoms/119 doubly-occupied orbitals), it is also a good test of
both the ability of MRChem to treat large systems, and of the
effectiveness of the IMOM approach in the case when there are
a large number of C atoms, in some cases with the same local
chemical environment, and thus a high likelihood of core-hole
hopping occurring.

All MW IMOM calculations successfully converged, demon-
strating the ability of IMOM to handle C atoms with multiple
similar local chemical environments. Shown in Fig. 4 are the
core BEs for the relaxed 2CzPN structure, where the MW IMOM
results are compared with the mixed AE/PSP MW results from
previous work.79 As can be seen, the relative BEs for each
approach are in excellent agreement, for both C and N atoms.
Furthermore, the absolute BEs have a mean absolute deviation
between the two approaches of 0.02 eV. As discussed above, this
is of the order of thermal broadening effects at room tempera-
ture and well below experimental resolution. In short, the MW
IMOM MRChem approach proves to be robust and accurate for
core BEs calculations of large molecules.

4. Conclusions

In this work, we have combined the Maximum Overlap Method
and Initial Maximum Overlap Method with a Multiwavelet
approach to describe the electronic structure of a molecule.
MOM and IMOM are designed to stabilise the convergence of
core-hole state calculations, without the use of pseudopoten-
tials, by ensuring the hole state is kept as close as possible to
the original electronic state. Multiwavelets, on the other hand,
provide a robust and systematic approach to the complete basis
set (CBS) limit, overcoming limitations of atomic orbital (AO)
bases. This is especially critical for core properties, which
negate one of the basic assumptions behind using AOs: error
cancellation, which generally mitigates an inadequate descrip-
tion of core states, but it can be exploited when electronic
structure changes are essentially affecting the valence electrons.
This combination has proven very successful: we are able to
reproduce results obtained using an approach which combines
MWs with the use of pseudopotentials for all but one core-
excited atom (for which all electrons are treated explicitly) and to
a precision which is at least one order of magnitude better than
the resolution of XPS experiments. We show that such a preci-
sion is achieved consistently, albeit showing a less systematic
trend with respect to increasing precision than expected. We are
also able to treat a large molecule with many chemically similar
atoms, which is a notorious challenge for this kind of calcula-
tion. Between MOM and IMOM, the latter has proved slightly
superior in terms of reliability: although both are implemented,
all results featured in the paper are obtained with IMOM, as the
MOM procedure can show a variational collapse in rare cases.
We have designed a robust protocol which combines the use
of localised orbitals in the ground state, which allows one to
select a core orbital located at a specific atom, with canonical
orbitals for the excited state, which enables convergence to the
requested core-hole state by decoupling SCF equations during
the optimisation. Together with IMOM, this effectively prevented
the collapse of the core hole for all cases investigated. Work is

Fig. 4 Comparison between relative BEs for the relaxed 2CzPN molecule, for the MW IMOM implementation in MRChem and the mixed AE/PSP MW
MADNESS results from ref. 79. Shown on the left is the atomic structure of 2CzPN, where the atoms have been coloured according to their different local
chemical environments, where the two N atoms are in shades of grey, and the C atoms are in a range of colours. The corresponding values are given in
Table S4 in the SI.
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ongoing to extend the current work to include Hartree-Fock (HF)
exchange. Thereafter, we would like to apply the method to a
range of larger molecules, including, for example, extending
previous work on exploiting the local nature of core XPS for
probing the effects of disorder in 2CzPN to other TADF emitters.
The complexity of the measured spectra for such molecules
necessitates the use of theory to enable the interpretation of
experimental results, while the large size of such molecules
requires a robust and efficient computational approach, which
our current approach provides.
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