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immobilization with thermal noise magnetometry
using optically pumped magnetometers
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Waeyenberge,b Jonathan Leliaert b and Frank Wiekhorst a

Thermal noise magnetometry (TNM) is a recently developed magnetic characterization technique where

thermally induced fluctuations in magnetization are measured to gain insight into nanomagnetic

structures like magnetic nanoparticles (MNPs). Due to the stochastic nature of the method, its signal

amplitude scales with the square of the volume of the individual fluctuators, which makes the method

therefore extra attractive to study MNP clustering and aggregation processes. Until now, TNM signals

have exclusively been detected by using a superconducting quantum interference device (SQUID)

sensor. In contrast, we present here a tabletop setup using optically pumped magnetometers (OPMs) in

a compact magnetic shield, as a flexible alternative. The agreement between results obtained with both

measurement systems is shown for different commercially available MNP samples. We argue that the

OPM setup with low complexity complements the SQUID setup with high sensitivity and bandwidth.

Furthermore, the OPM tabletop setup is well suited to monitor aggregation processes because of its

excellent sensitivity in lower frequencies. As a proof of concept, we show the changes in the noise

spectrum for three different MNP immobilization and clustering processes. From our results, we

conclude that the tabletop setup offers a flexible and widely adoptable measurement unit to monitor the

immobilization, aggregation, and clustering of MNPs for different applications, including interactions of

the particles with biological systems and the long-term stability of magnetic samples.
1 Introduction

The characterization of magnetic nanoparticles (MNPs) is
crucial for their safe and efficient usage in biomedical
applications.1–8 Not only single-particle properties such as size,
shape and composition inuence their magnetic behaviour, but
also the state of the particles with respect to their environment.
Clustering, aggregation, and immobilization of MNPs are
processes of special interest in the context of biomedical
applications.9 During arrival at the targeted body tissue, local
particle concentrations become high and interparticle distances
become small. Therefore, magnetic exchange and dipolar
interactions between particles may become important. Their
mobility also changes during cellular uptake or molecular
binding. These processes affect their magnetic properties10–14

and – as a consequence – their diagnostic15,16 and
therapeutic17–23 properties. To optimize the biomedical perfor-
mance of the particles, it is thus necessary to determine the
behavior of the particles within the body and map the
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clustering, aggregation and immobilization of the particles in
their biomedical environment.

Magnetic properties and magnetization dynamics of MNPs
are oen determined by measuring their response to an
external magnetic eld excitation.24–28 This external perturba-
tion can potentially change the magnetic state of the sample,
thereby inuencing the outcome of the method. However, the
magnetic moments of the MNP uctuate at nonzero tempera-
tures, and probing the corresponding induced magnetic noise
allows one to obtain similar information about the inherent and
collective properties of the MNPs. The analysis of the uctua-
tion dynamics of MNPs is the idea behind a recently developed
characterization technique,29 known as thermal noise magne-
tometry (TNM). It is a unique magnetic characterization
method, since the sample is characterized while in an equilib-
rium state.

Compared to other characterization techniques, the signals
in TNM are small (in the sub-picoTesla range) and require
sensitive magnetic eld sensors. Superconducting quantum
interference devices (SQUIDs), which were used in previous
TNM studies,29–31 have a well-established reputation in magne-
tometry and biomedical applications. Their success is attrib-
uted to their excellent sensitivity, wide bandwidth, and
durability.32–34 However, they have the disadvantage that they
Nanoscale Adv., 2023, 5, 2341–2351 | 2341
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require a liquid He infrastructure and a rather large sample-
probe distance in the centimeter range caused by the manda-
tory thermal insulation between the sensor and the sample at
ambient temperature. To increase the adoption of TNM and
broaden its application eld, there is a necessity for more ex-
ible alternatives. For this purpose, optically pumped magne-
tometers (OPMs) form an attractive sensor system.35,36 They can
be operated under ambient conditions and leave more
geometrical freedom for the experiment.37

This work presents a tabletop TNM setup based on
commercially available OPMs operating in a laboratory
magnetic shield. We compare the TNM results of two MNP
systemsmeasured with the OPM setup with those obtained with
an in-house developed SQUID-based system. Driven by the
exibility of the OPMs and the sensitivity of TNM to clustering
events,31 we investigate their employability for the monitoring
of changes in the MNP's state in the sample. To this end, we
designed and performed three proof-of-concept experiments in
the tabletop setup, which concern the clustering, aggregation,
and immobilization of MNPs. In the rst experiment, aggrega-
tion is forced on the particle system by the addition of ethanol
to the sample. The second experiment maps the gradual
immobilization of the particles, from which an effective
immobilization grade of the MNP can be deduced. In the third
experiment, particle clusters are formed as a result of cellular
uptake. By explaining the observed effects on the noise spectra
within the theoretical framework of TNM, we obtain a deeper
understanding of these processes and the involved
mechanisms.
2 Methods
2.1 Theoretical background of TNM

Two mechanisms are responsible for the thermal uctuations
measured in TNM. In liquid samples, the particles undergo
Brownian motion. The MNPs, and thus their magnetic
moments, rotate at time scales38

sB ¼ 3hVh

kBT
(1)

where h is the viscosity of the uid, Vh is the hydrodynamic
volume of the particle, and kBT is the thermal energy in the
system. Additionally, the direction of the magnetization can
also change within the reference frame of the particle itself,
which is the only mechanism present if the particles are
immobilized. The Néel uctuation time depends Arrhenius-
wise on the energy barrier KVc set by the anisotropy of the
particle

sN ¼ s0exp

�
KVc

kBT

�
(2)

where K is the anisotropy constant, Vc is the magnetic core
volume, and s0 is the characteristic attempt time.39 The effective
uctuation time then combines to

seff ¼ sNsB
sN þ sB

; (3)
2342 | Nanoscale Adv., 2023, 5, 2341–2351
in samples where both mechanisms are present. Depending on
the size of the particles, Brownian rotations or Néel uctuations
are dominant and dene the value of seff.

The magnetic TNM signal Bmeasured over time is stochastic
in nature with an autocorrelation function

GB(t) = hB(0)B(t)i = hB2i exp(−jtj/seff). (4)

The power spectral density (PSD) is then obtained from the
Wiener–Khintchine theorem as the Fourier transform of the
autocorrelation function:40,41

SBðf Þ ¼
�
B2

� �
4seff

��1
ðpf Þ2 þ �

2seff
��2 (5)

The amplitude hB2i of the uctuations depends on the total
magnetic moment of the MNPs, and the distance from the
sample at which the magnetic eld is measured. At typical
distances of a few mm to a few cm, the TNM signal of the MNP
ensemble ranges from pT to fT. Due to the stochastic nature of
TNM, the amplitude of the uctuations is given by the variance
of the stochastic variable, which scales linearly with the amount
of particles and quadratically with the volume of the uctua-
tors.31 Therefore, TNM is fundamentally more sensitive to
clustering events than corresponding deterministic magnetic
characterization methods.

The dynamics of the MNPs are quantied using the uctu-
ation time seff, which also denes the width of the PSD. The

cutoff frequency ncutoff ¼ 1
2$seff

divides the PSD into two

regimes: a low-frequency regime where f < ncutoff and a high-
frequency regime where f > ncutoff. The PSD is at in the low-
frequency regime, as visualized by Fig. 1(1a). In the high-
frequency regime, the PSD drops with 1/f 2.

Direct parameters inuencing the cutoff frequency of ideal-
ized non-interacting particles are those included in eqn (1) and
(2). However, a change in the aggregation state or mobility of
the particles, or an increase in the interparticle interaction, also
affects their magnetization dynamics. Consequently, these
processes must impact the noise spectrum as well. Fig. 1 shows
the theoretical expression of the PSD for different MNP
congurations to illustrate the changes. Particle clustering
(Fig. 1(1b)) increases the hydrodynamic volume of the indi-
vidual uctuators with a decrease in the Brownian uctuation
time as a result. The cutoff frequency shis towards smaller
frequencies, and the 1/f2 behavior becomes more pronounced.
Néel uctuations are oen orders of magnitude slower than
Brownian rotations in most MNP systems (for the common case
of iron oxide MNPs with large core diameters dc > 10 nm). This
means that the cutoff frequency also shis towards lower values
upon elimination of Brownian rotations during immobilization
(Fig. 1(1c)).

For a polydisperse sample, the volumes Vh and Vc are
distributed along the distributions P(Vh) and P(Vc), and the
corresponding uctuation time seff along P(seff). The PSD for
a non-interacting polydisperse MNP ensemble can then be
written as a superposition of independent uctuators (5)
© 2023 The Author(s). Published by the Royal Society of Chemistry
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Fig. 1 Theoretical noise spectra of different samples. The PSDs of the monodisperse particles (1a–c) are displayed for particles with a hydro-
dynamic diameter of dh = 130 nm and a core diameter of dc = 25 nm. The PSD is flat up to the characteristic cutoff frequency, after which it falls
off with 1/f2. The diameters of the polydisperse particles (2a–c) follow a lognormal size distribution with parameters dh ∼ lnN(m = 124 nm, s =

0.35) and dc ∼ lnN(m = 25 nm, s = 0.45). In the case of polydisperse cluster formation (2b), the PSD still prominently has a 1/f2 shape. In the case
of the immobilization of the polydisperse particles (2c), a typical 1/f shape is distinguished due to the extremely broad fluctuation time distri-
bution. The diameter of the clusters was taken 3 times the diameter of the single particles.
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S
poly
B ðf Þ ¼

ðN
0

P
�
seff

�
$Sseff

B ðf Þdseff (6)

S
poly
B ðf Þ ¼

ðN
0

ðN
0

PðVhÞPðVcÞ$SVh ;Vc

B ðf ÞdVhdVc (7)

This typically results in a stretching of the PSD in the cutoff
region as visible in Fig. 1(2a). For a broad size- or uctuation
time distribution, the PSD nally can be approximated using
a 1/f curve.29,42

Similar to clustering of monodisperse particles, the hydro-
dynamic size of a polydisperse cluster also increases, and its
related cutoff frequency shis towards lower frequency values.
The 1/f2 falloff dominates in the considered bandwidth as
shown in Fig. 1(2b). The effect of immobilization of a poly-
disperse sample is even more pronounced since the Néel uc-
tuation time depends exponentially on the core volume. The
size distribution translates into a broad uctuation time
distribution, and the PSD gets the distinct 1/f shape which is
displayed in Fig. 1(2c).

The superposition of individual uctuators in eqn (6) and (7)
does not hold if interparticle interactions are present in e.g.
aggregates. The extraction of quantitative information about
the involved interactions from their noise signals is beyond the
scope of this work, but a qualitative effect of interparticle
interactions on the measured PSD can be predicted. Interac-
tions between moments that uctuate by the Brownian
© 2023 The Author(s). Published by the Royal Society of Chemistry
mechanism will shi the cutoff frequency towards lower
frequencies compared to the non-interacting case, as the
coupled rotations result in a larger moment of inertia. Under
the assumption that the particles aggregate in a conguration
in which their anisotropy axes align in a way that results in
a low-energy state, the interactions will increase the switching
energy barriers for the Néel switching, resulting as well in lower
switching rates. For both mechanisms, the cutoff frequencies in
the spectrum shi to lower values than a mere superposition
would suggest, thereby further increasing the sensitivity of the
method to detect aggregations. The tting of an effective size
distribution to the PSD of an interacting system with eqn (7)
would therefore overestimate the actual size distribution of the
ensemble.

We would also like to point out that clustering, aggregation,
and immobilization of MNPs are generally not uncorrelated and
oen occur at the same time. Together with broad size distri-
butions, this makes the quantitative interpretation of the uc-
tuation dynamics of the magnetic moments less
straightforward than for the model curves displayed in Fig. 1
where only one effect is considered.

2.2 Experimental setups

2.2.1 Magnetic nanoparticles. Two commercially available
MNP systems have been used for the comparison of the two
setups: Ferucarbotran (FCT) particles43 (an MRI liver contrast
agent provided by Meito Sanyo, Japan) with an iron concentra-
tion of c(Fe) = 429.1 mmol l−1 and Perimag® particles44
Nanoscale Adv., 2023, 5, 2341–2351 | 2343
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(Micromod Partikeltechnologie GmbH, Rostock, Germany) with
an uncoated surface and an iron concentration of c(Fe) = 644.4
mmol l−1. For the cellular uptake experiments, the surfaces
were coated with COOH groups.

2.2.2 OPM tabletop setup for thermal noise magnetometry.
Although the concept of magnetic sensing by the use of optical
pumping dates back to 1950–1960, the eld of optically pumped
magnetometers is still developing steadily. In this technique, an
alkali metal gas vapor – oen Rb or Cs – is polarized by pumping
with a polarized light beam. Once fully polarized, the gas
becomes transparent. A magnetic eld changes the polarization
state of the vapor atoms, which is quantied by measuring the
polarization or intensity of a second probing light beam
through the gas vapor. Today, there are many different OPM
congurations, covering a broad range of applications.36,45–48

Comparisons have been made with SQUID systems49–51 and the
magnetometers have also found their way into applications
such as MNP detection, characterization, and imaging.52–57

The developed tabletop setup (Fig. 3a) consists of two Gen-2
QuSpin zero-eld magnetometers (QZFMs) (QuSpin Inc., CO,
USA)58 that are operated in single-axis mode. One is placed in
the center of the shield (QZFM1) and used to subsequently
measure the background noise and the MNP noise. The other is
used as a backup sensor for the differentiation between sensor-
specic disturbances and environmental noise (QZFM2).

The QZFMs operate in the ultrasensitive spin exchange
relaxation free (SERF) regime.59 SERF OPMs such as the QZFM
have stringent demands on the magnetic shielding environ-
ment. The time-invariant remnant eld inside the shield needs
to be less than 50 nT. Additionally, the dynamic eld changes
down to the mHz-range, i.e. slow uctuations, need to be less
than 1.5 nT to achieve linear sensor gain.60 The numerical
values of maximum remnant and maximum dynamic eld are
dependent on the specic design of the manufacturer's sensor
electronics, but generally SERF sensors require two or more
layers of magnetic shielding. In our setup, we tested that QZFM
operation is possible by measuring eld uctuations over a 30-
minute period and by observing the remnant eld
Fig. 2 Background power spectral density in the tabletop QZFM setup
(a). The 50 Hz contamination from the power line and its related 150
Hz peak are visible amongst other environmental disturbances. The
923 Hz signal from the QZFM modulation and its aliasing peak around
77 Hz. (b) Background of the in-house developed SQUID setup. The 50
and 150 Hz peaks from power line residuals are visible, as well as two
peaks around 24 kHz.

2344 | Nanoscale Adv., 2023, 5, 2341–2351
compensation values reported by the user interface of the QZFM
sensor. Fluctuations in the 4-layer MS-2 laboratory shield were
less than 50 pT and the remnant eld was 5 nT for QZFM1 and
19 nT for QZFM2. The MS-2 has a dynamic shielding factor of
106 as specied by the manufacturer (Twinleaf LLC, NJ, USA61),
which is sufficient in our urban environment. The difference in
remnant eld is not necessarily due to the shield but can be an
intrinsic difference between individual sensors. Nevertheless,
the sensors were operated as specied by the manufacturer.

The sample and the QZFMs are placed inside the MS-2
magnetic shield to minimize the effect of external elds on the
MNPs dynamics and to ensure the proper working of the QZFMs
as discussed above. The controlling QZFM electronics is placed
outside the shield and driven via the QuSpin user interface
program on a laptop, from which the data are also collected
with a U6 Labjack (LabJack Corporation, CO, USA) in stream
mode. The tabletop setup was operated in a conventional lab
environment. The 50 Hz contamination from the power line
and its related 150 Hz peak are visible in the measured back-
ground spectrum (Fig. 2a) on a noise oor of approx. 200–2000
fT2

Hz
(10–40

fTffiffiffiffiffiffi
Hz

p ). Among other environmental disturbances, the

923 Hz signal from the QZFM modulation and its aliasing peak
around 77 Hz are visible.† The manufacturer does not specify
any product information of the QZFM above 100 Hz, because of
the phase shi in the signal above this frequency. However,
since our spectral measure is phase-insensitive, we are able to
extend the bandwidth of the QZFM beyond its usual 100 Hz
frequency range, as explained in Section 2.3. A spectral drop-off
at frequencies above ∼500 Hz is a consequence of the lock-in
detection technique used in the QZFM sensor design and
electronics. It is the basis of the sensor's directional detection of
the magnetic eld. It relies on a eld modulation at 923 Hz
generated by the sensor head itself to alter the state of the Rb
gas in the cell. Theoretically, however, signals above fmodulation/2
= 461 Hz cannot be resolved properly by a correlation calcula-
tion and the drop-off is certainly related to that, although the
technical details are not disclosed by the manufacturer. Time
signals of up to 20 minutes were recorded at a sample rate of 2
kHz, and the PSD was calculated and averaged as explained in
the Methods section of ref. 31. The nal displayed spectra are
calculated by subtracting the background spectrum PSDBG from
the MNP spectrum PSDMNP.

To achieve an optimal Rb density for increased sensitivity,
the QZFM vapor cell is heated to a temperature of about 160 °
C.58,62 This has an immediate effect on the temperature of the
sample, and overheating of theMNPs is prevented by placing a 2
mm thick insulation material between the housing of the QZFM
and the sample. A sample temperature of 43.2 ± 0.5 °C was
measured aer a stabilization time of 20 minutes aer place-
ment in the setup. With the insulation material included, the
minimal distance between the centre of the vapor cell and the
sample is estimated to be 8.5 mm. With a sample height of
† These disturbances can be minimized further by placing the shield in an
aluminum cage, and grounding both the shield and the cage to the USB ground
of the laptop.

© 2023 The Author(s). Published by the Royal Society of Chemistry
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Fig. 3 (a) Tabletop TNM setup based on OPMs. The sample is placed
inside the Twinleaf MS-2 shield (1) together with the two QZFMs.
QZFM electronics (2) control the sensors and a laptop (4) serves for
driving the DAQ Labjack U6 (3) in stream mode, running the QZFM
electronics and collecting the data. The sample is at an average
distance of 13.5 mm from the gas cell with the polarized Rb atoms. (b)
In-house developed SQUID setup for reference measurements. A
superconducting Nb magnetic shield and 6 SQUID sensors are kept at
LHe temperature; the sample is placed in a bore through the setup and
kept at an average temperature of 43.0 ± 0.5 °C to match the sample
temperature in the tabletop setup. An average distance of 23.5 mm is
measured between the pickup coils of the SQUID sensors and the
sample. Only one sensor is used for the TNM measurement.

Fig. 4 Measured frequency responses H(f) of the different sensors.
The data were acquired by application of an AC magnetic field with
sweeping frequency.
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approximately 10 mm, the average distance between the centre
of the vapor cell and the MNPs is 13.5 mm.

2.2.3 SQUID setup for thermal noise magnetometry. The
in-house developed SQUID setup (Fig. 3b) consists of a super-
conducting niobium shield in which six SQUID sensors with
a rectangular pickup coil are operated. The sample can be
placed inside a bore through the setup at non-cryogenic
temperatures at an average distance of 23.5 mm from the
pickup coils. Only one sensor is used for the TNM experiment.
At the sample position, DC and time-variant shielding factors of
105–106 apply and a remnant eld of 100 nT is present.63 The
background spectrum of the SQUID setup shows a relatively at

prole with values between 2 and 3.5
fT2

Hz
(1.5–1.8

fTffiffiffiffiffiffi
Hz

p ). 50 and

150 Hz peaks from power line residuals are visible, as well as
two peaks around 24 kHz (Fig. 2b). As is clear from eqn (1) and
(2), the dynamics of the particles is strongly dependent on the
temperature. To compare both measurement systems under the
same conditions, the sample has been kept at a constant
temperature of 43.0 ± 0.5 °C in the SQUID setup to match the
sample temperature in the QZFM setup. This was achieved by
the use of a stable airow through the sample bore. Magnetic
signals of 13 minutes were acquired at a sample rate of 100 kHz
and the PSDs were subsequently calculated and averaged.
2.3 Frequency response of the sensors

The operation of the OPMs is generally limited to approximately
100 Hz ‡ due to phase instability above this frequency. However,
the spectral measure used in TNM is phase insensitive. By
accounting for the frequency response prole of the magne-
tometers, a bandwidth of up to 514 Hz can be employed. In this
‡ This is 135 Hz for the QZFMs specically, from personal communication with
QuSpin Inc., CO, USA.

© 2023 The Author(s). Published by the Royal Society of Chemistry
section, we explain how we measured and used the frequency
response prole of the QZFMs for TNM applications.

First, a frequency response prole of the QZFMs has been
measured to ensure a quantitatively correct measurement of the
power spectra of the MNPs. To this end, the sensors were placed
inside a magnetically shielded room at the Physikalisch-Tech-
nische Bundesanstalt (named as the “Zuse-MSR” in ref. 64) and
a homogeneous AC eld with an amplitude of 772 pT was
applied by the use of a square Helmholtz coil. Its frequency was
swept in the range of [2–600] Hz. The amplitude of the QZFM
output signal was monitored and analyzed in the time domain,
aer which the response values were averaged and normalized.
From this data set, a frequency response prole was calculated
for both QZFMs as shown in Fig. 4. The uncertainty in the
response values was calculated from the standard deviation of
the different peaks of the excitation and the response at one
frequency. Note that the frequency response varies strongly and
differently for both QZFMs and that there is a 10% gain varia-
tion at frequencies up to 100 Hz. For comparison, a similar
procedure was performed with the SQUID sensor with a eld of
60 pT by inserting a small coil into the warm bore. There was no
frequency dependence of the amplitude detected as can be seen
in Fig. 4. The power spectral density SB(f) of a MNP ensemble
can then be calculated by correcting for the frequency response
of the QZFMs

SBðf Þ ¼ SQZFMðf Þ
Hðf Þ2 (8)

where SQZFM(f) refers to the power spectral densities measured
by the QZFMs and H(f) represents their relative frequency
responses as displayed in Fig. 4.
3 Results and discussion
3.1 Comparison of power spectra

Fig. 5(a) shows the power spectral densities of both MNP
systems measured in the SQUID setup. For the displayed MNP
noise spectra, the background PSDBG was subtracted. The PSD
of the FCT system is relatively at up to a cutoff frequency of
about 90 Hz, aer which the PSD starts to decrease continuously
due to the size distribution of the particles. The Perimag®
system shows higher power at lower frequencies, with the cutoff
frequency located at values lower than the displayed frequency
resolution. This is a result of the slower magnetization
Nanoscale Adv., 2023, 5, 2341–2351 | 2345
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Fig. 5 Measured SQUID spectra of the two MNP systems (a) and measured and compensated QZFM profiles of the two MNP systems (b). For
clarity, the points in the QZFM spectra at the interfering background frequencies (30, 50, 330, and 375 Hz) have been plotted separately. These
correspond to the peaks in the background spectrum of the tabletop setup in Fig. 2. The signal-to-noise ratio (SNR) of (a) and (b) is plotted in (c).
Qualitative comparison of the MNP spectra measured in both setups (d). The SQUID spectra of (a) have been rescaled to match the power of the
OPM spectra SB in (b) at 80 Hz. Apart from the interfering background peaks in the OPM spectra, a very good agreement between the
measurements obtained in both setups is visible.
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dynamics due to the large hydrodynamic size of the Perimag®
particles with a broad size distribution, as explained by eqn (7).

It is not possible to compare the PSDs purely qualitatively by
normalizing them to the iron content of the sample, as it is
common for other characterization techniques. For determin-
istic processes, the signal depends linearly on both the number
of magnetic moments and their amplitude, and thus also line-
arly on the iron concentration. However, TNM is a stochastic
method, and the signal depends only on the square root of the
number of magnetic moments.31 Therefore, if only the iron
concentration of the sample is known, the number of magnetic
moments and the amplitude of the moments cannot be
decoupled, and a meaningful normalization is impossible. The
PSDs of the samples are thus shown in their absolute values,
although the Perimag® sample was more concentrated than the
FCT sample.

The same MNP systems are measured in the tabletop setup.
Fig. 2(a) shows a clear drop in the signal around 500 Hz. A value
of −3 dB is reached at 514 Hz, which is why we choose to plot
the MNP spectra up to this frequency. The spectra before
(SQZFM(f)) and aer the frequency response correction detailed
in Section 2.3 (SB(f)) are displayed in Fig. 5(b).
2346 | Nanoscale Adv., 2023, 5, 2341–2351
Due to the reduced sample-sensor distance, the MNP signal
is higher in the tabletop setup than in the SQUID system.
However, the tabletop setup is less sensitive than the SQUID
setup. This is clear from Fig. 5(c), which shows the signal-to-
noise ratio (SNR) as a function of frequency for both setups and
both MNP systems:

SNRðf Þ ¼ PSDMNPðf Þ � PSDBGðf Þ
PSDBGðf Þ (9)

The excellent performance of the SQUID setup becomes
visible in the SNR plots. Both MNP systems have a SNR up to
one order of magnitude higher in the SQUID setup compared to
the tabletop OPM setup, even if the signal is two orders of
magnitude lower. The tabletop setup has a steeper SNR loss
than the SQUID setup above 100 Hz. Not only the signal, but
also the noise is amplied as a result of the frequency response
compensation. The SNR loss towards lower frequencies is also
limited in the SQUID setup due to the advanced shielding by the
superconducting shield.

In order to assess the suitability of a setup to investigate
a particular MNP system, we use the criterion that SNR > 1.
© 2023 The Author(s). Published by the Royal Society of Chemistry
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Perimag® will be used for the proof-of-concept experiments,
since the SNR of FCT is relatively low in the lower frequency
range in the tabletop setup. Moreover, the SNR of Perimag®
above 400 Hz also crosses the SNR = 1 limit. For lower
concentrated samples, such as those used in the proof-of-
concept experiments, this crossing will occur even at lower
frequencies.

The measurements are directly compared in Fig. 5(d) by
rescaling the SQUID spectra to match the OPM spectra at 80 Hz.
As the curves of the two particle systemsmeasured in two setups
overlap nicely, we conclude that the compensation for the
frequency response prole of the QZFM is a valid approach.
Despite their loss in sensitivity above 100 Hz, the QZFMs recover
a quantitatively correct spectrum. For MNP samples with high
power in the lower frequency range, such as the Perimag® and
FCT samples used as example MNP systems here, both
measurement systems are thus equally suitable. For smaller
MNP systems with dynamics in the higher frequency range, the
tabletop setup might not be sufficient, both in bandwidth and
sensitivity. However, these particle systems could still be
studied in the tabletop setup by increasing the viscosity of the
suspension, as proposed in ref. 30.
3.2 Monitoring of clustering processes

Since the TNM signal scales quadratically with the volume of
the noise sources,31 this technique is particularly suited to
monitor the clustering processes of magnetic nanoparticles.
The absence of any driving eld during the measurement also
excludes any undesired effects induced by an external excita-
tion. Moreover, the good performance of the QZFM at lower
frequencies favours the monitoring of processes which tend to
slow down the magnetization dynamics of the sample. An OPM-
based TNM setup thus offers a broadly applicable tool to
monitor the clustering of MNPs. As a proof of concept, we report
on the monitoring of three such processes, measured with TNM
in the described tabletop setup:

1. Enforced aggregation of Perimag® particles by addition of
ethanol.
Fig. 6 (a) Power spectral densities of Perimag® particles before and
after addition of ethanol. A lognormal size distribution with an average
diameter of 101 ± 26.0 nm was fitted to the MNP sample before
aggregation. After the addition of ethanol, the magnetic cores
aggregate and sediment due to gravity. Due to the extremely broad
distribution of the Néel fluctuation times, the PSD has a distinct 1/f
shape as shown in Fig. 1(2c). (b) Power spectral densities of Perimag®
particles before and after polymer formation. A gradual immobilization
of the particles is induced during UV curing and full immobilization is
reached after 15 minutes of exposure time.

© 2023 The Author(s). Published by the Royal Society of Chemistry
2. Formation of photopolymer structures in a Perimag®
sample by exposure to UV light.

3. Cellular uptake of Perimag® particles by THP-1 cells.
3.2.1 Enforced aggregation of Perimag® particles by addi-

tion of ethanol. In the rst example, the aggregation of Peri-
mag® particles is enforced by adding ethanol to the sample. A
200 ml Perimag® sample with an iron concentration of c(Fe) =
466.4 mmol l−1 was diluted with 200 ml ethanol. The electro-
static stabilization of the shell collapses, the attractive forces
between the magnetic cores prevail, and the system aggregates.
The sedimentation of the aggregates due to gravity was visually
detectable aer several seconds. The inuence of aggregation
on the noise spectrum of Perimag® is visible in Fig. 6(a), where
a spectrum before and aer aggregation is displayed. Since the
geometry of the sample is not conserved due to a change in the
spatial distribution of magnetic material as it sediments, the
spectra should not be compared quantitatively.

A lognormal size distribution logN(m= 72.6± 5 nm, s= 0.82
± 0.3) with an average hydrodynamic diameter of 101± 26.0 nm
was tted to the curve before the addition of ethanol. Given the
limited bandwidth of 400 Hz, these parameters match the
average diameter of 130 nm of the manufacturer reasonably
well.

Aer the addition of ethanol, the aggregates sediment and
only undergo Néel uctuations. Their noise curve is dominated
by 1/f noise. The slow magnetization dynamics of the aggre-
gated MNPs and the broad size distribution of their uctuation
times are distinctive signatures of this process which is depic-
ted schematically in Fig. 1(2c).

3.2.2 Formation of photopolymer structures in a Perimag®
sample by exposure to UV light. Photopolymer resins are
popular materials used in additive manufacturing. They form
a highly controllable system to gradually solidify suspensions by
the use of UV light. In combination with magnetic nano-
particles, they are of particular interest for precise phantom
design and fabrication.65,66 In our experiment, a photopolymer
was mixed with Perimag® particles to mimic the gradual
change in mobility of the particles when being embedded in the
target tissue.

First, the Perimag®-photopolymer mixture was prepared by
adding 100 ml Perimag® sample with an iron concentration of
644.4 mmol l−1 to a 100 ml photopolymer base material § in a 2
ml Eppendorf tube. A homogeneous spatial distribution of the
particles in the base material was ensured by sonication with an
ultrasound sonier (UP200Ht, Hielscher Electronics, Germany).
120 ml of the mixture was used as a sample and the rst spec-
trum was measured before UV exposure. The sample was then
exposed to UV light in a UVACUBE 2000 for 5 and 10 minutes
subsequently.

Fig. 6(b) shows the measured spectra of the particles in the
base material before exposure, and aer 5 and 15 minutes of
total exposure time. Since only 60 ml magnetic material has been
used in this experiment, the TNM signal amplitude is lower
§ Perfactory acrylic R5 red from EnvisionTEC Inc., composed of acrylic acid esters
and a photoinitiator (0.1–5%). The Perfactory Acryl R5 resin has a density of 1.12–
1.13 g cm−3.

Nanoscale Adv., 2023, 5, 2341–2351 | 2347
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Fig. 8 Power spectral densities of COOH coated Perimag® particles
before and after cellular uptake by THP-1 cells. The influence of the
cell medium on the dynamics of the particles is very limited. Due to
cluster formation and partial immobilization of the particles after
cellular uptake, the power in the lower frequency range increases. Full
immobilization is however excluded, since the distinctive 1/f behaviour
of Fig. 6 is not reached.
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than in the spectra shown previously. Therefore, we argue that
the falloff above 200 Hz of the two exposure spectra is an arti-
cial effect due to insufficient SNR and not the physical shape of
the spectra, which we expect to decrease linearly on the log–log
scale.

Before UV exposure, the particles rotate freely in the highly
viscous base material. Compared to the water-suspended
particles in Fig. 6(a), their Brownian rotations are slower. The
related cutoff frequency is shied to lower frequencies outside
the window, and only the straight tail of the PSD is visible.
Brownian movement of the particles is further excluded due to
crosslink formation as the MNPs get enclosed in small polymer
cavities during UV curing. The effective viscosity increases
towards an eventual full immobilization. The Brownian uctu-
ations gradually slow down, the related Brownian cutoff
frequency moves closer towards DC values and Néel uctua-
tions become dominant. Aer 15 minutes of exposure time, the
PSD reaches the limiting 1/f shape in Fig. 6(b). All particles are
immobilized, as the PSD is directly comparable with the PSD of
the aggregates in Fig. 6(a).

During UV curing, the volume and geometry of the sample
are conserved and the spectra can be compared quantitatively.
This allows us to dene an effective immobilization degree
based on the PSD value at a stable low frequency aer each
exposure step. A comparison of the PSD values at 1.6 Hz of the
sample before exposure and aer ve minutes of exposure time
to the PSD value at 1.6 Hz of the fully immobilized state gives an
immobilization of 50% and 72%, respectively. This experiment
therefore shows the potential of TNM to be used for continuous
monitoring during MNP clustering and immobilization
processes.

3.2.3 Cellular uptake of Perimag® particles by THP-1 cells.
MNPs are known to form clusters during cellular uptake, which
impacts their magnetization dynamics.9,15,67–69 For their usage in
biomedical applications as MPI and hyperthermia treatment,
the change in their magnetic state can heavily inuence their
performance.16,19,20,22,70,71 However, the change in the thermal
noise of the MNPs due to cellular uptake is unknown so far.
Especially the absence of an external magnetic excitation during
a TNM experiment can be seen as an advantage in the deter-
mination of the precise clustering mechanism, since cluster
formation and aggregation due to an external perturbation are
Fig. 7 THP-1 cells without (a) and with (b) addition of Perimag®
particles after 24 hours of incubation time. Iron in the sample is visu-
alized by Prussian Blue staining. The particles are to a great extent
taken up by the cells. Redundant particles outside the cells still form
aggregates, being attached to the outer wall of the cells.

2348 | Nanoscale Adv., 2023, 5, 2341–2351
eliminated in this technique. In the third experiment, the noise
prole of COOH-coated Perimag® particles is measured aer
cellular uptake by THP-1 cells in the tabletop setup and
compared with the pre-uptake water-suspended system.

200 mL COOH coated Perimag® particles with a concentra-
tion of c(Fe)= 244.7 mmol l−1 were incubated with 2× 107 THP-
1 cells in a 800 ml RPMI + 1% FCS medium for 24 hours. Fig. 7
shows the cells before and aer the incubation (undiluted
sample), where iron is visualized by Prussian blue staining.
From these pictures, it is clear that the magnetic nanoparticles
are taken up by the cells to a great extent. Moreover, MNPs in
the surrounding solution also form aggregates.

Three different samples have been measured in the tabletop
TNM setup and are displayed in Fig. 8 with their respective
colours:

(A) Perimag® particles in water suspension (blue).
(B) Perimag® particles in the cell medium (green).
(C) Perimag® particles aer 24 h of incubation time with

THP-1 cells (pink).
The PSD of the particles in the water suspension and the cell

medium shows only quantitative differences, which are due to
the difference in concentration of the samples. The inuence of
the cell medium on the dynamics of the particles is – at least in
the measured frequency range – very limited. Aer cellular
uptake of the particles by the cells, a higher relative noise power
in the lower frequency regime is measured, and the faster
uctuations are less present in the noise spectrum. The broad
distribution of cutoff frequencies clearly shis towards lower
values, which can be attributed to the formation of clusters and
partial immobilization. Full immobilization can however be
excluded, since the PSD does not fall off with 1/f as in Fig. 6(a)
and (b). A repetition measurement of Sample C was carried out
aer 10 days (orange curve). Apart from an increased SNR –

which is related to the further cell sedimentation and
a decreased average sample sensor distance – no qualitative
© 2023 The Author(s). Published by the Royal Society of Chemistry
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differences were detectable. The magnetization dynamics of the
particles in the well-aged cell sample shows no notable differ-
ences from that of the sample directly aer the 24 h incubation.

Two noise curves can be compared quantitatively, namely
those of the particles suspended in the cell medium and those
of the particles directly aer the incubation time, because the
MNP concentration and sample volume were similar. A
continuous probing of the noise power at e.g. 10 Hz could
quantify the cellular uptake during the incubation process.

4 Conclusion and outlook

Thermally induced magnetic noise of two commercially avail-
able MNP systems was measured in the presented OPM-based
tabletop setup. A good agreement was found with the noise
spectra measured with SQUIDs. These are the rst thermal
noise spectra of MNP ensembles measured with OPMs. Three
proof-of-principle experiments conducted in the tabletop setup
show the effect of particle clustering, immobilization and
cellular uptake on the thermal noise of the MNP ensemble.

Presently, for a detailed MNP characterization by TNM, the
SQUID setup remains preferred because of its wide bandwidth,
which allows for the mapping of a broad range of MNP systems,
and higher sensitivity, which facilitates the investigation of
lower concentrated samples. An OPM sensor specically
designed for TNM could be more suited than the broadly
applicable commercial magnetometers used in this study.
Although a simultaneous optimization of bandwidth and
sensitivity is not possible due to their inverse relation,35 an
optimum between them can be found for different MNP
systems with different characteristic noise spectra. Moreover,
due to the isotropy of the MNP noise, a likewise measurement
setup does not benet from a vector magnetometer. Therefore,
the vectorial sensitivity could be given up in favor of the scalar
bandwidth and sensitivity. Further work will be dedicated to
this.

However, OPM sensors are well suited to monitor the clus-
tering and aggregation of MNPs by TNM. TNM is particularly
sensitive to particle clustering because the amplitude of the
signal increases with the square of the volume of the individual
uctuators, which means that an aggregate of two particles
results in a signal that is twice as large as the sum of their
individual signals. Moreover, no external excitation is required
during the TNM measurement procedure, which could inu-
ence the clustering process itself or falsely inuence the
outcome of the measurement. Secondly, the excellent low-
frequency performance of OPMs favors particle systems with
slow dynamics or processes which tend to slow down the
dynamics of the magnetic entities in the sample. Typical
examples of these processes are found when the MNPs come in
contact with biological systems, e.g. for biomedical purposes.
Finally, the setup can be operated anywhere with a conventional
power outlet due to the OPM exibility and can thus also be
used to track processes that require environmental and exper-
imental freedom.

The immobilization of the particles induces a distinct 1/f
dependency in the power spectral density, which results from
© 2023 The Author(s). Published by the Royal Society of Chemistry
the broad distribution of the Néel uctuation times, as is visible
from the gradual formation of UV polymers in aMNP sample. In
contrast, the clustering of the particles when taken up by THP-1
cells slows down the Brownian uctuations, due to the
increased volume of the uctuators, with a shi of the corre-
sponding cutoff frequency towards lower frequencies as
a result.

The OPM-based tabletop setup offers a exible measurement
unit to track changes in the thermal noise spectra of magnetic
nano- and microsystems. Due to the non-invasive noise-based
method and the simplicity of the setup, the unit is broadly
adaptable and suited for the tracking of processes beyond
biomedical applications, e.g. the long-term stability of magnetic
samples.
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Bernardo, J. M. de la Fuente, M. Puerto Morales and
G. Salas, Nanotechnology, 2019, 30, 112001.

15 N. Löwa, F. Wiekhorst, I. Gemeinhardt, M. Ebert, J. Schnorr,
S. Wagner, M. Taupitz and L. Trahms, IEEE Trans. Magn.,
2013, 49, 275–278.

16 H. Paysen, N. Löwa, A. Stach, J. Wells, O. Kosch, S. Twamley,
M. R. Makowski, T. Schaeer, A. Ludwig and F. Wiekhorst,
Sci. Rep., 2020, 10, 1922.

17 D. Cabrera, J. Camarero, D. Aortega and F. J. Teran, J.
Nanopart. Res., 2015, 17, 121.

18 D. Cabrera, A. Lak, M. E. Materia, D. Ortega, F. Ludwig,
P. Guardia, A. Sathya, T. Pellegrino and F. J. Teran,
Nanoscale, 2017, 9, 5094.

19 P. Bender, J. Fock, M. F. Hansen, L. K. Bogart, P. Southern,
F. Ludwig, F. Wiekhorst, W. Szczerba, L. J. Zeng,
D. Heinke, N. Gehrke, M. T. D́ıaz, D. González-Alonso,
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51 U. Marhl, A. Jodko-Władzińska, R. Brühl, T. Sander and
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