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Machine learning classification is a useful technique to predict

structure/property relationships in samples of nanomaterials where

distributions of sizes and mixtures of shapes are persistent. The

separation of classes, however, can either be supervised based on

domain knowledge (human intelligence), or based entirely on

unsupervised machine learning (artificial intelligence). This raises

the questions as to which approach is more reliable, and how they

compare? In this study we combine an ensemble data set of

electronic structure simulations of the size, shape and peak wave-

length for the optical emission of hydrogen passivated silicon

quantum dots with artificial neural networks to explore the utility

of different types of classes. By comparing the domain-driven and

data-driven approaches we find there is a disconnect between what

we see (optical emission) and assume (that a particular color band

represents a special class), and what the data supports. Contrary to

expectation, controlling a limited set of structural characteristics is

not specific enough to classify a quantum dot based on color, even

though it is experimentally intuitive.

Fluorescent silicon quantum dots (SiQDs) are an extremely attrac-
tive material for a broad range of optoelectronic applications.
SiQDs-based LEDs were first reported1 in the near-infra-red,
followed by the visible red range2,3 and then yellow-green.4

White-light silicon-based LED devices which combine red
emission from silicon nanocrystals with blue-green emission from
a luminescent polymer region have also been reported.5

Enhanced control over the optical properties of SiQDs and their
distributions should allow new technological applications for
silicon as an optoelectronic material. SiQDs may be readily
fabricated by a wide variety of means in solid, liquid, gas and

plasma-phase methods,6,7 exhibiting a variety of size and shape
distributions13–15 depending on formation method and
conditions.16,17

For many applications, an increased level of control over
nanoparticle shape and the exposure of different surface facets
is strongly desirable.6,8,9 For applications in photovoltaics,10 for
example, nanostructured silicon has attractive properties
including relatively low cost, low toxicity, and the possibility
of multiple exciton generation.11 Silicon quantum dots may be
produced via different methods with various shapes including
cubes,13 octahedra,14 truncated octahedra15 and most commonly
pseudo-spheres (deltoidal icositetrahedra), depending on production
method and thermodynamic conditions. Shape-engineered
nanoparticles may allow more control of optical properties
(particularly those involving surface plasmon resonances),
while selective functionalization of different surfaces may allow
catalytic and self-assembling properties of nanoparticles to be
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New concepts
One of the challenges in using artificial intelligence to explore the
relationships between the processing, structure, properties and perfor-
mance of nanoscale materials is deciding how much domain knowledge
to include, and how much to trust the data. Too much domain knowledge
introduces bias that makes machine learning outcomes unreliable; too
little domain knowledge and machine learning outcomes are esoteric and
difficult to act upon. Using interpretable machine learning methods
makes combining domain knowledge and data-driven outcomes more
compatible but knowing how and when to insert scientific insights into
the process is still problematic. Using ‘‘black-box’’ neural networks is
even more problematic, since these uninterpretable methods give no
insight into how out domain knowledge is being used (or ignored).
Applying domain knowledge at the outset, setting the scene for
machine learning to confirm to refute a prior scientific assumption
based on the data is one approach that can be used both with
interpretable and uninterpretable methods. Here we directly compare
both supervised and unsupervised approaches and use artificial neural
networks to see if a the data supports the scientific assumption that the
size and shape can definitely determine which colour of the
electromagnetic spectrum will be emitted by silicon quantum dots.
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exploited.12 However, in most cases samples are not perfectly
monodispered and distributions in size and variations on the
principle shapes are persistent, and strategies that are tolerant
of some imprecision are highly desirable.

The optimal morphologies for freestanding hydrogen-
terminated SiQDs have been explored using electronic structure
simulations,16,17 reporting that shapes including subsets of the
(111), (100) and (113) facets may be formed depending on
thermodynamic conditions, consistent with observations of
shapes obtained via gas-phase pyrolysis of silane,14,15 while
plasma-based methods13 tend to form cubic shapes which
maximise the amount of surface hydrogen absorption. The
color of the optical emission from each of these types of shapes,
at a range of sizes, has also been computed.18 In a statistical
study it with was further reported that, regardless of the
distribution in size, certain shapes consistently provide an
increase in the spectral resolution, while others consistently
show a reduction in spectral resolution, with respect to a
diverse mixture lacking shape control. For example, a slightly
‘‘rounded’’ cube, with the corners truncated in the h111i
direction, and the edges truncated in the h110i direction shows
an increase in spectral quality between 42% and 118%, with
almost no change in the emission wavelength unless the SiQDs
have a Boltzmann distribution at low energy.19

Since it has been established that there is a relationship
between the size, shape and optical emission, it is possible to
generate a reliable structure/property relationship using
machine learning.20–24 However, these relationships typically
require high level of structural control and have a low tolerance
for imprecision. Recent studies have shown that the separation
of nanoparticles into classes that naturally contain some dis-
tributions and mixtures prior to regression can predict class/
property relationships that are just as powerful, but more
forgiving.25,26 There are, however, two approaches to the
separation of classes: one based on domain knowledge (human
intelligence) informed by the property in question,25 and the
other based entirely on machine learning (artificial intelligence)
informed by the structural characteristics alone.26 The former is
a supervised approach, and the latter unsupervised, and it is
unclear at this stage which is the most useful in practice. Should
we look for the structural characteristics of classes based on the
interpretation of properties, or measure the properties of classes
based on their structural characteristics? This is a significant
question if the goal is a SiQD with a particular color, but we only
have control on the size and the shape.

In this study we combine an ensemble data set of electronic
structure simulations of the size-, shape and peak wavelength
for the characteristic optical emission of hydrogen passivated
SiQDs with artificial neural networks to explore the utility of
classes. We compare two classification schemes, based on the
properties or the structures, and find that the optical structure/
property relationship is remarkably intolerant to the structural
flexibility afforded by classes, regardless of the approach.

The data set used in this study contains 303 hydrogen-
terminated SiQDs with a diameter between 0.5 nm and 3 nm,
and a large range of different morphologies defined by

zonohedrons enclosed by {100}, {110}, {111} and {113} facets.
These are the four lowest energy H-terminated surface facets,
and enclose the range of lowest energy morphologies.16 SiQDs
in the data are labeled by their shapes based on the fraction of
each surface facet which they present. Pure {100}, {110}, {111}
and {113}-faceted SiQDs are labeled cubes (C), octahedra (OH),
rhombic dodecahedra (RD) and deltoidal icositetrahedra (DI)
respectively. SiQDs presenting two facets are named with the base
name of the majority facet and described as being truncated by
the other. SiQDs with three different facets are labeled doubly-
truncated versions of the shape described by the majority facet.
No SiQD in the data set presents more than three surface facets.
All SiQD geometries in the data set were terminated with
hydrogen so that each silicon atom was tetrahedrally fourfold
coordinated prior to relaxation. This data set is freely available
for download.27 Although this is a small data set, it is exhaustive
with respect to the structural features, and the results will show
that we can obtain high quality and reliable classification results
using the chosen methods.

The features used in this study were the average diameter
(D), the average Si–Si coordination number (n_coord), the
fraction of {111} facet area (f(111)), {110} facet area (f(110)),
{100} facet area (f(100)) and {113} facet area (f(113)). These
facets have been shown to be important experimentally.15 We
also created a new feature, the hydrogen to silicon ratio
(HSi_ratio) that captures information about the size, shape
and surface chemistry simultaneously. All of these features
have been chosen because they are accessible, and assessable,
using standard experimental instruments, such as an electron
microscope. We first scaled the data with a robust scaler and
normalized the data between 0 and 1, then checked for strongly
correlated variables. The concentration of silicon and (surface)
hydrogen were found to have over 90% correlation to the
diameter (see ESI†) and so were dropped in favor of the
diameter which is more experimentally assessable. This is to
be expected, since the hydrogen resides on the surface and the
surface-to-volume ratio is a well known feature of nano-
particles, routinely calculated in phenomenological models
and measured experimentally using thermogravimetric analysis
(TGA) to determine the amount of coating on the surface of the
nanoparticle. Similarly the n_coord was found to the strongly
correlated to HSi_ratio and so was dropped in favour of HSi_
ratio which retains information about the surface chemistry in
the feature space.

We then separated the SiQDs into clusters, using either an
unsupervised clustering method based entirely on the structural
features (the artificial intelligence approach), or a supervised
separation based on the property label (the human intelligence
approach). In the later case we recognised that the human eye
sees color over wavelengths ranging roughly from 400 nano-
meters (violet) to 700 nanometers (red), and the accepted bands
of visible light are: violet from 400–450 nm (666–789 THz
frequency), blue from 450–495 nm (605–666 THz frequency),
green from 495–570 nm (526–605 THz frequency), yellow
from 570–590 nm (508–526 THz frequency), orange from
590–620 nm (486–508 THz frequency), and red from 620–750 nm
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(400–486 THz frequency). SiQDs with an emission wavelength
shorter than 400 nm where removed as outliers. This provides
6 color bands and the SiQDs where grouped accordingly,
referred to as supervised property classes, as shown in Fig. 1.
The distribution of each of these bands with respect to each of
the structural features are shown in the ESI.†

In the former case we undertook supervised clustering using
a new clustering method referred to as Iterative Label
Spreading28 (ILS) that has the advantage of including hyper-
parameter optimization which in absent in other unsupervised
clustering algorithms.29 ILS is based on a general definition of
a cluster and the quality of a clustering result, and is capable of
predicting the number and type of clusters and outliers in
advance of clustering, regardless of the complexity of the
distribution of the data or the size and shape of clusters. ILS
calculates the ordered minimum distance (Rmin(i)) between
data instances in the high dimensional space, as described in
detail in ref. 28, such that the Rmin(i) plot gives a one dimensional
representation of density in the feature space from which the
number of clusters can be automatically extracted (by identifying
discontinuities between clusters that divide the plot into n
regions). Discontinuities separating clusters can be identified by
hand or automatically using a continuous wavelet transform peak
finding algorithm with smoothing over p points, which essentially
sets the minimum cluster size to identify clusters of no smaller
than p. In this case we considered p = 15, so that each cluster was
required to contain at least 5% of the data. One point can be
relabelled in each region (preferably in a dense region i.e. several
grouped minima) to run ILS again, and obtain a fully labeled data
set with n clusters defined. ILS can also be applied to each
individual cluster to confirm that each region is a single cluster
that should not be divided further. It has been shown to be more
reliable than alternative approaches for simple and challenging
cases (such as the null and chain cases) and to be ideal for
studying noisy data with high dimensionality and high variance,
as is typical for nanoparticle systems.26,30 This software is freely
available online.31

The results of the ILS clustering are shown in Fig. 2, where
we can see the ordered minimum distance plot in Fig. 2(a) with
the re-labeled minima used to re-rerun ILS and assign each

SiQD to a cluster. Fig. 2(b) shows the minimum distance plot
colored by the assigned cluster, recognized by the density
discontinuities. This provides 6 clusters based on the structural
features alone, referred to as unsupervised structure classes.
The distribution of each of these clusters with respect to each of
the structural features are shown in the ESI.† These cluster
assignments, while not informatic in their own right, can be
used as target labels for during classification.

The next step is to determine if these bands and clusters
constitute formal SiQD classes, which are separable based on
the structural characteristics alone. There are a variety of
classification methods that can be applied to the prediction
of nanomaterial structure/property relationships; each with
advantages and disadvantages.32 In each of these cases we have
used a multi-layer perceptron and optimised the hyper-
parameters using a random search over 5000 trials, including
the number of hidden layers and the number of neurons per
layer. The supervised property classes where separated using a
three layer neural network with: {activation = ‘identity’, solver =
‘lbfgs’, max_iter = 230, alpha = 0.4339, learning_rate = ‘constant’,
hidden_layer_sizes = (10,7,3), early_stopping = True, random_
state = 42}. Using these hyper-parameters the training score for
the supervised classes was Rtrain

2 = 0.975, the testing score was
Rtest

2 = 0.933 and the cross validation score based on 10-fold
cross validation was RCV

2 = 0.96 � 0.084. The unsupervised

Fig. 1 Distribution of the supervised property classes (color bands) with
respect to the optical emission wavelength, l (nm).

Fig. 2 (a) Initialised minimum distance (Rmin(i)) plot using iterative label
spreading (ILS), and (b) the Rmin(i) plot showing discontinuities between the
clusters which are coloured for clarity.
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structure classes where separated using a two layer neural network
with: {activation = ‘relu’, solver = ‘lbfgs’, max_iter = 297, alpha =
0.0451, learning_rate = ‘invscaling’, hidden_layer_sizes = (4,3), early_
stopping = True, random_state = 42}. Using these hyper-parameters
the training score for the supervised classes was Rtrain

2 = 1.000, the
testing score was Rtest

2 = 0.983 and the cross validation score based
on 10-fold cross validation was RCV

2 = 0.98 � 0.10.
The results of the classification are summarized by the

classification reports in Table 1, and captured in Fig. 3. Preci-
sion is the ratio of correctly predicted positive observations to
the total predicted positive observations, recall is the ratio of
correctly predicted positive observations to the all observations
in actual class, and accuracy (measured here using the F1-score)

is simply a ratio of correctly predicted observation to the total
observations. The F1-score = 2 � ((precision � recall)/(precision
+ recall)). Fig. 3 includes the two confusion matrices showing
the normalized fractions of true positives, true negatives,
false positives and false negatives for each combination of
supervised property classes determined using domain knowl-
edge (Fig. 3(a)), and the unsupervised structure classes deter-
mined using iterative label spreading (ILS) clustering (Fig. 3(b)),
along with their learning curves showing the overall accuracy
and generalizability for the supervised (Fig. 3(c)) and unsuper-
vised (Fig. 3(d)) approaches.

As expected, the unsupervised classes, determined based on
the structural features, can be well separated based on these

Table 1 Classification reports for the supervised property classes determined using domain knowledge, and the unsupervised structure classes
determined using iterative label spreading (ILS) clustering

Supervised property classes Unsupervised structure classes

Class Precision Recall F1-score SiQDs Class Precision Recall F1-score SiQDs

Band 1 0.75 1.00 0.86 15 Cluster 1 0.80 1.00 0.89 48
Band 2 1.00 0.50 0.67 11 Cluster 2 1.00 0.94 0.97 83
Band 3 0.92 1.00 0.96 67 Cluster 3 1.00 1.00 1.00 62
Band 4 1.00 1.00 1.00 38 Cluster 4 1.00 1.00 1.00 43
Band 5 0.89 0.89 0.89 58 Cluster 5 1.00 1.00 1.00 36
Band 6 0.96 0.96 0.96 108 Cluster 6 1.00 1.00 1.00 25

Fig. 3 Confusion matrices for the supervised property classes determined using domain knowledge (a), and the unsupervised structure classes
determined using iterative label spreading (ILS) clustering (b), along with their learning curves showing the overall accuracy and generalisability for the
supervised (c) and unsupervised (d) cases.
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features alone. This neural network has excellent precision and
recall, meaning that if the size, shape of surface passivated
SiQDs are known (either from simulations or electron micro-
scopy) then they can be definitively placed into a class. The
weights and biases for this classifier are provided in the ESI.†
Unfortunately, as shown in Fig. 4 these classes have no bearing
on optical emission. None of the structural classes exhibit
spectral purity.

In the case of the supervised property classes we can see
from left side of Table 1 that, although they are very flexible and
able to represent highly non-linear relationships, the neural
network struggles to distinguish the supervised Band 1 (violet)
and Band 2 (blue), and Band 5 (orange) and Band 6 (red), based
on the features. Bands 1 and 2 have very low numbers of SiQDs
and working under the assumption that there were insufficient
instances to separate these classes a neural network the bands
were then separated using a random forest classifier (see ESI†),
but the results were worse and the random forest classifier can
only distinguish Band 6 (red). It could be that a larger set of
SiQDs could overcome this issue, but this data set is complete
in the sense that it represents all possible silicon structures
which can be formed by symmetric cutting with any combi-
nation these planes around the centrosymmetric lattice site.16

There simply are no other structures with this set of surfaces in
this size range. A larger set would mean extending the size
beyond the largest 3.04 nm structure (but below the exciton
Bohr radius of 5 nm to ensure quantum confinement33) which
is challenging for some electronic structure methods and too
computationally demanding for some researchers. The learning
curve has also converged with respect to the size of the training
set, suggesting more data will not help.

The alternative interpretation is that it is just not possible to
rely on structural characteristics to classify what we know from
domain knowledge; that there is a structure/property relationship
determining the optical emission of SiQDs. This observation is
not class-dependent, and attempts to purify SiQDs based on their
color will always result in in a mixture of sizes and shapes, but not
as a separable class (even though we see them that way).
Conversely, although it is possible to definitively classify SiQDs
into different types of structures, which may be viable targets for

synthesis, the classes are not optically pure. Strategies to tune the
optical emission by controlling the structure must be very precise
to be useful, as there is no tolerance for the imperfection afforded
by classes as we had hoped.

To test this final hypothesis we have used the artificial
neural network to perform regression on the SiQD data set, to
predict the emission wavelength label as a function of the
retained structural features. This optimized network used:
{activation = ‘relu’, solver = ‘lbfgs’, max_iter = 270, alpha =
4.652, learning_rate = ‘invscaling’, hidden_layer_sizes = (10,3),
early_stopping = True, random_state = 42}. With these hyper-
parameters the training score was Rtrain

2 = 0.997, the testing
score was Rtest

2 = 0.996 and the cross validation score based on
Fig. 4 Distribution of the unsupervised structure classes (clusters) with
respect to the optical emission wavelength, l (nm).

Fig. 5 The results predicting the optical emission spectrum for SiQDs, in
the (a) training set, (b) testing set, and (c) the cross validation set, showing
no over-fitting or under-fitting.
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10-fold cross validation was RCV
2 = 0.994 � 0.007. The results

are shown in Fig. 5, along with the learning curve, and the
weights and biases are provided in the ESI.†

Here we can see that, although the supervised property
classes cannot be distinguished by the neural network classifier
based on the structural features (a class/property relationship),
the more specific structure/property relationship can be accurately
modelled by the neural network regressor. There is a strong
structure/property relationship, but not an intuitive class-
dependent one.

We can conclude from this study that machine learning is
capable of classifying silicon quantum dots based on their
structure, and predicting the very strong connection between
the structure and the optical properties to guide experimental
design. There is however a disconnect between what we see
(optical emission) and assume (that a particular color band
represents a special class), and what the data supports.
Although we see distinct colors, and know that there is a
relationship to the size and shape, the quantum dots that
return a particular color are not a class unto themselves. Shape
controlled synthesis must be holistic, controlling both the size
and all the surface orientations simultaneously to provide the
precision needed make a color that we want. Focussing on one
structural characteristic of another may be sufficient to make
quantum dots that look the same and occupy a certain class,
but classes are not specific enough to emit in a certain color.
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