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Why do A•T and G•C Self-Sort? Hückel Aromaticity as a Driving 

Force for Electronic Complementarity in Base Pairing  

Yu Zhang, Chia-Hua Wu, and Judy I-Chia Wu*
 

Density functional theory computations and block-localized wavefunction analyses for 57 hydrogen-bonded base pairs 

document excellent linear correlation between the gas-phase association energies and the degree of aromaticity gain of 

paired bases (r = 0.949), challenging prevailing views of factors that underlie the proposed electronic complementarity of 

A�T(U) and G�C base pairs. Base pairing interactions can polarize the π-electrons of interacting bases to increase (or 

decrease) cyclic 4n+2π electron delocalization, resulting in aromaticity gain (or loss) in the paired bases, and become 

strengthened (or weakened). The potential implications for improving nucleic acid force-fields and for designing robust 

unnatural base pairs are discussed. 

Introduction 

More than sixty years have passed since the proposal of the 

double helix structure of DNA,
1
 yet fundamental aspects of the 

recognition properties of nucleobase pairs remain puzzling. 

How does Nature choose the optimal hydrogen bonding 

complement for a specific nucleobase (and can we mimic this 

selectivity)? Given a mixture of adenine (A), thymine (T)/uracil 

(U), guanine (G), and cytosine (C) in the primordial soup, why 

does A pair with T (or U) and G with C instead of to 

themselves? In this work, we report computational evidence 

suggesting that aromaticity gain (or loss) in paired bases can 

strengthen (or weaken) base pairing interactions, having direct 

relevance for rationalizing the electronic complementarity of 

A•T(U) and G•C pairs in DNA and RNA and for designing 

unnatural hydrogen-bonded base pairs.  

    In their seminal work, Kyogoku, Lord, and Rich first evoked 

the attractive idea that the A•T(U) and G•C pairs might exhibit 

special electronic features, i.e., “electronic complementarity,” 

favoring their specific associations.
2,3

 Measurements of the 

association constants (Kassoc) of these nucleobases and their 

derivatives in chloroform revealed noticeably higher Kassoc 

values for the A•U (100 M
–1

) pair, compared to A•A (~3 M
–1

) 

and U•U (~6 M
–1

), and the G•C (10
4
-10

5 
M

–1
) pair, compared to 

G•G (10
3
-10

4
 M

–1
) and C•C (~28 M

–1
).

2,3
 The recognition of 

A•U caught special attention since the self-associated A•A and 

U•U also formed two hydrogen bonds. It was proposed that 

the A•U pair might exhibit additional attractive C–H…O 

interactions between the H8 of A and the O2 of U (Figure 

1a).
4,5

 Others pointed out, however, that in both the Watson-

Crick and Hoogsteen configurations of A•U, the C–H…O 

interactions were distal, nonlinear, and thus at most weak 

interactions.
6-9

  

    Here, we show that the aromatic characters of nucleobases 

(i.e., their “π-conjugation patterns”) influence their association 

strengths to complementary bases through a reciprocal 

aromaticity-modulated hydrogen bonding (AMHB) 

relationship.
10,11

 Base pairing interactions that increase 

aromaticity (i.e., enhance cyclic 4n+2 π-electron 

delocalizations) of the interacting bases exhibit stronger than 

expected hydrogen bonds, while those that decrease 

aromaticity (i.e., disrupt cyclic 4n+2 π-electron delocalizations) 

of the interacting bases display weaker associations. In a 

related work, Cyranski et al. showed indeed that hydrogen 

bonding at the C=O positions of A, T, G, and C base pairs 

increased the aromatic characters of the respective rings.
12

 

Fliegl et al. reported that the interaction strengths of several 

hydrogen-bonded dimers, including the Watson-Crick, A•T and 

G•C pairs, correlated to their computed diamagnetic 

susceptibilities.
13

 Energy decomposition analyses for A•T and 

G•C quantified the effects of resonance-assistance.
7,14 

Demonstrative examples of AMHB, in squaramide 

complexes
15,16

 and polymers,
17

 in dimers of five and six 

membered arrays,
10,11 

and in multipoint hydrogen bonded 

arrays
18

 also have been reported. 
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Figure 2. Plot of base pairing interaction energy (–∆E, in kcal/mol) vs. π-conjugation gain (∆DEπ) in the gas-phase for all 57 base 

pairs. Plot of –∆E vs. ∆DEπ for selected base pairs in chloroform is provided in Figure S8 of the SI. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. Aromaticity-modulated hydrogen bonding (AMHB) in 

the a) Watson-Crick A•T, b) natural Hoogsteen A•T, c) most 

stable Hoogsteen A•T, and d) Watson-Crick G•C pairs. 

Resonance structures with formal cyclic 4n+2π electron 

delocalizations are in red. Computed interaction energies (–∆E) 

and the estimated π-conjugation gain (–∆DEπ) effects also are 

shown.  

 

     

Schematic illustrations of aromaticity-modulated hydrogen 

bonding in the A•T and G•C base pairs are shown Figure 1. In 

both the Watson-Crick and natural Hoogsteen configurations 

of A•T (Figures 1a and 1b), hydrogen bonding interactions 

polarize the ring π-electrons of the bases modestly, leading to 

decreased aromatic character in A, while T remains non-

aromatic. In the most stable A•T configuration, A•T(Hoog’) 

(Figure 1c), hydrogen bonding interactions polarize the ring π-

electrons, but result in no gain or loss of aromatic character in 

either base. In the Watson-Crick G•C pair (Figure 1d), 

hydrogen bonding interactions polarize the ring π-electrons of 

both G and C, leading to increased aromatic character in both 

bases (note resonance form in red), and the resulting 

“aromaticity gain” stabilizes the G•C complex in addition to 

the three hydrogen bonds present. We show that in this way, 

base pairs with the same numbers and types of hydrogen 

bonds can exhibit notably different pairing strengths 

depending on the π-conjugation pattern of the base. 

Results and Discussion 

Based on a survey of 57 natural and unnatural base pairs, 

excellent linear correlation (r = 0.949, Figure 2) was found 

between the gas-phase association energies of each base pair 

(a•b) (∆E = Ea•b – Ea – Eb) and the propensity of the interacting 

bases to gain or lose aromatic character (∆DEπ, see below). 

Geometries for all structures were optimized with a 

constrained Cs symmetry at ωB97X-D/6-311+G(d,p) employing 

Gaussian09
19

 (see details in the Supplementary Information, 

SI). Base pairs subject to obvious steric effects were excluded 

from the study. 

Since aromaticity is related to the degree of π-electron 

delocalization in molecules, the effects of aromaticity gain or loss 
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can be quantified by the amount of increase in π-electron 

delocalization upon base pairing, and is evaluated here by the 

block-localized wavefunction (BLW) analysis.
20-22

 BLW quantified 

the π-electron delocalization energy (DEπ) of the base pairs and 

bases by comparing the fully delocalized wavefunction (ψdeloc) of 

the system considered to that of a hypothetical localized 

wavefunction (ψloc), in which all π-electrons were mathematically 

constrained to resemble a strict π-electron-localized Lewis 

structure; DEπ = ψloc – ψdeloc. The increase in π-electron 

delocalization energy (∆DEπ) (as a result of base pairing) is 

evaluated by the computed DEπ value for the base pair considered 

(a•b) minus that of the interacting bases (a and b); ∆DEπ = DEa•b – 

(DEa + DEb) (see details in the SI). All BLW computations were 

performed at B3LYP/6-31G(d) employing the GAMESS-2013-R1 

program.
23 

Following this procedure, the computed ∆DEπ values for all 57 

base pairs were positive, indicating increased π-conjugation for all 

paired bases upon hydrogen bonding. The amount of π-conjugation 

gain differs depending on whether there is an increase or decrease 

in aromatic character in the paired bases. Higher ∆DEπ values 

indicate more aromaticity gain upon base pairing; lower ∆DEπ 

values indicate little to no aromaticity gain or aromaticity loss. For 

example, the computed ∆DEπ values for the Watson-Crick and 

natural Hoogsteen A•T pairs (10.2 and 12.2 kcal/mol, aromaticity 

loss in A, no change in T, Figures 1a and 1b) are lower compared to 

that of the most stable A•T configuration, A•T(Hoog’), (16.7 

kcal/mol, no change in aromaticity for A or T, Figure 1c). The 

computed ∆DEπ for G•C (28.4 kcal/mol) is even higher since base 

pairing increases aromaticity in both G and C (Figure 1a).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. Computed electrostatic potential difference maps, ∆ESP, 

for a) adenine, b) thymine c) guanine, and d) cytosine, upon base 

pairing to A•T and G•C.  

 

Accordingly, the computed electrostatic potential (∆ESP) 

difference maps for the Watson-Crick, A•T and G•C, pairs show 

stark differences, indicating very different polarizabilities for A, T, G, 

and C ( Figure 3). The ∆ESP plots of A and T (upon pairing to form 

A•T) showed relatively little electron polarization, while those of G 

and C (in G•C) showed notable polarization. Positive ∆ESP values 

(blue) indicate a more repulsive surface, and negative ∆ESP values 

(red) a more attractive surface upon base pairing. Each plot was 

generated by comparing the computed ESP values of the paired 

bases minus that of the isolated bases at a 0.001 a.u. isosurface 

(generated by the Multiwfn program,
24,25

 see details in the SI). We 

note that previous benchmarking studies of the performance of 

various force-fields
26

 against quantum mechanical methods 

documented better agreement for the computed interaction 

energies of base pairs such as A•T, A•A, and T•T (aromaticity loss or 

no change), relative to base pairs such as G•C and G•G (aromaticity 

gain). It is tempting to make the connection that such variations, 

i.e., differences in the polarizability of nucleobases because of their 

π-conjugation patterns, may explain why fixed-charged approaches 

adopted by popular force-fields,
27,28

 might understabilize certain 

interactions but overstabilize others.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4. Computed –∆E and ∆DEπ values for the self-associated 

G•G, I•I, C•C, U•U, A•A pairs, and –∆E values for their acyclic 

references, 1•1, 2•2, 3•3, 4•4, and 5•5. See also Figure S2 in the SI. 

 

Considering the potential for aromaticity gain or loss in base pairs 

could help explain variations in their association strengths. For 

example, it has been suggested that, among the doubly hydrogen-

bonded, self-associated, G•G, C•C, T•T, A•A pairs, G•G and C•C 

displayed especially high association strengths due to additional 
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attractive secondary electrostatic interactions (SEI);
29

 in G•G, 

between the amino groups on C2 and the carbonyl groups on C6, 

and in C•C, between the amino groups on C4 and the carbonyl 

groups on C2. In T•T, there are additional repulsive SEI’s between 

the C2 and C4 C=O groups. These attractive interactions are absent 

in A•A. More recent studies suggested the important effects of 

steric repulsion on base pairing in G•G vs. C•C.
30

 We show here 

that, in addition to the SEI and possible steric effects, the strong 

association of G•G (as well as its closely related inosine analog, I•I) 

may be attributed to prospects for significant aromaticity gain in 

the paired G (and I) bases; note the aza-2-pyridone moieties of G•G 

and I•I (Figure 4). In C•C and T•T, base pairing has little to no effect 

on the aromatic character of either monomer. In A•A, base pairing 

reduces the aromatic character of the paired A units; note the 2-

hydroxypyridine moiety of A•A (Figure 4). Relevant resonance 

forms are shown in Figure S2 of the SI.   

Direct comparisons of the computed –∆E values for G•G, I•I, C•C, 

T•T, A•A, to those of their hydrogen-bonded acyclic dimer 

references (1•1, 2•2, 3•3, 4•4, 5•5) document the energetic effects 

of AMHB (Figure 4). Notably, the computed –∆E values for G•G 

(27.1 kcal/mol) and I•I (20.6 kcal/mol) are 6 to 8 kcal/mol higher 

compared to those of their acyclic references, 1•1 (19.6 kcal/mol) 

and 2•2 (14.3 kcal/mol), which display the same primary and 

secondary electrostatic interactions but are preclude of aromaticity 

gain. In contrast, the computed –∆E values for C•C (20.2 kcal/mol) 

and T•T (12.7 kcal/mol) closely follow those of their acyclic 

references, 3•3 (21.1 kcal/mol) and 4•4 (10.8 kcal/mol), suggesting 

that key factors relevant to the hydrogen bond strengths of C•C and 

T•T are adequately captured by their acyclic references. The 

computed –∆E for A•A (12.8 kcal/mol) is modestly lower than 5•5 

(14.4 kcal/mol), as expected by aromaticity loss of A upon base 

pairing.  

Recognizing the effect of AMHB also has important implications 

for synthetic efforts in “expanding the genetic alphabet.” Several 

research groups
 
have demonstrated elegant examples of artificial 

replication processes mimicking DNA, by using “unnatural” base 

pairs.
31-34

 Although the designs of unnatural base pairs have 

focused primarily on optimizing geometric complementarity (in 

which hydrogen bonds may or may not be present), the correlation 

shown in Figure 2 suggests, that for hydrogen-bonded pairs, 

aromaticity gain (and loss) may serve as an effective strategy for 

modulating the robustness of unnatural base pairs, such as the 

isoC•isoG, P•Z, K•Pi, K•X pairs discussed below. 

As shown in Figure 5, the computed –∆E values for both 

isoC•isoG (32.9 kcal/mol) and P•Z (28.3 kcal/mol) are 5 to 10 

kcal/mol higher than their acyclic reference 3•1 (22.9 kcal/mol), 

due to increased aromaticity in the isoC, isoG, P, Z moieties upon 

base pairing. In sharp contrast, the computed –∆E values for both 

K•Pi (17.0 kcal/mol) and K•X (16.8 kcal/mol) are close to that of 

their acyclic reference 6•4 (15.8 kcal/mol), indicating little non-

additivity beyond the primary and secondary electrostatic effects 

present (base pairing decreases the aromatic character of K, and 

has little to no effect on the aromatic character of Pi and X). 

Relevant resonance forms are shown in Figure S3 of the SI. A plot 

showing linear correlation, between –∆E vs. ∆DEπ, for 1•1, 2•2, 3•3, 

4•4, 5•5, 3•1, 6•4 is provided in Figure S9 of the SI.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5. Computed –∆E and ∆DEπ values for isoC•isoG, P•Z, K•Pi, 

K•X, and –∆E values of their acyclic references. See also Figure S3 in 

the SI. 

 

Overall, our findings suggest that while primary and secondary 

electrostatic interactions
29

 have clear energetic consequences for 

base pairing (e.g., –∆∆E = 8.8 kcal/mol for 1•1 vs. 4•4, and 7.1 

kcal/mol for 3•1 vs. 6•4), the effects of AMHB are comparable in 

magnitude (e.g., –∆∆E = 7.5 kcal/mol for 1•1 vs. G•G, and 10.0 

kcal/mol for 3•1 vs. isoC•isoG), and therefore should be considered 

when evaluating base pairing strengths. 

Conclusions 

It is perhaps curious that adenine is the only fully “aromatic” 

nucleobase in the genetic code according to the Hückel 4n+2π 

electron rule for aromaticity. None of the other bases in DNA or 

RNA, i.e., thymine, uracil, cytosine, guanine, inosine, are 4n+2π 

electron “aromatic,” despite having a closed-shell, cyclic, π-

conjugated structure. What emerges from our finding is the 

suggested possibility that the π-conjugation patterns “encoded” to 

nucleobases have real chemical significance for modulating, 

understanding, and perhaps simulating base pairing interactions in 

DNA and RNA. 
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