
2'-Deoxy-2'-fluoro-arabinonucleic acid: A valid alternative 
to DNA for biotechnological applications using charge 

transport

Journal: Physical Chemistry Chemical Physics

Manuscript ID CP-ART-08-2019-004805.R1

Article Type: Paper

Date Submitted by the 
Author: 19-Sep-2019

Complete List of Authors: Teo, Ruijie; Duke University, Chemistry
Smithwick, Elizabeth; Duke University, Chemistry
Migliore, Agostino; Duke University, Department of Chemistry

 

Physical Chemistry Chemical Physics



PCCP  

PAPER 

  

Please do not adjust margins 

Please do not adjust margins 

Received 00th January 20xx, 

Accepted 00th January 20xx 

DOI: 10.1039/x0xx00000x 

 

2'-Deoxy-2'-fluoro-arabinonucleic acid: A valid alternative to DNA 
for biotechnological applications using charge transport  

Ruijie D. Teo,a Elizabeth R. Smithwick,a,b and Agostino Migliore*a 

The non-biological 2'-deoxy-2'-fluoro-arabinonucleic acid (2'F-ANA) may be used as a valid alternative to DNA in biomedical 

and electronic applications because of its higher resistance to hydrolysis and nuclease degradation. However, the advantage 

of using 2’F-ANA in such applications also depends on its charge-transfer properties compared to DNA. In this study, we 

compare the charge conduction properties of model 2'F-ANA and DNA double-strands, using structural snapshots from MD 

simulations to calculate the electronic couplings and reorganization energies associated with the hole transfer steps 

between adjacent nucleobase pairs. Inserting these charge-transfer parameters into a kinetic model for charge conduction, 

we find similar conductive properties for DNA and 2'F-ANA. Moreover, we find that 2'F-ANA’s enhanced chemical stability 

does not correspond to a reduction in the nucleobase π-stack structural flexibility relevant to both electronic couplings and 

reorganization free energies. Our results promote the use of 2'F-ANA in applications that can be based on charge transport, 

such as biosensing and chip technology, where its chemical stability and conductivity can advantageously combine. 

1 Introduction 

In the past decade, we have witnessed considerable advances 

in DNA-based nanotechnology, for applications in areas such as 

bioimaging1, sequencing and detection relevant to 

biomedicine2-4 and ecology5, biosensing,6, 7 drug delivery,8 

electronic materials9-11 and devices.12-15 Experiments on 

synthetic DNA structures,15-22 DNA hairpins,23-28 and diblock 

DNA hairpins,27, 29-31 as well as their theoretical interpretation, 

have provided important opportunities for fundamental 

understanding of charge injection and transfer in DNA systems. 

DNA variants and related systems have also been explored to 

improve on DNA conduction and chemical stability in such 

applications13, 32-36 or because of their medical relevance.36-40 In 

particular, 2'F-ANA41 (which belongs to the family of xeno-

nucleic acids36) has a greater resistance to acid hydrolysis42, 43 

and a wider operating pH range42 than DNA or RNA. These and 

other properties investigated in previous studies36, 41, 42, 44, 45 

make 2'F-ANA a potentially advantageous nucleic acid analog 

for uses ranging from oligonucleotide oral absorption46, 47 to 

developing biosensing and chip technologies in which DNA is 

commonly employed.48, 49  

Most of the biotechnological applications mentioned above 

require charge transfer (CT). Thus, as we pointed out in a 

previous study,50 2'F-ANA may outperform DNA in such 

applications if it combines its enhanced chemical/structural 

characteristics with a charge conductivity similar to or greater 

than that through DNA. This fact motivates the present study, 

which aims to compare the hole transport properties of DNA 

and 2'F-ANA. 

In ref. 50, we showed that the effective51, 52 electronic 

couplings between nucleobase pairs, as a function of the 

nuclear conformation, are similar in DNA and the nucleic acid 

analog. In order to establish the relative quality of the two 

systems in terms of charge conduction, we further need to (i) 

model the hole transfer through the π-stacked base pairs, (ii) 

evaluate the free energy parameters involved, (iii) estimate the 

CT rate constants from the coupling and free energy 

parameters, and (iv) insert such rates into a suitable kinetic 

model for the hole transport through the double strands. Points 

(i)-(iv) are tackled in this study, in which we sample the 

conformational spaces of DNA and 2'F-ANA (as provided by MD 

simulations on the model structures shown in Fig. 1) to calculate 

the necessary CT parameters, and then we insert these 

parameters into a charge transport model to compare the 

charge conductivity of the two systems (section 2). Our results 

indicate that 2'F-ANA may transfer electron holes more rapidly 

than DNA, or with comparable speed, (section 3), thus 

supporting the use of 2'F-ANA in nanobiotechnology 

applications (section 4). 

Fig. 1 Schematic representation of the molecular systems 

studied. (a) Modification of the DNA sugar moiety that produces 

2'F-ANA. (b) Molecular structure and nucleobase pair sequence 

of the Dickerson-Drew dodecamer (PDB: 4C6453). The CT 

analysis is performed on the sequence portion highlighted in 

green. The A-T base pairs in the 5'-to-3' direction are denoted 

A1T, A2T, and TA. 
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2 Methods 

2.1 System and charge dynamics modeling 

DNA and 2'F-ANA are modelled as Dickerson-Drew dodecamers 

(see Fig. 1). The DNA structure is provided by the PDB file with 

code 4C64,53 while the 2'F-ANA structure is derived from the 

2LSC54 PDB file as is detailed in ref. 50. The part of the base-pair 

sequence studied (after excluding the two terminal nucleobase 

pairs on each end) is highlighted in Fig. 1b. The choice of this 

portion takes into account the palindromic nature of the system 

and incorporates the seam of the two half sequences, so as to 

include all different types of base pairs in the double strand. The 

MD simulations were performed in a previous study50 where the 

electronic couplings between adjacent base pairs in the 

sequences were calculated for structural snapshots spaced 1 ns 

apart along the MD simulations. Here, a denser conformational 

sampling is used to enhance the statistical accuracy of the 

results, considering MD snapshots intercalated with those in 

ref. 50 and with the same time spacing of 1 ns. Thus, the 

resulting conformational ensemble consists of 81 structural 

snapshots extracted each 0.5 ns from the 10-50 ns time window 

in the MD production run. The electronic couplings are 

calculated for the conformations missing in the study of ref. 50. 

The coupling calculations of this previous study are combined 

with the present ones for the statistical analysis giving Table 1. 

All other CT parameters are computed using the 81 selected MD 

snapshots. 

We focus on hole transfer, for which more detailed 

experimental and theoretical information is available, 

compared to excess electron transfer, in the case of DNA.55 

Based on the coupling values (section 3) the rate constant k for 

CT between adjacent nucleobase pairs can be approximated 

using the Marcus’ expression for the nonadiabatic, high-

temperature limit of charge transfer:56, 57 

The average over the square effective electronic coupling in eqn 

(1) accounts for the slow modulation of the coupling, V, by 

nuclear fluctuations, while neglecting the dynamical coupling of 

the electron and nuclear dynamics.57 In eqn (1), 0G  and λ  

are the reaction free energy and reorganization energy 

associated with the CT, respectively; Bk  is Boltzmann’s constant 

and T is the temperature. 

We describe the hole transport as sequential hopping 

through the stacked nucleobase pairs. The rationale for such 

approximation is provided by recent multiscale simulations of 

CT through DNA showing that, on average, the hole localizes 

almost completely on a single nucleobase because of the hole 

localizing effects of polarizable solvents (i.e., water in this 

study), as well as of static and dynamic disorder of the nuclear 

degrees of freedom.58 At any rate, here we do not tackle the 

thorny issue of charge localization/delocalization in DNA,58, 59 as 

well as the possibility that the electronic states involved in the 

charge transport are delocalized in technological contexts 

where a voltage is applied to the DNA.60 We assume that the 

simple description of the hole transport employed here can 

characterize the relative charge conductivities of DNA and 2'F-

ANA with sufficient accuracy. 

To define the kinetic model for the charge transport, we 

combine the charge sequential hopping mechanism with 

boundary conditions that may describe, for example, situations 

in which the DNA or 2'F-ANA is used as a probe in biosensing or 

other chip technology. We consider two cases. In one case, the 

excess charge (i.e., the hole) is injected near one end of the 

double strand and travels to the other end or to some 

intermediate point in contact with a charge drain (such as the 

tip of an electrode) that quickly swipes the excess charge away. 

In the other case, the hole is injected within the DNA or 2'F-ANA 

double strand and travels towards one of its terminal regions in 

contact with the charge drain. With this kinetic model, the mean 

residence time, or travel time,  of the hole on the relevant 

double strand portion is described by the equation61 

where the conditions in the last line are sufficient ones. Here, 

eqn (2) is applied to the hole (thus, hole occupation 

probabilities are used in the kinetic model61 leading to eqn (2)). 

n  0  denotes the nucleobase into which the hole is created, 

the N 1 site is the arrival nucleobase in contact with the charge 

drain, and n N 1  distinguishes the nucleobases in the 

middle. The boundary condition involving the drain61 differs 

from the one usually associated with the standard “birth and 

death” master equation,62, 63 which changes the transient 

evolution of the kinetic model, but not its solution in terms of 

mean residence times.61, 62 The first  expression in eqn (2) 

exactly solves the kinetic model, by taking into account all 

forward and backward CT rates with respect to the charge 

transport direction that is determined by the positions of the 

injection and arrival sites. This solution was obtained applying 

the concept of mean first passage time to the different hopping 

sites in ref. 62, following the work in ref. 63, while the kinetic 

problem was solved by use of the induction method in ref. 61. 

The second well-known approximate expression in eqn (2) can 

be used when all backward CT rates are negligible compared to 

their respective forward ones. Under this condition, the last 

approximate expression of eqn (2) is obtained in the presence 

of a rate-limiting CT step. Considering the palindromic nature of 

the nucleobase-pair sequence and our purpose to compare the 

relative rapidity of charge transport in the two systems, we limit 

the application of eqn (2) to the double-strand portion 

highlighted in Fig. 2b, where we also exclude from the analysis 

the two external base pairs that are more subject to structural 

fluctuations (cf. ref. 64).  

2.2 Effective electronic couplings 

The effective electronic couplings ( D AV  , D-A = CG-GC, GC-A1T, 

A1T -A2T, A2T-TA) are computed between adjacent base pairs 

pruned from the backbone as detailed in ref. 50, using the 
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theoretical method of ref. 65. This method allows the use of 

electronic states with a large overlap, as long as the two-state 

approximation is sufficiently well satisfied65, 66 (Supplementary 

Information, Table S2), therefore avoiding the limitations that 

may arise from the use of orthogonal diabatic electronic states 

and the calculation of dipole matrix elements,67, 68 or the need 

for a strict localization of the diabatic states.69 The theoretical 

method65 (i) results from exact solution of the secular equation 

for two non-orthogonal electronic states;65 (ii) provides directly 

the effective electronic coupling to be used in the expressions 

for both70 CT rates and electronic transition probabilities (which 

is symmetric with respect to the energies of the initial and final 

diabatic states51, 66); (iii) reconciles the long-standing, puzzling 

discrepancy raised by the use of different Hamiltonians in the 

previous time-dependent and secular equation approaches to 

two-state CT problems;52, 66, 70, 71 and (iv) can be reduced to the 

generalized Mulliken-Hush method67, 68 in the particular case of 

orthogonal diabatic electronic states, using the pertinent dipole 

moments.66 

Following the vast DFT analysis in ref. 70, this method is 

implemented using hybrid DFT, with the M1172 density 

functional and the 6-311g** basis set. This computational setup 

produces an optimal description of the electronic ground state, 

avoiding the excessive spreading of the net charge between the 

donor and acceptor groups that is generally due to electron self-

interaction errors and would otherwise lead to overestimation 

of the couplings.70 While the theoretical method of ref. 65 can 

be implemented using any of the available methods for diabatic 

state construction (for example, the generalization of the Boys 

algorithm proposed in ref. 69), constrained DFT (CDFT)73, 74 

affords a natural approach to the localization of the excess 

(transferring) charge within DFT computational schemes, 

because it searches for the minimum-energy distributions of the 

charge on the donor and acceptor atomic groups. Here, we 

obtain the diabatic electronic states using the CDFT approach 

that was formulated in refs. 75, 76 and implemented in the 

NWChem software package.77 Using the variance 

D A D AV V       2 2 2
, the variations in the effective 

electronic coupling caused by nuclear fluctuations are 

characterized by means of the coherence parameter 

D A D A D AC V V V           2 2 2 2
1 .78 C 1 in very rigid 

systems, since  2 0 , while C  0  in very flexible systems with 

strong conformation dependence of the coupling. 

2.3 Free energy parameters 

We calculate the free energy parameters 0G  and λ  (eqn (1)) 

using simple recipes that can be useful in simulations of 

complex systems of biological or technological relevance, in 

which the nucleic acid is interfaced with macromolecules61, 64, 79, 

80 or electrodes.14, 81 

The reaction free energy for the hole transfer between the 

donor (D) and acceptor (A) base pairs, D AG  0
, is approximated 

as the difference in oxidation potential between the A and D 

purine bases. Using the experimental values of 1.29 V82, 83 and 

1.42 V82 (with respect to the normal hydrogen electrode) for the 

oxidation potentials of G and A, respectively, we obtain 

. eVG 0 0 13  ( . eV)0 13  for the GC-to-A1T (A1T-to-GC) hole 

transfer, while G 0 0  for all other CT steps. 

The reorganization energy is calculated using the Marcus’ 

expression56, 84 

 

 

 

In eqn (3), 
i

D A   denotes the inner-sphere contribution to the 

reorganization energy; o  and s  are the optical and static 

dielectric constants that describe the CT medium; e is the 

transferred elementary charge; DR  and AR  are the D and A 

effective radii, respectively; and D AR   is the center-to-center 

distance between D and A. G

i

G   and A A

i   are obtained using 

Nelsen’s four-point method,85, 86 with gas-phase B3LYP/6-

311++g** computations on the G and A nucleobases, 

respectively. The values thus obtained are G G . eVi   0 618  and 

A A . eVi   0 414 , which are relatively similar to the values found 

in ref. 87 for the corresponding nucleobase-pair dimers. 

G A . eVi   0 516  is obtained as the average of these two values, 

according to Marcus’ prescription.88, 89 G A

i   is close to the value 

obtained by DFT computations on the corresponding base-pair 

dimer in ref. 87. 

The choice of calculating 
i

D A   for the individual G and A 

purine bases relies on the substantial localization of the hole on 

such nucleobases and is consistent with the following recipe to 

estimate the effective radii in the outer-sphere contribution to 

the reorganization energy, which is given by the second term on 

the right side of eqn (3). This term is hereafter denoted 
o

D A  . In 

order to maintain the simple picture of eqn (3), we first obtain 

the centers of the hole localizations in the G and A bases using 

the standard formula c i i

i

qr r , where ir  is the position vector 

of atom i in the given nucleobase and iq  is its Löwdin charge, 

which is calculated with the M11/6-311g* method (consistently 

with the coupling calculations) for each purine nucleobase and 

snapshot (e.g., the atomic coordinates and Löwdin charges of 

the DNA and 2'F-ANA nucleobases in the first MD snapshot are 

reported in Tables S3-S12 of the Supplementary Information). 

The center-to-center distance D AR   is given by the distance 

between the D and A centers of charge (see Tables S13 and S14 

in the Supplementary Information). 

Born’s expression for the (dielectric) solvation energy 

involved in Marcus’ formulation of 
o

D A   suggests the two 

simplest ways to define D
R  and AR . One way results from the 

description of the Born model for a charged sphere and consists 

in defining the average size of the charge distribution on the 

nucleobase through the weighted average distance between 

the calculated center of charge and the nucleobase atoms, using 

the atomic charges as weights. This approach may give an 

effective radius that is appreciably smaller than the geometric 

size of the cavity produced by the nucleobase in the 

surrounding environment described by the dielectric constants, 

thus leading to inconsistency with the 
i

D A   calculation using the 

entire nucleobase. The other way is inspired by the same 

expression of Born solvation energy, but as meant for a point 

charge in a spherical cavity. In fact, considering that the center 

of charge is near the C4-C6 atoms (i.e., on the side of the 

pyrimidine ring, close to the edge in common with the imidazole 

ring) and thus near the geometric center, in both G and A, one 

can define the nucleobase effective radius as the geometric 

i

D A D A

o s D A D A

e
R R R
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average distance between the center of charge and the 

nucleobase atoms. This approximation, which is used here, is 

consistent with our calculation of 
i

D A  , while other limitations 

of both approaches remain, e.g. regarding the planar 

conformation of purines. However, such limitations do not 

preclude profitable uses of models that decompose the CT 

system in spheres for free energy calculations.90 

Since the reorganization energy is, actually, a free energy, 

even neglecting entropic effects, the use of eqn (3) requires to 

average the D and A effective radii and distance over the 

thermal fluctuations of the system. Considering the structural 

stability of the DNA and 2'F-ANA systems over the MD 

production runs that emerges from their RMSDs,50 we assume 

that the ergodic hypothesis is valid and sufficiently well 

approximated by averaging over the set of 81 selected MD 

snapshots. Therefore, we calculate the reorganization energy 

using the formula 

 

 

with 

 

 

where D
R , AR , and D AR   are calculated at the time it  of the ith 

selected MD snapshot, sN  is the number of snapshots, and the 

summation runs over the selected MD snapshots. 
i

D A   is 

constructed as a time-independent quantity, following a 

standard approximation scheme.85 We apply eqn (4) using three 

sets of dielectric constants that correspond to different physical 

limits and therefore serve to test the robustness of our results 

with respect to the theoretical-computational approach used. 

The set  . , .o s   
1

2 27 12 4S 90 describes the limiting case in 

which the base stack environment (namely, the complementary 

and flanking nucleobases) dominates the effective dielectric 

constants. The set  . ,o s   
2

1 8 80S  represents cases in 

which the contribution of surrounding water is dominant. 

 ,o s   
3

2 8S  combines the o  value in ref. 91 (which is 

intermediate to the other two o  values used) with the 

experimental s  value from ref. 92. Depending on the context in 

which DNA or 2'F-ANA is used, the dielectric constants may be 

approximated by one of these choices or need to be described 

using multiple dielectric zones.90, 93 The above approach is used 

to calculate consistently the reorganization energies in DNA and 

2'F-ANA, whereas 
o

D A   was only estimated for DNA in previous 

studies.94, 95

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2 (a) CG GCV  , (b) GC A TV  1
, (c) 

1A T A TV  2
, and (d) 

2A T TAV   versus the MD simulation time for DNA and 2’F-ANA. The diagrammed 

values are listed in Table S1.

3 Results and discussion 

3.1 Effective electronic couplings 

The D AV   values obtained in the present study are listed in Table 

S1 of the Supplementary Information and diagrammed in Figs. 

2a-d. Table S2 shows that the two-state approximation is well 

satisfied. The parameters in Table 1 are obtained using the D AV   

values in Table S1 and in ref. 50. Due to the palindromic nature 

of the two base-pair sequences, we expect similar electronic 

couplings for the nucleobase pairs in the part of the system not 

considered, thus ruling out substantial differences that could 

otherwise arise from the directional asymmetry of hole transfer 

through nucleic acids.96 
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Table 1. Mean-square electronic coupling D AV  2
 (in meV 

2) 

and coherence parameter C for the indicated nucleobase pair 

dimers in DNA and 2'F-ANA. These parameters are computed 

using the D AV   values in Table S1 of the Supplementary 

Information and Table S1 of ref. 50. 

 DNA 2'F-ANA 

Base pair dimer 
D A

V


 
2   C 

D A
V


 

2     C 

CG-GC 241 0.47 267 0.48 
GC-A1T 9353 0.57 1444 0.73 

A1T-A2T 3599 0.51 1914 0.47 

A2T-TA 2547 0.30 3055 0.24 

 

The comparison of Table 1 with Table 2 of ref. 50 shows an 

inversion in the relative 1A T A TV  
2

2

 values for DNA and 2'F-ANA, 

as well as an increase in the A T TAV  
2

2

 value for DNA. However, 

the denser sampling of MD snapshots that leads to Table 1 does 

not change the order of magnitude of any electronic coupling 

value. In fact, A T TAV  
2

2

 in DNA undergoes the largest change, 

which amounts to an increase of only a factor ~  1.5 in the 

average size of electronic coupling. 

The values of CG GCV  2
 and A T TAV  

2

2

 in 2′F-ANA and DNA 

are very similar (the ratios of these mean-square couplings are 

about 1.1 and 1.2, respectively), thus reflecting in even smaller 

differences in the electronic couplings. On the contrary, we 

obtain appreciable differences for the GC A TV  
1

2

 and 

A T A TV  
1 2

2

 values, which are about 6 and 2 times larger in DNA 

than in 2′F-ANA (namely, their square roots differ by factors of 

about 2.5 and 1.4, respectively). These differences correlate 

with the GC A TR  
1

 and A T A TR  
1 2

 values (as calculated from 

Tables S13-S14), which are 3.80 Å and 3.70 Å in DNA versus 3.94 

Å and 3.80 Å, respectively, in 2′F-ANA. From structural analysis 

using the CPPTRAJ software,97 we see that the slide parameter 

is mainly different in the two systems. In fact, for the GC-A1T 

and A1T -A2T dimers in the DNA system, the average (absolute) 

values of the slide are 0.40 Å and 0.68 Å, respectively, while the 

corresponding values in 2′F-ANA are 1.21 Å and 1.22 Å, thus 

slightly impairing the corresponding electronic couplings in 2′F-

ANA compared to DNA. 

The average coherence parameters for the DNA and 2'F-

ANA nucleobase pairs are 0.46 and 0.48, respectively, thereby 

indicating similar fluctuations of the base-pair electronic 

couplings. Considering the connection between the coupling 

and the nucleobase π-stacking, the denser sampling of the 

nucleic acid structures further supports our conclusion50 that 

the enhanced chemical stability of 2'F-ANA compared to DNA 

does not entail reduced fluctuations of the nucleobase π-stack 

involved in the charge conduction. 

Fig. 3 Instantaneous value of the Marcus expression for the outer-sphere reorganization energy ( )o

D A t   (eqn (4b)), in eV, vs. the 

MD simulation time, in ns, for the D-A dimers (a) CG-GC, (b) GC-A1T, (c) A1T -A2T, and (d) A2T-TA in DNA and 2'F-ANA. The 1
S  set of 

dielectric constants is used. The curves are linear interpolations of the data points listed in Tables S17 and S18, which are taken 

each 0.5 ns in the 10-50 ns time window of the MD production runs. 
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values are reported in Tables S17-S22, while Tables 2 and 3 

contain the values of the total reorganization energy D A   for 

each nucleobase pair in DNA and 2'F-ANA derived from eqn (4) 

using the dielectric constant sets 1
S , 2

S , and 3
S . The outer-

sphere reorganization energy o

D A   (see Table S23) for the intra-

strand adenine dimer A1-A2 spans the range 0.84-1.27 eV 

depending on the dielectric constants used. This range includes 

previous estimates of Steinbrecher et al.94 (1.08 eV) and Kubař 

et al.95 (1.21 eV). Our estimate of 1.26 eV using the dielectric 

constants of water is close to the one of Kubař and Elstner95 for 

DNA in water. This agreement promotes the theoretical 

framework detailed in Section 2.3, although more accurate 

approaches to calculate the reorganization energy85, 90, 93-95, 98-

108 may be needed depending on the structure and dynamics of 

a specific system studied. Tables 2 and 3 show similar 

reorganization energies for the DNA and 2'F-ANA nucleobase 

pairs. Therefore, according to our results, the DNA modification 

leading to 2'F-ANA does not influence significantly the 

reorganization free energies associated with hole transfer 

through the nucleobases. 

 

Table 2. Reorganization energy ( D A  ) and hole-transfer rate ( D Ak  ) values for the indicated base-pair dimers in DNA, using the 1
S , 

2
S  and 3

S  dielectric constant sets. 

DNA 
S
1  2

S  3
S  

D A 
(eV) 

D Ak (s–1) 
D A 

 (eV) 
D Ak (s–1) 

D A 
(eV) 

D Ak (s–1) 

TA-A2T 1.81 7.08 × 105 2.52 5.97 × 102 1.87 3.88 × 105 

A2T-A1T 1.25 2.81 × 108 1.68 3.68 × 106 1.29 1.87 × 108 

A1T-GC 

GC- A1T 
1.33 

3.60 × 109 

2.28 × 107 
1.75 

5.42 × 107 

3.43 × 105 
1.37 

2.41 × 109 

1.53 × 107 

GC-CG 1.85 4.49 × 104 2.48 8.41 × 101 1.90 2.72 × 104 

 

Table 3. Reorganization energy ( D A  ) and hole-transfer rate ( D Ak  ) values for the indicated base-pair dimers in 2’-FANA, using the 

1
S , 2

S  and 3
S  dielectric constant sets. 

2'F-ANA 
S
1  2

S  3
S  

D A 
(eV) 

D Ak (s–1) 
D A 

(eV) 
D Ak (s–1) 

D A 
(eV) 

D Ak (s–1) 

TA-A2T 1.88 4.21 × 105 2.62 2.65 × 102 1.94 2.31 × 105 

A2T-A1T 1.29 9.95 × 107 1.73 1.19 × 106 1.33 6.64 × 107 

A1T-GC 

GC- A1T 
1.38 

3.37 × 108 

2.13 × 106 
1.82 

4.17 × 106 

2.64 × 104 
1.42 

2.26 × 108 

1.43 × 106 

GC-CG 1.72 1.83 × 105 2.28 6.81 × 102 1.77 1.11 × 105 

3.3 Charge transport 

The CT rate constants for the hole-transfer steps in DNA and 2'F-

ANA are reported in Tables 2 and 3, respectively. The 

approximations in section 2 lead to equal CT rates for the two 

opposite CT steps between given nucleobase-pairs if purine 

nucleobases of the same kind are involved, while the reaction 

free energy causes different D Ak   values for the A1T-GC and GC-

A1T hole-transfer steps (therefore, both values are reported in 

Tables 2 and 3). 

The theoretical calculation of the rate constant for the A1T-

to-GC hole-transfer step is relevant to experiments on 

photoinduced charge separation and transport in (diblock) DNA 

hairpins,25, 26, 30 in which the hole transfer between A and G 

nucleobases protracts the charge separation.30 Experiments on 

DNA hairpins with a perylenediimide chromophore and a single 

G base working as the hole acceptor produced an A-to-G hole-

transfer rate that ranges from ~ 1010 to ~ 1012 s–1 depending on 

the length of the adenine block separating the chromophore 

from the guanine acceptor.25 More recent experiments using a 

diphenylacetylenedicarboxamide chromophore obtained a rate 

constant ranging from ~ 108 to ~ 1010 s–1.26 This range encloses 

our theoretical values for the A1T-GC nucleobase dimer in DNA 

and 2'F-ANA using the 1S  and 2
S  dielectric constant sets (Tables 

2 and 3). Experiments on diblock DNA hairpins (where the hole 

acceptor consists of more than one G nucleobase) give a CT rate 
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of ~ 1012 s–1.30 However, we expect that hole trapping in the G 

tract is favored by the presence of more guanines, namely, the 

free energy difference between the A and G tracts is increased 

compared to the case in which only one G is present. In fact, a 

value of .G  0
0 45eV was predicted23, 30, 109 (note that part of 

the difference between this value and the value of .0 13 eV 

used in our study can also be attributed to the different 

experimental conditions in the investigations of DNA diblock 

hairpins23, 30, 109 and in the studies that provided the A and G 

oxidation potentials used here82, 83). Furthermore, partial 

charge delocalization within the A and G blocks may reduce110, 

111 the reorganization energy compared to our estimate for the 

A-G dimer. Using .G  0
0 45eV and the reorganization energy 

values corresponding to the 1
S  and 3

S  dielectric constant sets 

(Table 2), we would obtain a ps time scale for the hole transfer 

from A1T to GC, in agreement with the experiment in ref. 30 (see 

Scheme 2B therein). This agreement supports our theoretical 

value for the A1T-GC mean-square electronic coupling in the 

DNA sequence and, more generally, our theoretical-

computational approach to the calculation of electronic 

couplings between adjacent base-pair dimers in either DNA or 

2'F-ANA. This fact, as well as the general agreement between 

the reorganization energy values obtained in this study and the 

available values, for comparison, in the DNA literature (Section 

3.2), help delimit the theoretical uncertainty of our treatment 

in relation to our main conclusions. In fact, such uncertainty is 

expected to be similar for the DNA and 2'F-ANA systems (which 

contain the same nucleobases and experience similar structural 

fluctuations50) and, in both cases, smaller than the differences 

in the CT rates resulting from use of different dielectric constant 

sets. Yet, the similarity of the DNA and 2'F-ANA conductivities is 

not affected by the different dielectric environments. 

Table 4 shows the mean residence time,  , of the hole along 

the path from the TA pair to CG, namely, the average time spent 

by a hole injected in the middle of DNA or 2'F-ANA (for example, 

by contact with an analyte) to travel towards the edge of the 

double strand (where, e.g., the hole is delivered to an electrode 

that functions as a charge drain).   is calculated using the 

different sets of dielectric constants. The value of the effective 

rate constant eff k 1  obtained using the 1S  set is also explicitly 

shown. Table 5 reports the analogous quantities for the path 

from CG to TA. 2
S  leads to   values significantly larger than 

those resulting from 1
S  and 3

S , as a consequence of the 

greater localization of the transferring hole in the more 

polarizable medium, which entails a larger reorganization 

energy.110, 111 However, environments characterized by 

dielectric constants closer to 1
S  and 3

S  are expected in most 

technological applications, where, generally, the nucleic acid is 

not completely surrounded by a polar solvent such as water. 

In the path from TA to CG (see base-pair sequence in Fig. 1), 

the rate of the forward CT from A1T to GC is much larger than 

the backward CT rate (note that we are considering the two 

opposite hole-transfer processes for the same GC-A1T dimer in 

the 5'-to-3' direction; we are not comparing GC-A1T and A1T-GC 

dimers in the 5'-to-3' direction, for which the electronic 

couplings would be considerably different96). The forward and 

backward CT rates for the other self-exchange steps are the 

same, but the backward CT rate from CG to GC is not at play, 

because, in our model, the charge is immediately delivered to a 

drain when it arrives at CG. In both DNA and 2'F-ANA, effk  is only 

slightly smaller than D Ak  for the rate-limiting CT step from GC 

to CG (i.e., 4.49 × 104 s–1 in DNA and 1.83 × 105 s–1 in 2'F-ANA; 

cf. Tables 2 and 3, respectively). For the path from TA to CG, it 

is GC CG   N Nk k
1 , and the  N Nk

1
1  term in the first   expression 

of eqn (2) is much larger than all the other terms, so that 

GC CG  k1  although the backward CT rates are not negligible 

for most of the other CT steps, i.e., the first condition associated 

with the last   expression in eqn (2) is not satisfied. For the 

route from CG to TA, CG GCk  and GC CGk  are both at play, and the 

rate A T GCk
1

 of backward CT from A1T to GC is two orders of 

magnitude larger than the corresponding forward rate GC A Tk
1

 

in both DNA and 2'F-ANA (see Tables 2 and 3, respectively). 

Therefore, the last expression for   in eqn (2) does not apply 

although CG GCk  is much smaller than all other forward CT rates, 

that is, the second condition associated with the last    

expression in eqn (2) is satisfied. This condition needs to be 

combined with the negligibility of the backward CT rates to 

provide a sufficient condition of general validity to approximate 

  as the inverse of the slowest CT rate. 

The results in Tables 4 and 5 indicate that DNA and 2'F-ANA 

have comparable conductivities. Conduction through 2'F-ANA is 

somewhat faster than through DNA in the predominant 

direction of charge transport (from the TA base pair to CG) that 

would be privileged in most applications of the nucleobase-pair 

sequences studied. The DNA hole conduction is a little faster in 

the opposite direction. Clearly, the approximations used in the 

theoretical models do not allow us to establish with certainty 

which of the two systems supports faster hole conduction, while 

from our results it clearly emerges that the DNA and 2'F-ANA 

conductivities have the same order of magnitude in different CT 

environments, as are here modeled using different dielectric 

constants. A more detailed analysis of the CT rates associated 

with the individual base-pair dimers (cf. Tables 2 and 3) shows 

that: the CT through the TA-A2T dimer is similarly fast in the two 

systems; the difference in CT rate is significantly less than one 

order of magnitude for A2T-A1T; the CT rate for the A1T-GC or 

GC-A1T step is about one order of magnitude larger in DNA than 

in 2'F-ANA, and the converse holds for the slow GC-CG step. This 

comparison highlights that appreciable differences in DNA and 

2'F-ANA conductivities may be observed for sequences with an 

appreciable prevalence of intra-strand A-G or inter-strand G-G 

stacks. For mixed sequences such as the ones considered in this 

study, comparable conduction properties are expected, and 2'F-

ANA might prevail due to the faster hole transfer in the guanine 

dimer. Future studies on a variety of base-pair sequences and 

nucleic acid lengths would be desirable to refine the comparison 

between the charge conduction properties of DNA and 2'F-ANA. 

Nonetheless, we expect that the strong indication in support of 

their similar charge transport properties is confirmed, especially 

since our theoretical-computational approach, or more refined 

ones, cannot achieve confidence intervals for the values of the 

CT rates (which depend exponentially on the activation barrier) 

narrower than one order of magnitude. 
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Table 4. Mean travel time ( ) spent by the hole to traverse the 

path from TA to a charge drain in contact with CG. The  values 

corresponding to the 1
S , 2

S  and 3
S  dielectric constants sets 

are denoted 1 , 2 , and 3 , respectively, and are computed 

inserting the CT rates of Tables 2 and 3 into the exact expression 

of eqn (2). The value of the effective rate eff,1 k
1

1  is also 

shown. 

TA to CG 
1 (s) eff,1k (s–1) 

2 (s) 
3 (s) 

DNA  2.41 × 10-5  4.14 × 104  1.38 × 10-2  4.00 × 10-5 

2'F-ANA  7.98 × 10-6  1.25 × 105  5.27 × 10-3  1.36 × 10-5 

 

Table 5. Mean travel time ( ) spent by the hole to traverse the 

path from CG to a charge drain in contact with TA. The notation 

is the same as in Table 4. 

CG to TA 
1 (s)  

eff,1k (s–1) 
2 (s) 

3 (s) 

DNA  4.73 × 10-4  2.12 × 103  5.44 × 10-1  8.57 × 10-4 

2'F-ANA  7.64 × 10-4  1.31 × 103  1.20  1.39 × 10-3 

 

The   values in Tables 4 and 5 are less than doubled, and 

thus the timescales are the same, for the 8-base-pair 

palindromes obtained from the model systems of Fig. 1 

excluding two base pairs in each terminal region. Considering 

the predominant hole transport direction (Table 4) and using 

the 1
S  and 3

S  dielectric constants to describe the polarization 

of the CT environment, we obtain a timescale on the order of 

10 s for the charge transport through the 8-base-pair DNA and 

2'F-ANA palindromes. A much slower conduction, on a 10 ms 

timescale, would be obtained using dielectric constants of 

water ( 2
S ). However, we expect that 1

S  and 3
S  are more 

realistic choices of dielectric constants to describe the charge 

transport through DNA and 2'F-ANA in technologically relevant 

contexts. The use of an intermediate static dielectric constant 

(namely, between the limiting values in 3
S  and 2

S ) would lead 

to a timescale in the ms-to-s range. This timescale is clearly 

reduced if a bias voltage is applied to the system in a device. 

More importantly, the reorganization energies at play might be 

smaller than those calculated by us and in previous studies, and 

thus the hole transport timescale might be correspondingly 

smaller. In this regard, it is important to investigate if a 

significantly smaller effective reaction reorganization energy as 

the one defined by Matyushov and coworkers107 for proteins 

can also be defined for nucleic acids, thus leading to much faster 

hole transport through DNA and 2'F-ANA. 

The present analysis only considers the effects of the 

different backbones in DNA and 2'F-ANA on the structural 

fluctuations that influence both the base-pair π-stacking (which 

is the main factor determining the base-pair electronic 

couplings) and the reorganization energies associated with the 

hole transport. Future studies should ascertain whether the 

backbone difference may produce any appreciable change in 

the electronic couplings and in the reorganization energies, as 

computed by including the backbone connecting the two 

stacked base pairs involved in each CT step. 

Hole delocalization over more than one nucleobase pair 

may change the charge conductivity of the nucleobase π-stack 

in both the DNA and 2′F-ANA systems. This charge 

delocalization should be improbable in polar environments58, 59 

(see Section 2.1) and, anyhow, our results for structural 

fluctuations,50 electronic couplings (ref. 50 and present study) 

and reorganization energies (present study) produce the 

expectation that this charge delocalization, if at play, should 

influence to similar extents the charge conductivities of DNA 

and 2′F-ANA. 

4 Conclusions 

This study shows that the electron-hole conduction occurs on 

the same timescale in DNA and 2'F-ANA. We provide a simple 

scheme for rapid and yet sufficiently accurate description of the 

charge transport through nucleic acid-like systems, which may 

be conveniently applied to systems larger than the ones studied 

here. We also discuss some possible improvements of such 

scheme that may lead to more accurate quantitative evaluation 

of CT timescales in DNA and DNA-inspired systems. 

According to our results, the greater chemical stability of 

2'F-ANA compared to DNA does not entail significant changes in 

the conformational properties of the base-pair pattern, 

concerning the electronic structure and free energy properties 

relevant to the hole transport. In fact, the results of this study, 

combined with those of ref. 50, show (i) similar fluctuations of 

the inter-nucleobase pair electronic couplings as a function of 

the nuclear motion, despite the chemical stability enhancement 

produced by the backbone mutation in 2'F-ANA, and (ii) similar 

free energy parameters (in particular, reorganization energies) 

for the pertinent CT steps. These parameters mainly depend on 

the nucleobase pairs, which are the same in the two nucleic acid 

systems, and on the theoretical-computational modeling of the 

environment around the hole-transfer partners, which includes 

the nucleic acid backbones. Since the environment neutralizes 

the backbone charges in both systems (which is crucial for their 

stability), we expect that more refined theoretical modeling of 

the base-pair surroundings would not change our conclusion on 

the similarity of the reorganization energies associated with the 

CT processes in the two nucleic acid systems. Future studies that 

include explicitly the (solvated) backbone connecting adjacent 

base pairs could investigate this expectation. 

Our results indicate a slightly faster hole transport through 

2'F-ANA than through DNA in the predominant charge transport 

direction, but the theoretical uncertainty in the absolute values 

of the effective CT rates is such not to allow such a strict 

comparison of the two conductivities. Although the absolute 

value of the timescale depends on the base-pair sequence and 

the approximations used in the theoretical modeling of the 

actual systems, we expect that none of these approximations 

can affect the main physical-chemical conclusion of this study, 

namely, the fact 2'F-ANA can conduct electron-holes 

comparably to DNA, thereby providing a valid alternative to 

DNA for technological applications that use nucleic acid charge 

transport and, at the same, can benefit from the enhanced 2'F-

ANA’s chemical stability. 

Page 8 of 12Physical Chemistry Chemical Physics



PCCP  ARTICLE 

This journal is © The Royal Society of Chemistry 2019 Phys. Chem. Chem. Phys. , 2019, 00, 1-3 | 9 

Please do not adjust margins 

Please do not adjust margins 

Conflicts of interest 

There are no conflicts to declare. 

Acknowledgements 

The computations were performed using the Duke Compute 

Cluster and the ET Cluster at Duke University. We acknowledge 

support of our research by the National Institutes of Health 

(Grant GM-48043) and the Blue Waters sustained-petascale 

computing project (R. D. T), which is funded by the National 

Science Foundation (Awards OCI-0725070 and ACI-1238993) 

and the State of Illinois. 

Notes and references 

1. H. M. Meng, H. Liu, H. L. Kuai, R. Z. Peng, L. T. Mo and X. B. 
Zhang, Chem. Soc. Rev., 2016, 45, 2583-2602. 

2. M. Zwolak and M. Di Ventra, Rev. Mod. Phys., 2008, 80, 
141-165. 

3. M. Di Ventra and M. Taniguchi, Nat. Nanotechnol., 2016, 
11, 117-126. 

4. P. Mishra, A. Kumar, A. Nagireddy, D. N. Mani, A. K. Shukla, 
R. Tiwari and V. Sundaresan, Plant Biotechnol. J., 2016, 14, 
8-21. 

5. W. J. Kress, C. Garcia-Robledo, M. Uriarte and D. L. 
Erickson, Trends Ecol. Evol., 2015, 30, 25-35. 

6. J. Wang, Nucleic Acids Res., 2000, 28, 3011-3016. 
7. A. Sassolas, B. D. Leca-Bouvier and L. J. Blum, Chem. Rev., 

2008, 108, 109-139. 
8. Q. Hu, H. Li, L. Wang, H. Gu and C. Fan, Chem. Rev., 2019, 

119, 6459-6506. 
9. J. J. Storhoff and C. A. Mirkin, Chem. Rev., 1999, 99, 1849-

1862. 
10. C. R. Liu, L. M. Xiang, Y. Q. Zhang, P. Zhang, D. N. Beratan, 

Y. Q. Li and N. J. Tao, Nat. Chem., 2016, 8, 941-945. 
11. R. Korol and D. Segal, J. Phys. Chem. B, 2019, 123, 2801-

2811. 
12. G. I. Livshits, A. Stern, D. Rotem, N. Borovok, G. Eidelshtein, 

A. Migliore, E. Penzo, S. J. Wind, R. Di Felice, S. S. Skourtis, 
J. C. Cuevas, L. Gurevich, A. B. Kotlyar and D. Porath, Nat. 
Nanotechnol., 2014, 9, 1040-1046. 

13. R. Zhuravel, A. Stern, N. Fardian-Melamed, G. Eidelshtein, 
L. Katrivas, D. Rotem, A. B. Kotlyar and D. Porath, Adv. 
Mater., 2018, 30, 1706984. 

14. K. Wang, J. Funct. Biomater., 2018, 9, 8. 
15. C. H. Wohlgamuth, M. A. McWilliams and J. D. Slinker, Anal. 

Chem., 2013, 85, 8634-8640. 
16. B. Giese, Acc. Chem. Res., 2000, 33, 631-636. 
17. B. Giese and S. Wessely, Angew Chem Int Edit, 2000, 39, 

3490-+. 
18. B. Giese, J. Amaudrut, A.-K. Köhler, M. Spormann and S. 

Wessely, Nature, 2001, 412, 318-320. 
19. B. Giese, Top. Curr. Chem., 2004, 236, 27-44. 
20. E. M. Conwell, Proc. Natl. Acad. Sci. U. S. A., 2005, 102, 

8795-8799. 
21. F. D. Lewis, P. Daublain, B. Cohen, J. Vura-Weis, V. 

Shafirovich and M. R. Wasielewski, J. Am. Chem. Soc., 2007, 
129, 15130-+. 

22. L. M. Xiang, J. L. Palma, C. Bruot, V. Mujica, M. A. Ratner 
and N. J. Tao, Nat. Chem., 2015, 7, 221-226. 

23. F. D. Lewis, R. S. Kalgutkar, Y. S. Wu, X. Y. Liu, J. Q. Liu, R. T. 
Hayes, S. E. Miller and M. R. Wasielewski, J. Am. Chem. 
Soc., 2000, 122, 12346-12351. 

24. F. D. Lewis, R. L. Letsinger and M. R. Wasielewski, Acc. 
Chem. Res., 2001, 34, 159-170. 

25. T. A. Zeidan, R. Carmieli, R. F. Kelley, T. M. Wilson, F. D. 
Lewis and M. R. Wasielewski, J. Am. Chem. Soc., 2008, 130, 
13945-13955. 

26. M. A. Harris, A. K. Mishra, R. M. Young, K. E. Brown, M. R. 
Wasielewski and F. D. Lewis, J. Am. Chem. Soc., 2016, 138, 
5491-5494. 

27. J. Vura-Weis, M. R. Wasielewski, A. K. Thazhathveetil and 
F. D. Lewis, J. Am. Chem. Soc., 2009, 131, 9722-9727. 

28. F. D. Lewis, H. H. Zhu, P. Daublain, T. Fiebig, M. Raytchev, 
Q. Wang and V. Shafirovich, J. Am. Chem. Soc., 2006, 128, 
791-800. 

29. Z. C. Huang and J. W. Liu, Langmuir, 2018, 34, 1171-1177. 
30. J. H. Olshansky, R. M. Young and M. R. Wasielewski, J. Phys. 

Chem. B, 2019, 123, 1545-1553. 
31. F. D. Lewis, T. F. Wu, Y. F. Zhang, R. L. Letsinger, S. R. 

Greenfield and M. R. Wasielewski, Science, 1997, 277, 673-
676. 

32. H. B. Liu, J. M. Gao, S. R. Lynch, Y. D. Saito, L. Maynard and 
E. T. Kool, Science, 2003, 302, 868-871. 

33. A. Migliore, S. Corni, D. Varsano, M. L. Klein and R. Di Felice, 
J. Phys. Chem. B, 2009, 113, 9402-9415. 

34. G. Brancolini, A. Migliore, S. Corni, M. Fuentes-Cabrera, F. 
J. Luque and R. Di Felice, ACS Nano, 2013, 7, 9396-9406. 

35. S. Hoshika, N. A. Leal, M. J. Kim, M. S. Kim, N. B. Karalkar, 
H. J. Kim, A. M. Bates, N. E. Watkins, H. A. SantaLucia, A. J. 
Meyer, S. DasGupta, J. A. Piccirilli, A. D. Ellington, J. 
SantaLucia, M. M. Georgiadis and S. A. Benner, Science, 
2019, 363, 884-887. 

36. V. B. Pinheiro, A. I. Taylor, C. Cozens, M. Abramov, M. 
Renders, S. Zhang, J. C. Chaput, J. Wengel, S.-Y. Peak-Chew, 
S. H. McLaughlin, P. Herdewijn and P. Holliger, Science, 
2012, 336, 341-344. 

37. N. Maizels, EMBO Rep., 2015, 16, 910-922. 
38. J. B. Vannier, V. Pavicic-Kaltenbrunner, M. I. R. Petalcorin, 

H. Ding and S. J. Boulton, Cell, 2012, 149, 795-806. 
39. G. W. Collie and G. N. Parkinson, Chem. Soc. Rev., 2011, 40, 

5867-5892. 
40. N. Souleimanian, G. F. Deleavey, H. Soifer, S. Wang, K. 

Tiemann, M. J. Damha and C. A. Stein, Mol. Ther.-Nucl. 
Acids, 2012, 1, e43. 

41. C. J. Wilds and M. J. Damha, Nucleic Acids Res., 2000, 28, 
3625-3635. 

42. J. K. Watts, A. Katolik, J. Viladoms and M. J. Damha, Org. 
Biomol. Chem., 2009, 7, 1904-1910. 

43. A. M. Noronha, C. J. Wilds, C.-N. Lok, K. Viazovkina, D. 
Arion, M. A. Parniak and M. J. Damha, Biochemistry, 2000, 
39, 7050-7062. 

44. M. J. Damha, C. J. Wilds, A. Noronha, I. Brukner, G. Borkow, 
D. Arion and M. A. Parniak, J. Am. Chem. Soc., 1998, 120, 
12976-12977. 

45. A. Kalota, L. Karabon, C. R. Swider, E. Viazovkina, M. 
Elzagheid, M. J. Damha and A. M. Gewirtz, Nucleic Acids 
Res., 2006, 34, 451-461. 

46. D. T. Manallack, R. J. Prankerd, E. Yuriev, T. I. Oprea and D. 
K. Chalmers, Chem. Soc. Rev., 2013, 42, 485-496. 

47. S. Akhtar, M. D. Hughes, A. Khan, M. Bibby, M. Hussain, Q. 
Nawaz, J. Double and P. Sayyed, Adv. Drug Deliv. Rev., 

Page 9 of 12 Physical Chemistry Chemical Physics



ARTICLE PCCP 

10 | Phys. Chem. Chem. Phys. , 2019, 00, 1-3 This journal is © The Royal Society of Chemistry 2019 

Please do not adjust margins 

Please do not adjust margins 

2000, 44, 3-21. 
48. M. C. Horny, M. Lazerges, J. M. Siaugue, A. Pallandre, D. 

Rose, F. Bedioui, C. Deslouis, A. M. Haghiri-Gosnet and J. 
Gamby, Lab Chip, 2016, 16, 4373-4381. 

49. E. L. S. Wong and J. J. Gooding, Anal. Chem., 2006, 78, 2138-
2144. 

50. R. D. Teo, K. Terai, A. Migliore and D. N. Beratan, Phys. 
Chem. Chem. Phys., 2018, 20, 26063-26067. 

51. A. Farazdel, M. Dupuis, E. Clementi and A. Aviram, J. Am. 
Chem. Soc., 1990, 112, 4206-4214. 

52. M. D. Newton, Chem. Rev., 1991, 91, 767-792. 
53. L. Lercher, M. A. McDonough, A. H. El-Sagheer, A. 

Thalhammer, S. Kriaucionis, T. Brown and C. J. Schofield, 
Chem. Commun., 2014, 50, 1794-1796. 

54. N. Martin-Pintado, M. Yahyaee-Anzahaee, R. Campos-
Olivas, A. M. Noronha, C. J. Wilds, M. J. Damha and C. 
Gonzalez, Nucleic Acids Res., 2012, 40, 9329-9339. 

55. M. Fujitsuka and T. Majima, Phys. Chem. Chem. Phys., 
2012, 14, 11234-11244. 

56. R. A. Marcus and N. Sutin, Biochim. Biophys. Acta-
Bioenerg., 1985, 811, 265-322. 

57. A. Troisi, A. Nitzan and M. A. Ratner, J. Chem. Phys., 2003, 
119, 5782-5788. 

58. M. Wolter, M. Elstner, U. Kleinekathofer and T. Kubar, J. 
Phys. Chem. B, 2017, 121, 529-549. 

59. N. Renaud, Y. A. Berlin, F. D. Lewis and M. A. Ratner, J. Am. 
Chem. Soc., 2013, 135, 3953-3963. 

60. K. Michaeli, D. N. Beratan, D. H. Waldeck and R. Naaman, 
Proc. Natl. Acad. Sci. U. S. A., 2019, 116, 5931-5936. 

61. R. D. Teo, B. J. G. Rousseau, E. R. Smithwick, R. Di Felice, D. 
N. Beratan and A. Migliore, Chem, 2019, 5, 122-137. 

62. I. Procaccia, S. Mukamel and J. Ross, J. Chem. Phys., 1978, 
68, 3244-3253. 

63. I. Oppenheim, K. E. Shuler and G. H. Weiss, Physica A, 1977, 
88, 191-214. 

64. R. D. Teo, E. R. Smithwick, A. Migliore and D. N. Beratan, 
Chem. Commun., 2019, 55, 206-209. 

65. A. Migliore, J. Chem. Phys., 2009, 131, 114113. 
66. A. Migliore, J. Chem. Theory Comput., 2011, 7, 1712-1725. 
67. R. J. Cave and M. D. Newton, Chem. Phys. Lett., 1996, 249, 

15-19. 
68. R. J. Cave and M. D. Newton, J. Chem. Phys., 1997, 106, 

9213-9226. 
69. J. E. Subotnik, S. Yeganeh, R. J. Cave and M. A. Ratner, J. 

Chem. Phys., 2008, 129, 244101. 
70. A. Migliore, J. Chem. Theory Comput., 2019, 15, 4915-4923. 
71. C. R. J. and M. D. Newton, J. Phys. Chem. A, 2014, 118, 

7221-7234. 
72. R. Peverati and D. G. Truhlar, J. Phys. Chem. Lett., 2011, 2, 

2810-2817. 
73. P. H. Dederichs, S. Blügel, R. Zeller and H. Akai, Phys Rev 

Lett, 1984, 53, 2512-2515. 
74. T. A. Wesolowski and A. Warshel, J. Phys. Chem., 1993, 97, 

8050-8053. 
75. Q. Wu and T. Van Voorhis, Phys. Rev. A, 2005, 72, 024502. 
76. Q. Wu and T. Van Voorhis, J. Chem. Phys., 2006, 125, 

164105. 
77. M. Valiev, E. J. Bylaska, N. Govind, K. Kowalski, T. P. 

Straatsma, H. J. J. Van Dam, D. Wang, J. Nieplocha, E. Apra, 
T. L. Windus and W. A. de Jong, Comput. Phys. Commun., 
2010, 181, 1477-1489. 

78. I. A. Balabin and J. N. Onuchic, Science, 2000, 290, 114-117. 

79. A. R. Arnold, M. A. Grodick and J. K. Barton, Cell Chem. Biol., 
2016, 23, 183-197. 

80. E. O’Brien, M. E. Holt, M. K. Thompson, L. E. Salay, A. C. 
Ehlinger, W. J. Chazin and J. K. Barton, Science, 2017, 355, 
eaag1789. 

81. D. Porath, G. Cuniberti and R. Di Felice, Top. Curr. Chem., 
2004, 237, 183-227. 

82. S. Steenken and S. V. Jovanovic, J. Am. Chem. Soc., 1997, 
119, 617-618. 

83. S. Steenken, S. V. Jovanovic, M. Bietti and K. Bernhard, J. 
Am. Chem. Soc., 2000, 122, 2373-2374. 

84. A. Nitzan, Chemical Dynamics in Condensed Phases, Oxford 
University Press, Oxford, 2007. 

85. J. Blumberger, Phys. Chem. Chem. Phys., 2008, 10, 5651-
5667. 

86. S. F. Nelsen, S. C. Blackstock and Y. Kim, J. Am. Chem. Soc., 
1987, 109, 677-682. 

87. A. Khan, Comput. Theor. Chem., 2013, 1013, 136-139. 
88. R. A. Marcus, J. Phys. Chem., 1963, 67, 853-857. 
89. R. A. Marcus, J. Phys. Chem., 1968, 72, 891-899. 
90. H. L. Tavernier and M. D. Fayer, J. Phys. Chem. B, 2000, 104, 

11541-11550. 
91. G. S. M. Tong, I. V. Kurnikov and D. N. Beratan, J. Phys. 

Chem. B, 2002, 106, 2381-2392. 
92. A. Cuervo, P. D. Dans, J. L. Carrascosa, M. Orozco, G. Gomila 

and L. Fumagalli, Proc. Natl. Acad. Sci. U. S. A., 2014, 111, 
E3624-E3630. 

93. K. Siriwong, A. A. Voityuk, M. D. Newton and N. Rosch, J. 
Phys. Chem. B, 2003, 107, 2595-2601. 

94. T. Steinbrecher, T. Koslowski and D. A. Case, J. Phys. Chem. 
B, 2008, 112, 16935-16944. 

95. T. Kubař and M. Elstner, J. Phys. Chem. B, 2009, 113, 5653-
5656. 

96. N. Rösch and A. A. Voityuk, Top. Curr. Chem., 2004, 237, 37-
72. 

97. D. R. Roe and T. E. Cheatham, J. Chem. Theory Comput., 
2013, 9, 3084-3095. 

98. S. Corni, J. Phys. Chem. B, 2005, 109, 3423-3430. 
99. J. Blumberger and M. Sprik, Theor. Chem. Acc., 2006, 115, 

113-126. 
100. J. Blumberger and M. L. Klein, J. Am. Chem. Soc., 2006, 128, 

13854-13867. 
101. L. H. Hu, M. Farrokhnia, J. Heimdal, S. Shleev, L. Rulisek and 

U. Ryde, J. Phys. Chem. B, 2011, 115, 13111-13126. 
102. M. Breuer, P. Zarzycki, L. Shi, T. A. Clarke, M. J. Edwards, J. 

N. Butt, D. J. Richardson, J. K. Fredrickson, J. M. Zachara, J. 
Blumberger and K. M. Rosso, Biochem. Soc. Trans., 2012, 
40, 1198-1203. 

103. S. Ghosh, A. V. Soudackov and S. Hammes-Schiffer, J. 
Chem. Theory Comput., 2016, 12, 2917-2925. 

104. H. S. Ren, M. J. Ming, J. Y. Ma and X. Y. Li, J. Phys. Chem. A, 
2013, 117, 8017-8025. 

105. B. L. Zhuang and Z. G. Wang, J. Phys. Chem. B, 2016, 120, 
6373-6382. 

106. D. V. Matyushov, J. Phys.-Condes. Matter, 2015, 27, 
473001. 

107. S. S. Seyedi, M. M. Waskasi and D. V. Matyushov, J. Phys. 
Chem. B, 2017, 121, 4958-4967. 

108. D. V. Matyushov, J. Mol. Liq., 2018, 266, 361-372. 
109. N. Renaud, M. A. Harris, A. P. N. Singh, Y. A. Berlin, M. A. 

Ratner, M. R. Wasielewski, F. D. Lewis and F. C. Grozema, 
Nat. Chem., 2016, 8, 1015-1021. 

Page 10 of 12Physical Chemistry Chemical Physics



PCCP  ARTICLE 

This journal is © The Royal Society of Chemistry 2019 Phys. Chem. Chem. Phys. , 2019, 00, 1-3 | 11 

Please do not adjust margins 

Please do not adjust margins 

110. R. A. Petersen and D. H. Evans, J. Electroanal. Chem., 1987, 
222, 129-150. 

111. A. Migliore and A. Nitzan, ACS Nano, 2011, 5, 6669-6685. 

 

Page 11 of 12 Physical Chemistry Chemical Physics



 

189x96mm (150 x 150 DPI) 

Page 12 of 12Physical Chemistry Chemical Physics


