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The enzyme Candida Antarctica lipase B (CALB) serves here as a model for 
understanding connections among hydration layer dynamics, solvation shell 
structure, and protein surface structure.  The structure and dynamics of water 
molecules in the hydration layer were characterized for regions of the CALB 
surface, divided around each !-helix, "-sheet, and loop structure.  
Heterogeneous hydration dynamics were observed around the surface of the 
enzyme, in line with spectroscopic observations of other proteins.  Regional 
differences in the structure of the biomolecular hydration layer were found to 
be concomitant with variations in dynamics.  In particular, it was seen that 
regions of higher density exhibit faster water dynamics.  This is analogous to 
the behavior of bulk water, where dynamics (diffusion coefficients) are 
connected to water structure (density and tetrahedrality) by excess (or pair) 
entropy, detailed in the Rosenfeld scaling relationship.  Additionally, effects 
of protein surface topology and hydrophobicity on water structure and 
dynamics were evaluated using multiregression analysis, showing that 
topology has a somewhat larger effect on hydration layer structure-dynamics.  
Concave and hydrophobic protein surfaces favor a less dense and more 
tetrahedral solvation layer, akin to a more ice-like structure, with slower 
dynamics. Results show that pairwise entropies of local hydration layers, 
calculated from regional radial distribution functions, scale logarithmically 
with local hydration dynamics. Thus, the Rosenfeld relationship describes the 
heterogeneous structure-dynamics of the hydration layer around the enzyme 
CALB. These findings raise the question of whether this may be a general 
principle for understanding the structure-dynamics of biomolecular solvation. 
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motion is coupled to relaxation of the surrounding 
structure.  Enskog theory describes diffusion in the 
limit of the hard-sphere model, where particles 
interact only when in direct contact with one another 
(via an infinitely repulsive potential when the spheres 
of radius #/2 are at a distance of # from one 
another).20 Enskog diffusion, DE, is described by     

!! ! !
!!
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!  (1) 

 
where $ is density, m is mass, and g(") is the value 
of the radial distribution function at the hard-sphere 
contact distance, ", or in the case of generic liquids, 
the first maximum in g(").  The Enskog relation sets 
up the expectation for the ÒnormalÓ dependence of 
diffusion on density. Namely, that diffusion 
decreases as density (and the number of collisions) 
increases.  Rosenfeld,21, 22 and later Dzugotov,23 
connected diffusion to excess entropy.  The 
connection arises via the liquid structure, described 
by g("), which can be used to calculate the pair 
entropy (vide infra). 

Rosenfeld scaling is a semi-empirical 
ÔuniversalÕ explanation to describe the diffusion-
entropy scaling relation of dense fluids, including 
water.24 According to Rosenfeld scaling, the relation 
between dimensionless diffusion and excess entropy 
is as follows:  

!
!
! ! !"# !!!" !  (2) 

where D* is the dimensionless diffusion constant that 
is described by 

!
!
! !

!! !

!!! ! ! !
!!  (3) 

where D is the diffusion coefficient, and # and m are 
density and mass of the solvent.  Meanwhile, Sex is 
the excess entropy, which is defined as the difference 
between the entropies of the liquid (S) and ideal gas 
(Sid) under the same density and temperature: 

!!" ! ! ! !!".    (4) 
The terms A and $ in Eq. 2 are scaling parameters 
that depend on the nature of molecular interactions 

and properties.  However, Dzugotov demonstrated 
universal scaling between diffusion and entropy in 
atomic liquids, showing that Sex can be restricted to 
S2, the two-body (or pair) entropy term (see more 
below).23  He also pointed out the utility of the 
structure-dynamics connection, explaining that 
diffusion constants Òcan thus be calculated from the 
diffraction data in those cases where direct 
measurement is not possible, or inferred from a 
structural modelÓ.23 

To understand apparent anomalies that arise 
in Rosenfeld scaling, it is worth commenting on the 
excess entropy relationships.  As with ideal gases, 
the entropy of a liquid drops as its free volume 
decreases (density increases).  Excess entropy, 
however, is the difference between the entropy of the 
liquid and the ideal gas.  As density increases in 
simple liquids, the entropy of the liquid decreases 
more quickly than the corresponding ideal gas, due to 
intermolecular interactions that enhance the order of 
the substance, which can be characterized 
experimentally by X-ray and neutron scattering 

data.25 The excess entropy is often found to be 
described well by the pair entropy, S2 (see Methods 
for further detail).26 27  In simple liquids, then, the 
pair and excess entropy decrease as density 
increases. 

The connection between thermodynamics (S2, 

arising from liquid structure) and transport properties 
(dynamics) has been demonstrated to hold with the 
normal relationship of D $ 1/# for atomic liquids, 
atomic diffusion in a crystalline lattice, and Lennard-
Jones fluids.23 Furthermore, Rosenfeld scaling has 
been validated for many different systems, including 
water, simple liquids,28 ionic metals,28-30 model 
polymeric metals31 and ionic liquids.32, 33  However, 
this scaling shows different behavior for different 
systems; for example, there are differences between 
simple liquids and network forming liquids. It is 
interesting to note that while most systems such as 
simple liquids and water show violation of Rosenfeld 

Page 3 of 22 Physical Chemistry Chemical Physics



scaling at low temperatures,34 studies of ionic liquids 
have indicated the validity of Rosenfeld scaling even 
at much lower temperatures.34    

Rosenfeld scaling is valid for liquid (bulk) 
water at various states in the density-temperature 
phase diagram,35, 36 but the relationship between 
diffusion and density for water is opposite that of a 
simple liquid, and thus may be considered 
anomalous. It appears that tetrahedrality in liquid 
structure reverses the relationship between liquid 
density and diffusion.   Like water, ionic melts are 
liquids that form tetrahedral configurations at the 
microscopic level and exhibit water-like anomalous 
behavior in the density-diffusion relationship at the 
macroscopic level.37 In tetrahedrally-structured 
liquids, librational modes give rise to concerted 
motions in the networked liquid that are enhanced as 
density increases, allowing more facile diffusion in 
the cage of nearest neighbors.38  In certain parts of 
liquid waterÕs phase space, it is seen that tetrahedral 
order is highest at low density,29, 39 just as ice (solid 
water) has lower density and higher tetrahedral order 
than liquid water.  These quantities are reflected in 
the excess entropy of water: as density increases and 
tetrahedral order decreases, excess entropy increases.  
Within the Rosenfeld relationships describing water, 
as excess entropy increases with density, so does 
diffusion.   
  In order to examine water dynamics in the 
biomolecular hydration layer and connections among 
water structure, macroscopic thermodynamics, and 
transport properties, it is crucial to consider the 
organization of water at the protein interface. Water 
is a tetrahedral network-forming liquid, exhibiting 
anisotropic hydrogen-bonding of the water molecules 
with a local coordination number of nearly 4 (Fig. 
1).40 Studies regarding tetrahedral order in the 
hydration layer of biomolecular solutes are reported 
for different systems such as small sugar molecules,41 
small peptides,42 and a small protein.43  

Rosenfeld scaling (ln D* $ S2, Eq. 2) was 
evaluated here for its ability to describe the 
correlation between water structure and water 
dynamics in hydration layer water around the 
enzyme Candida antarctica lipase B. The data here 
suggests that Rosenfeld scaling, or the entropy-
density-diffusion relationship, may shed light on 
connections among biomolecular structure, hydration 
shell structure, and hydration dynamics. Scaling 
relationships between local diffusivities and excess 
entropy have been suggested previously as a way to 
evaluate hydration dynamics for a small peptide or 
protein,42, 44, 45 but heretofore have not been examined 
for such systems. 

2 Methods 

2.1 Simulation Details 

The starting coordinates for simulations of 
CALB enzyme were taken from the X-ray 
crystallographic structure (PDB ID: 1TCA, 
resolution: 1.55 �).17 All crystallographic water 
molecules were kept, as we recently showed this 
leads to fastest equilibration in aqueous 
simulations.46 MD simulations were performed using 
GROMACS (version 4.6.3)47 software package. 
AMBER03 force field48 was used for the CALB 
enzyme, and the SPC/E water model49 was used to 
represent water.  The protein force field 
GROMOS53a650 was also used for the CALB 
enzyme with SPC/E water, in order to check the 
dependence of results on protein force field. The 
results presented in the main text use AMBER03 and 
SPC/E water, as this was recently shown by King et 

al. to reproduce experimentally measured protein-
water hydrogen bond lifetimes.51 Among the 
common simple, fixed charge water force fields, 
SPC/E model best reproduces experimental water 
reorientation times and diffusion.52 
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The enzyme was centered in a cubic periodic 
box with a minimum distance of 1.0 nm between 
protein and any side of the box, and it was solvated 
with water. Note that boundary conditions have been 
observed to affect hydration dynamics in protein 
simulations. However, Chandramouli et al.53 found 
that self-diffusion coefficients and solvent radial 
distribution function, which are key data in this 
work, are not sensitive to boundary conditions. 
Na+ and Cl_ ions were added, replacing solvent 
molecules, to neutralize the systems at a 0.15 M salt 
concentration. One system was prepared by adding 
one sodium ion (without adding salt), which was 
sufficient to obtain a neutral charge, in order to 
compare salt effects on results (with no discernible 
difference in hydration dynamics). The LINCS bond 
length constraint algorithm54 was used. For 
electrostatic interactions, Particle Mesh Ewald 
summation was used.55 A grid spacing of 0.12 nm 
combined with an interpolation order of 4 was used 
for long-range interactions.  For van der Waals 
interactions, a 1.4 nm cut-off was used. Energy 
minimization was done using steepest descent 
algorithm.56 Position restraints were used on heavy 
atoms while annealing, where the system was 
gradually heated from 50 K to 300 K throughout a 
200 ps time period. Systems were equilibrated in the 
NPT ensemble for 20 ns at 300 K using V-rescale 
thermostat57 and at 1 bar using Berendsen barostat58 
for conditions similar to in vitro catalysis.19 Finally, 
the production runs were done in NVT ensembles at 
300 K using Nos�-Hoover thermostat for a canonical 
ensemble.59, 60 The Nos�-Hoover thermostat provides 
weak thermal coupling with the bath. In analysis of 
water dynamics in an NVE ensemble versus NVT 
ensemble with Nos�-Hoover thermostat, Basconi and 
Shirts found the thermostat had negligible influence 
on water transport properties.61  

Results were obtained from sets of 50 ns and 
20 ns production runs. Seven trajectories (totaling 
260 ns) were generated for the system with 

AMBER03 force field at 300 K, using different 
randomly assigned initial velocities. For the 
comparison system with GROMOS53a6 force field, 
three 50 ns trajectories were generated using the 
same protocol. In order to assess that outcome of the 
results does not depend on the specific choice of 
water model, one 50 ns trajectory with AMBER03 
force field and TIP4P water model was generated 
using the same protocol. For statistical sampling, 
analyses of hydration dynamics (detailed below) 
were block-averaged with 10 ns time blocks acquired 
from multiple trajectories. Uncertainties are reported 
at the 95% confidence level, using the student t-test.62 
When calculating density and entropy using the 
radial distribution function, the standard deviation 
was calculated, as the radial distribution function is 
already an average quantity.  

2.2 Analysis 

Previous work has recognized that water 
molecules near a concave protein surface reside for a 
much longer time than near a convex protein 
surface.13 In order to consider topology when 
evaluating the question of how protein structure and 
water dynamics relate, a qualitative scale ranging 
from 1 to 5 was used to describe the surface 
curvature: 1 for concave, 2 for concave to flat 
(intermediate character), 3 for flat, 4 for convex to 
flat (intermediate character), and 5 for convex 
surface regions. This scale was assigned to each 
surface-exposed secondary structure and connector 
of CALB enzyme, and is illustrated in Fig. 2.  

2.3 Water Dynamics: 

CALB is known to sample three 
conformations that depend on the distance, d, 
between the !5 and !10 helix.18 Depending on this 
distance, the conformations can be characterized as 
open (d > 1.90 nm), closed (d < 1.52 nm), or 
crystallographic (1.90 nm % d % 1.52 nm).  Hydration 
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functions were also calculated for water molecules 
around the C! atoms of the protein backbone63 (see 
Fig. S1 of Supplemental Information), but in general, 
solvation shells were less well defined, due to 
variations in side chain lengths. 

GROMACS software was used to obtain the 
dipole reorientational autocorrelation function, C2(t). 
At time t, C2 is given by,  

!! ! ! !! ! ! ! ! !! !   (5) 
where P2  is the second Legendre polynomial and e(t) 
is the dipole orientational vector at time t.64 The 
reorientation time %2 was extracted as the time where 
C2(t)= 1/e.  Reorientation times were also calculated 
for the water O-H vectors (for comparison to 
published simulations data), and are provided in 
Table S2. It was seen here that reorientation times 
are similar across both water vectors (dipole vs. O-H 
vectors).   

GROMACS software was used to calculate 
diffusion coefficients of water molecules in the 
hydration layer, from mean-square displacements 
(MSD) using the Einstein relationship,  

!
!
! !"#!!! !!"#     (6) 

where <r2> is mean square displacement, a is the 
dimensionality in the diffusion process, and D is self-
diffusion coefficient. Diffusion coefficients were 
calculated for 200 ps time blocks by least square 
fitting of a straight line from t= 20 ps to 60 ps, which 
corresponds to time within the hydration layer (vide 

infra) and an interval over which <r2> is consistently 
linear.  

GROMACS software was also used to obtain 
hydrogen bond auto-correlation functions,65 which 
were analyzed graphically to obtain hydrogen bond 
lifetimes.66 The autocorrelation functions were fit 
with both biexponential and triexpoential fits, and the 
tables are presented in Table S3 of Supplemental 
Information. In order to give a characteristic 
timescale of each solvation environment by region, 
the hydrogen bond correlation and water 
reorientation times presented in Table 1 are the 1/e 

times (as suggested for hydration dynamics by King 
et al.51).  

A Fortran code was developed to calculate 
hydration shell water residence times. The residence 
time describes how long a water molecule resides in 
the protein hydration layer before leaving.  For this 
analysis, the hydration layer was considered to be the 
first and second hydration shells (within 5 � of 
protein) in order to compare with published 
simulations67 and spectroscopic data.10, 68 A survival 
probability time correlation function, Cres(t), was 
calculated, in which a water residing in the layer is 
assigned a value of 1 at time t (h(t)=1), and a value 
of 0 when it leaves the hydration layer (h(t)=0), 
giving: 

!!"# ! !!! ! ! ! ! ! !!  (7) 
where the brackets denote averaging over all 
hydration layer water molecules across multiple time 
blocks.  The residence time is fit to the time when 
Cres(t) = 1/e.  Residence times were also calculated 
by histogramming the time for water to leave the 
hydration layer.  Histogram and correlation time 
values were found to be statistically equivalent, and 
values presented herein are from the histogram 
averages and uncertainties, from 10 ns block 
averaging, reported at the 95% confidence level 
using the student t-test. 

2.4 Water Structure (Local Density, Entropy and 
Tetrahedral Order) 

The area under the peak of the radial 
distribution function can define coordination number 
or number of nearest neighbor atoms.69 Therefore, 
the local density of water around separate secondary 
structures and connectors was calculated by 
integrating the area under the peak of the radial 
distribution function corresponding to the first 
hydration layer (i.e 3 �) water oxygens around side 
chain atoms of each exterior secondary structure and 
loop region, except for the !4, !6 and !8 helices due 
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to noise from the low number of water molecules 
around them.  

There is not a tractable, direct approach for 
entropy calculation of water in hydration layers.44, 70, 

71 One way of calculating the entropy of bulk water is 
through its structural order, which can be obtained by 
calculating the n-particle correlation function. The 
excess entropy can be written as a summation of n-
particle entropy terms, 

!!" ! !! ! !! !!  (8) 
This expression for excess entropy has been used to 
predict water dynamic properties in work by 
Chakravarty and coworkers.35 However, the 
calculation of n-particle correlation function for n>2, 
in order to obtain three body or higher contributions 
to the excess entropy, is almost impossible for 
complex systems. Therefore, only the contribution 
for n=2 (pair entropy S2) is calculated here. It has 
been shown that for many atomic and molecular 
systems, the pair entropy contribution to the excess 
entropy is convenient and dominant.38, 72-75 Giaquinta 
and co-workers have shown the similarity between 
calculated pair entropy of TIP4P water model and 
experimental excess entropy.76 Furthermore the pair 
entropy has been used by Nayar and Chakravarty to 
replace the excess entropy in building relationships 
between structure, entropy and transport properties in 
water and water-like liquids.72 Using S2, their results 
are consistent with the Rosenfeld scaling modelÕs  
description of the relationship between entropy and 
diffusion.   

In order to evaluate the validity of the 
Rosenfeld scaling model for dynamics of water in the 
protein hydration layer of CALB, the pair entropy S2 

was calculated for different regions of the solvation 
shell. The regional values of S2 were then used to 
evaluate connections between hydration layer water 
structure and transport properties of water.  For a 
system consisting of a total number of N particles, 
the pair entropy is given by,  

!! !"! ! !!!" !! !
! !"! !

! ! ! !
! ! ! !

!
!"

!!

!
! 

                            (9) 
where g(2)(r) is the radial distribution function. Here 
the radial distribution functions of water oxygen 
around side chains of each secondary structure and 
connector were used and integrated out to the first 
hydration shell boundary, r1. 
  Since tetrahedrality in the water network is 
related to its entropy77 and density,39, 77 the 
tetrahedrality of hydration layer water was examined 
as well. GROMACS software was used to calculate a 
tetrahedral order parameter, which was developed by 
Chau and Hardwick.78 This parameter contains an 
angular part (Sg) and a distance part (Sk), which range 
from 0 to 1. For a perfect tetrahedron, Sg and Sk are 0. 
As the organization deviates from tetrahedrality, the 
values of Sg and Sk increase and reach a maximum of 
1.  Tetrahedrality values are reported herein as 1-Sk, 
so that tetrahedrality increases from 0 (no order) to 1 
(perfect tetrahedron). 
 

3 Results  

The hydration dynamics around each 
secondary structure and connector were analyzed 
using water-protein hydrogen bond lifetimes, 
hydration layer residence times, diffusion 
coefficients, and reorientation times around each !-
helix. A color-coded map of CALB-water hydrogen 
bond lifetimes (HBLTs) for !-helices, "-sheets and 
connector regions is shown in Figure 4(a).  Regions 
with fast protein-water HBLTs (< 30 ps) are in green, 
intermediate speeds in yellow (30-75 ps), and slow 
dynamics (> 75 ps) in red.  Another color-coded map 
of water diffusion coefficients around individual !-
helices, "-sheets and connector regions is shown in 
Figure 4(b).  Regions with fast diffusion (> 1.5 x 10-5 
cm2/s) are in green, intermediate speeds in yellow 
(1.0-1.5 x 10-5 cm2/s), and slow dynamics (> 1.0 x  
10-5 cm2/s) in red.  Initially, the regional hydration 
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Table 3. Standard coefficients 

Source Value 
Standard 

error 
t Pr > |t| 

Lower bound 

(95%) 
Upper bound (95%) 

Curvature 0.704 0.129 5.448 < 0.0001 0.431 0.976 
% hydrophobicity -0.284 0.129 -2.197 0.042 -0.556 -0.011 

 
 In order to determine the size of the effect 
from each independent variable (curvature and 
percent hydrophobicity) on the dependent variable 
(water density), the standard coefficients were 
determined for a multi-variable equation. Table 3 
shows standard coefficients for the model, where it 
is seen that surface curvature has more effect on 
regional water density (with a standard coefficient 
of 0.704) than hydrophobicity (with a standard 
coefficient of 0.284).  Thus, protein structure and 
hydration layer water structure are correlated.!!
 
3.2 Water Structure and Water Dynamics 

3.2.1  Water density and water dynamics 

Since a general trend between water 
density and surface curvature was observed, next 
the relationship between local water density and 
hydration dynamics was analyzed for each 
measure of water dynamics (translational, 
rotational etc.). Figure 8(a) shows the regional 
diffusion coefficients of hydration shell water 
molecules vs. regional water density. As can be 
seen, there is a linear relationship (R2 = 0.85) 
between regional diffusion times and regional 
water density within the hydration shell, with 
higher water densities exhibiting faster dynamics, 

as seen in bulk water. Figure 8(b) indicates that the 
regional protein-water hydrogen bond lifetimes do 
not exhibit the same relationship with water 
density that the diffusive dynamics (i.e. residence 
times, diffusion) of the hydration layer do. The 
longest hydrogen bond lifetimes (slowest 
dynamics) are observed in regions of low density, 
and these longer H-bond lifetimes may arise from 
primarily entropic (excluded volume) effects 
explained by the extended jump model of 
hydrogen bonding.80 Figure 8(c) shows the 
regional residence times of hydration shell water 
molecules vs. regional water density. As can be 
seen, there is a correlation between regional 
hydration layer residence times and the density of 
the hydration shell, but the correlation (R2 = 0.70) 
is not as high as with diffusion. Figure 8(d) 
indicates that regional reorientation times and 
local hydration shell density are also correlated, 
with a correlation coefficient of 0.73.  Taken 
altogether, each measure of water dynamics 
evaluated versus hydration shell density indicates 
that faster diffusive dynamics are observed in 
solvation layers having higher density. This is the 
same density-diffusion trend that has been 
observed in bulk liquid water.  

 

3.2.2 Water density, tetrahedral order and water 

dynamics 
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local solvent dynamics. According to all of the 
water dynamics parameters studied, a range of 
dynamics is observed over different surface areas 
of CALB.  For instance, protein-water hydrogen 
bond lifetimes show a spread of values throughout 
the different surface areas of CALB, from 454 ps 

around !4 to 18 ps around the connector region 

between !3 and "4 (Figures 4(a) and 8(b)). The 
regional water diffusion times, water residence 
times and reorientation times also show 
heterogeneous water dynamics, even when 
considering only exterior regions.  Concomitant 
with this is differences in water structure around 
the protein surface regions, as seen in the radial 
distribution functions in Fig. 3.  

As mentioned before, in previous studies it 
has been found that both chemical heterogeneity 
and topological heterogeneity of the protein 
structure can affect water dynamics around the 
protein. These two factors were investigated to 
understand the extent to which surface chemistry 
and curvature affect water dynamics in the 
hydration shell.  It has been shown in numerous 
studies that hydration dynamics in proteins 
strongly depend on whether the surface is concave 
or convex. 13, 79 In CALB, the interior residues (!4 
and !6) certainly have slower hydration dynamics, 
where the protein surface is concave.  Clearly, this 
is a dominating factor for water dynamics within 
concave (interior) surfaces, which are dramatically 
retarded relative to exterior surfaces. According to 
Figure 6, it can be seen that there is also a general 
trend between water structure and protein 
structure (surface curvature), with more convex 
protein regions giving rise to higher water density 
in the solvation shell, and more concave protein 
surfaces giving rise to lower water density. Figure 
6 shows that water density is correlated with 
CALB enzyme surface curvature (R2 =0.82), but 

analysis indicates hydrophobicity also influences 
water density. 

Bagchi and co-workers saw a strong 
relationship between percent polar solvent-
accesible surface area in the protein and solvation 
layer residence times.81 They observed slowest 
water dynamics next to more hydrophobic regions. 
Laage and co-workers measured reorientation 
times of water around proteins and they found that 
the slowest hydration later water molecules were 
most highly oriented next to hydrophobic regions 
and hydrogen bond donors.14 In CALB, there is a 
trend of water density increasing when the surface 
is more hydrophilic, as shown in Figure 7 (R2 = 
0.63). In CALB, the surface chemistry alone 
(hydrophilicity/hydrophobicity) does not 
determine the density of the water shell, nor the 
hydration dynamics. The CALB surface was 
color-coded by amino acid type (hydrophobic, 
hydrophilic, basic, acidic), and can be seen in SI 
Figure S4.  It may be that the spatial arrangement 
of amino acid type also has an influence on 
hydration dynamics, along with the relative 
quantity of polar/hydrophobic residues.  For 
instance, Berne and co-workers found that 
Òcorrelated hydrogen bondsÓ within hydrophobic 
regions affect protein hydration.82  For interested 
readers, Table S4 in Supplemental Information 
provides additional information regarding the 
properties of each CALB region.  Future work 
may incorporate additional properties of the 
protein surface for further analysis of how protein 
structure affects hydration layer structure and 
dynamics.  The multi-regression analysis done in 
this study focuses on two properties, topology and 
hydrophobicity, and indicates the best correlation 
between water density and protein surface 
characteristics (assessed by P-value) occurs when 
both curvature and hydrophobicity are taken into 
consideration, with weights of 0.704 and 0.284 
respectively, giving an R2 value of 0.88.  
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Hydration layer density, in turn, is correlated with 
hydration dynamics (Fig. 8).  Rosenfeld scaling 
(Eq. 2, as shown in Fig. 10) provides a theoretical 
explanation for this structure-dynamics connection 
in the hydration layer, which arises from pair 
entropy. 

The correlation between regional surface 
properties-- evaluated regionally across an entire 
!-helix, loop/connector, or "-sheetÑand the 
dynamics of the regionÕs hydration layer indicates 
that this ÒmesoscopicÓ characterization can 
provide physical insight into how the protein 
surface locally influences the dynamics of water in 
its solvation shell.  The findings also suggest that, 
in spite of water structure being highly networked, 
and water dynamics being highly cooperative, 
local/regional surface effects dominate the extent 
to which the (local/regional) hydration layer 
dynamics is slowed by the protein.  In prior work 
by Laage and co-workers, a ÒmicroscopicÓ 
characterization of water molecules in the direct 
vicinity of individual amino acids provided insight 
into the influence of side chain identity on water 
reorientation times and hydrogen bond dynamics.83 
Analysis of ÒmacroscopicÓ, or global, 
characterizations of hydration shell dynamics from 
NMR relaxation experiments by Halle and 
Davidovic,84 on the other hand, has been used to 
explain (global) protein hydrodynamics. By 
assuming that surface reorientation times are 
proportional to the local viscosity, proteinsÕ 
rotational and translational diffusion times in 
solution were shown to depend on the globally-
characterized dynamics of the hydration layer.84 

There are different molecular interactions 
and mechanisms that participate in determining the 
time scale of dynamics of hydration shell water 
around the protein. The dipolar character of water 
and charged or polar groups in the protein create a 
strong electric field between protein and the 
hydration shell around it. The macroscopic 

polarizability can be characterized by the dielectric 
constant of the hydration layer.85 Heterogeneity of 
amino acid content in different areas of the protein 
interface will give rise to heterogeneous dielectric 
constants in the hydration layer. Reorientational 
relaxation rates and the degree of orientational 
polarization will depend on the structure and 
dynamics of the hydrogen bond network, as well 
as electrostatics in the local 
environment.  Meanwhile, fluctuations in 
molecular topology cause fluctuations in local 
electrostatic forces, which are linked with ultrafast 
dynamics of hydration shells.86 Fluctuations in 
intermolecular electric forces result in fluctuations 
in the OH stretch vibrational frequency, which 
happens on a femtosecond time scale and is known 
as spectral diffusion.86 Hydrogen bond dynamics, 
which include reorientation, consist of breaking 
and reforming of hydrogen bonding on a 
picosecond time scale, with direct effects on the 
residence time of first hydration shell water 
molecules.14 In this paper we focus on measures of 
hydration dynamics that can be assessed through 
site-specific spectroscopic studies, for comparison 
with experimental data.  For example, residence 
time hydration layer water molecules were found 
to be on the tens of picoseconds timescale, which 
is in agreement with spectroscopic data.10, 68 Other 
characteristics of the solvation layer, such as local 
dielectric and dipole moment, would be intriguing 
investigations in future work, as they are likely 
also related to solvent structure.   

When analyzing the relationship between 
water density and water dynamics (Figure 8(a) - 
(d)), it was seen that solvation shell reorientation 
times, diffusion coefficients and hydration layer 
residence times are correlated with the density of 
water in the solvation shell, while protein-water 
hydrogen bond lifetimes are not (although the 
slowest HBLTs are found in regions of low 
density). The differences in density-dynamics 
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correlations across different measures of hydration 
shell dynamics can be explained using enthalpic 
and entropic contributions. Differences in 
diffusion are mostly a function of entropy,87, 88 the 
majority of which can be directly calculated from 
water structure (RDF, or g(r)).  Note that water 
residence times (dependent on diffusion 
perpendicular to the protein surface) and diffusion 
coefficients are highly correlated (Figure 5).  
Diffusion is known to have a dependence on 
density, via excess entropy, in bulk liquids.  
Hydrogen bond dynamics, on the other hand, 
comprise large-scale angular jumps in bulk 
solution and surface-exposed regions,64 but 
diffusive motion in more convex or interior 
regions.89  The hydrogen bond dynamics, in turn, 
influence water reorientation times.80  It has been 
shown in vibrational sum-frequency generation 
spectroscopy experiments that until a certain 
temperature, differences in hydrogen bond 
lifetimes arise primarily from enthalpy.90 Thus, 
protein-water hydrogen bond lifetimes may be 
determined by protein structure, moreso than 
water structure. 

Another way of analyzing water structure 
is water organization. Titantah et al. studied the 
effects of density and order on the rotational 
dynamics of water.  They reported that in bulk 
water, low local density of water molecules are 
mainly characterized with high tetrahedral order, 
whereas less tetrahedral order is characteristic of 
regions with high local water density.39 Titantah et 

al. also observed that density and order have 
opposite effects on water rotational dynamics: 
water reorientation increases with higher water 
density and decreasing tetrahedral order, whereas 
water reorientation slows in regions of lower water 
density and increased order (i.e. having more ice-
like characteristics).79 In Figure 9, which plots 
water tetrahedral order vs. water density at the 
protein interface, it can be seen that there is a 

linear correlation between hydration shell water 
density and tetrahedral order, where tetrahedral 
order decreases with increasing local water 
density. Therefore, plots of tetrahedral order vs. 
water dynamics, akin to those shown in Figure 8 
(a)-(d) for density vs. water dynamics, would 
show higher mobility in hydration layers with 
lower tetrahedral order. It can be stated that 
according to this present study, the conclusions by 
Titantah et al. about order (tetrahedrality) and 
density effects on the dynamics of bulk liquid 
water are valid for water in the CALB hydration 
shell, too. 

Overall, it has been found that more 
convex and hydrophilic protein surfaces lead to a 
water structure with more density and less 
tetrahedral order. This can be connected to the 
iceberg model by Frank and Evans91 and 
Kauzmann.92 Xu and Berne have shown that in the 
hydration layer around non-polar groups of a 
polypeptide, hydrogen bonds among water 
molecules become stronger in energy. They also 
suggested that there should be an entropic 
contribution, too, in addition to this energy effect, 
since hydrophobic interfaces would increase the 
order in surrounding water molecules and this will 
lead to lower entropy.93 Bakker and coworkers 
observed stronger hydrogen bonds and higher 
ordering near hydrophobic surfaces via sum-
frequency generating spectroscopy,94 echoing 
results from Raman spectroscopic studies by Ben-
Amotz and co-workers that observed higher order 
in the hydration shells around small alcohols95 
(which are not dissimilar to some amino acid side 
chains) and ab initio MD simulations by Avbelj 
and co-workers showing strengthened water 
hydrogen bonds around hydrophobic solutes.96 Pal 
et al. studied the water near structured 
hydrophobic surfaces of alkane crystals and they 
observed that the water density is reduced near 
hydrophobic interfaces.97 Enhanced ordering at 
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hydrophobic regions is also observed in the data 
for CALB, where lower density and higher 
tetrahedral order correlate with protein 
hydrophobicity and concave topologies, resulting 
in lower entropy. This in turn scales with the 
diffusion and other measures of dynamics in the 
hydration layer. 

In summary, the thermodynamics and 
dynamics of hydration shell water were studied by 
analyzing the relationship between diffusion and 
entropy. The fascinating relationship between 
diffusion coefficients and pair entropy has the 
capability to shed light on the correlation between 
the structure and dynamics of a liquid.44 Rosenfeld 
scaling, which describes the diffusion-entropy 
scaling relation of dense fluids including water,24 
was used in the present study for CALB enzyme 
hydration shell water (Figure 10).  The data here 
indicates that in addition to its validity for bulk 
water (and many other liquids), the Rosenfeld 
scaling relationship is valid for water molecules in 
local hydration shells, too.  

5 Conclusions 

Protein structure affects water structure 
and dynamics through topological and chemical 
effects.  Water density and diffusion increase at 
more hydrophilic and convex regions of the CALB 
surface. Multi regression analysis was used to 
determine that local water structure and dynamics 
are more highly influenced by topological 
heterogeneity than by the chemical heterogeneity 
of the protein structure. Concave and hydrophobic 
regions induce a hydration layer with lower 
density, higher tetrahedral order, and slower 
dynamics: this could be considered to be more ice-
like, although most water molecules remain quite 
mobile. 

The Rosenfeld-scaling relationship of 

entropy-diffusion appears to be valid for hydration 

layers in this model protein CALB.  In this work, 

pairwise entropy, S2, which is the first term in the 

excess entropy, shows high correlation with 

solvent shell diffusion coefficients, indicating this 

term is dominant in describing relationships 

between structure-dynamics of hydration layer 

water around the protein.  The ability to tune the 

dynamics of the solvation layer, which could 

impact biomolecular dynamics and function,
98, 99

 

might be achieved by engineering the solvation 

shell structure. The question remains whether 

biomolecule hydration shells generally exhibit 

relationships between water structure and 

dynamics that are described by Rosenfeld scaling 

and governed by excess entropy relationships. 
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Protein hydration layer dynamics vary by region, and depend on structure (density and 
tetrahedrality) of local water layer 
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