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Abstract 

We present results from a recent time-resolved photoelectron imaging (TRPEI) study 

investigating the non-adiabatic relaxation dynamics of N,N-dimethylaniline (N,N-DMA) and 

3,5-dimethylaniline (3,5-DMA) following excitation at 240 nm. Analysis of the experimental 

data is supported by ab initio coupled-cluster calculations evaluating excited state energies 

and the evolution of several excited state physical properties as a function of N–H/N-CH3 

bond extension – a critical reaction coordinate. The use of site-selective methylation brings 

considerable new insight to the existing body of literature concerning photochemical 

dynamics in the related system aniline at similar excitation wavelengths. The present work 

also builds on our own previous investigations in the same species at 250 nm. The TRPEI 

method provides highly differential energy- and angle-resolved data and, in particular, the 

temporal evolution of the photoelectron angular distributions afforded by the imaging 

approach offers much of the new dynamical information. In particular, we see no clear 

evidence of the second excited 2ππ* state non-adiabatically coupling to the lower-lying 

S1(ππ*) state or the mixed Rydberg/valence S2(3s/πσ*) state. This, in turn, potentially raises 

some unresolved questions about the overall nature of the dynamics operating in these 

systems, especially in regard to the 2ππ* state’s ultimate fate. More generally, the findings for 

the aromatic systems N,N-DMA and 3,5-DMA, taken along with our recent TRPEI results for 

several aliphatic amine species, highlight interesting questions about the nature of electronic 

character evolution in mixed Rydberg-valence states as a function of certain key bond 

extensions and the extent of system conjugation. We begin exploring these ideas 

computationally for a systematically varied series of tertiary amines.  

                                                             
a Corresponding Author. E-mail: D.Townsend@hw.ac.uk 
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I. INTRODUCTION  
 
Amine-based motifs are an integral component within a variety of biological molecules 

including the DNA bases, amino acids and phenylpropanoids in plants.1, 2 It is therefore of 

great interest to fully study and understand the physical and chemical role of these sub-units 

within the larger biological environment. One important characteristic of these species is the 

relaxation dynamics they exhibit following ultraviolet (UV) irradiation. UV absorption is 

potentially harmful to living organisms, and the ability of biological chromophores to non-

radiatively dissipate this excess energy harmlessly into the surrounding environment via 

efficient ultrafast non-adiabatic processes has attracted much recent study.3, 4 This provides a 

critical “photostability” that may have been an important evolutionary factor in the 

development of early life 3.5 billion years ago – particularly as the surface of the Earth was 

subject to much harsher UV irradiation conditions at that time due to the atmosphere not yet 

being fully developed.5 

The aniline molecule is a good example of a system that has been used as a starting 

model to begin exploring the links between chemical structure, non-adiabatic dynamics and 

thus the photostability function of larger, biologically relevant molecules. Over the past 

decade several experimental studies, complemented by in-depth theoretical investigations, 

have been undertaken using a range different methodologies and associated observables.6-14 

This body of literature includes our own previously published results, obtained using the time-

resolved photoelectron imaging (TRPEI) technique, which interrogated the relaxation 

dynamics of gas-phase aniline at UV excitation wavelengths in the region 273-266 nm (close 

to the origin of the S2 excited state – characterised in more detail below) and also at 250 nm.6, 

9 In the latter study we also reported findings for the structurally related species N,N-

dimethylaniline (N,N-DMA) and 3,5-dimethylaniline (3,5-DMA), which are shown in Fig. 1 

along with their UV absorption spectra. This use of site-selective methylation afforded 
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considerable new dynamical insight – especially given previous work on aniline had 

implicated motion along the N-H stretching coordinate and deformations of the aromatic ring 

structure as being critical to access conical intersections that mediate the overall relaxation 

process following UV excitation.8, 12, 14 The two lowest-lying singlet excited electronic states 

in aniline, N,N-DMA and 3,5-DMA may be designated S1(ππ*) and S2(3s/πσ*). Following 

single-photon excitation at 250 nm, these are the only two states that are energetically 

accessible and both may be prepared optically. In the Franck-Condon region, the S2 state is 

predominantly 3s Rydberg in nature, while at extended N-H bond lengths (N-CH3 in the case 

of N,N-DMA) this rapidly evolves towards πσ* valence character. In aniline and N,N-DMA, 

population loss from the initially prepared S2(3s/πσ*) state was determined to occur via two 

competing ultrafast (<100 fs) mechanisms: internal conversion to the (much longer-lived) 

S1(ππ*) state or, alternatively, direct dissociation along the N-X stretching coordinate (X = H 

or CH3). In 3,5-DMA, however, direct N-H dissociation was inferred to be the only 

significant relaxation pathway due to methylation of the aromatic ring system significantly 

slowing down the timescale for the system to reach the S2(3s/πσ*)/S1(ππ*) conical 

intersection (CI) and undergo efficient internal conversion. Of particular importance to our 

analysis was the highly-differential information revealed in the temporal evolution of the 

photoelectron angular distributions (PADs) provided by the imaging aspect of the TRPEI 

approach. We therefore now seek to extend the same methodology to shorter excitation 

wavelengths and consider the non-adiabatic dynamics that operate in N,N-DMA and 3,5-

DMA following 240 nm excitation. As explored in some detail previously, these systems 

exhibit very similar electronic state characters and energies as aniline.6 As seen in Fig. 1, at 

240 nm, there is now a clear onset of strong absorption to a higher-lying state, assigned (in 

aniline) as having singlet ππ* character.8, 12, 15, 16 Several Rydberg states have, however, been 

predicted to sit slightly below this ππ* state in energy.6, 17 In order to avoid any confusion 
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relating to state ordering, we therefore simply denote this second ππ* state as 2ππ* 

throughout. Literature summaries of the photochemical dynamics studies undertaken in 

aniline at absorption wavelengths >240 nm have been reported in our previous work.6, 9 As 

such, only details of direct relevance to the present study (involving 2ππ* excitation) are 

briefly highlighted below.     

 Ashfold and co-workers have thoroughly investigated the mechanisms of H atom loss 

in aniline following UV excitation using photofragment translational spectroscopy.14 Upon 

incrementally reducing the excitation wavelength from 250 nm to 193.3 nm, these authors 

observed distinct changes in H atom total kinetic energy release spectra, attributed to the 

onset of excitation to the 2ππ* state at ~240 nm. Subsequent non-adiabatic decay through a 

2ππ*/S2(3s/πσ*) CI or via successive 2ππ*/S1(ππ*) and S1(ππ*)/S2(3s/πσ*) CIs was 

suggested, yielding H atom photoproducts with high kinetic energies formed via dissociation 

on the S2(3s/πσ*) state potential surface. Additionally, competing decay of 2ππ* population 

via a CI with the S0 ground state was invoked to account for a lower energy TKER component 

seen in the data.  A more recent time-resolved ion-yield study of aniline by Montero et al. has, 

in agreement with Ashfold and co-workers, concluded that excitation to the 2ππ* state has 

become an open channel at 240 nm and also suggested similar relaxation pathways to those 

proposed previously.13 Stavros and co-workers subsequently explored the ultrafast dynamics 

in photoexcited aniline using time-resolved H atom imaging.12 Once again, this work 

concluded that excitation 240 nm populates the 2ππ* state and supporting calculations 

predicted a barrierless internal conversion pathway from 2ππ* to S1(ππ*) that is mediated by 

out-of-plane molecular deformations. Population then evolves further onto the S2(3s/πσ*) 

excited state which undergoes ultrafast N-H bond fission. Finally, Fielding and co-workers 

have undertaken an intensive TRPEI investigation of the photochemistry of aniline at a range 

of excitation wavelengths, including the region around 240 nm. The initial findings of these 

Page 4 of 44Faraday Discussions



5 

 

authors concluded that the 2ππ* state decays on a sub 100 fs timescale directly to the S0 

ground state.10, 11 In more recent communications these authors have expanded this 

interpretation and invoke (based upon extensive supporting theory) a three-state conical 

intersection involving 2ππ*, S2(3s/πσ*) and S1(ππ*).7, 8 This predominantly transfers 2ππ* 

population directly to the ground state although some evidence of relaxation via the S1(ππ*) 

and/or S2(3s/πσ*) states was also observed. Interestingly, this latter pathway was not directly 

observed in deuterated d7-aniline. 

In addition to providing new insight into the dynamics that operate in aniline-based 

motifs (and in particular, to further exploring the dynamical role of the 2ππ* state), our 

present findings, along with those we have reported in several other recent TRPEI studies on 

related systems18-20, begin to raise broader questions about the influence of different chemical 

substituents attached to the N atom centre on the exact nature of mixed Rydberg/valence 

development within the electronic states of amines. In addition, the physical evolution of 

Rydberg-to-valence character along specific molecular coordinates highlights even more 

general issues relating to intra-state detection sensitivity effects that may potentially arise in 

many photoionization-based experiments. This also then leads to related considerations for 

inter-state detection as population non-adiabatically evolves over multiple potential energy 

surfaces. The second part of this communication discusses these ideas in more detail and 

summarizes recent work that begins to explore them computationally for a systematically 

varied series of tertiary amines. 

II. EXPERIMENTAL 

 Our experimental TRPEI setup has been described in detail elsewhere.21 The 

fundamental laser output of a 1 kHz Ti:Sapphire laser system (Spectra Physics, Spitfire 

Pro/Empower) operating at a central wavelength of 800 nm with 30 nm full-width-at-half-

maximum (FWHM) bandwidth provided the input for a pair of optical parametric amplifier 
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(OPA) systems (Spectra Physics, OPA-800c and TOPAS Prime-U, Light Conversion – used 

for the pump and probe generation, respectively). The pump beam (240 nm, ~0.5 µJ/pulse) 

was obtained by two sequential non-linear processes: generation of 480 nm radiation through 

sum frequency mixing a portion of the fundamental 800 nm laser output with the OPA signal 

beam and then subsequent frequency doubling. The probe beam (308 nm, ~1.6 µJ/pulse) was 

obtained by twice frequency doubling the signal beam output of the second OPA. Thin β-

barium borate (BBO) crystals were used as the non-linear medium throughout. The UV pump 

and probe beams then propagated through single-pass prism compressors (fused silica and 

CaF2, respectively) and were combined on a dichroic mirror before being focussed into the 

photoelectron imaging spectrometer using a 25 cm fused silica lens. Temporal delay between 

the pump and probe was controlled using a motorized linear translation stage running under 

computer command. As seen in Fig.1, the choice of a 308 nm probe ensures our data will be 

free from unwanted “probe-pump” signals evolving towards negative delay times. 

Liquid molecular samples were purchased from Sigma-Aldrich (N,N-DMA 99% and 

3,5-DMA 98%) and used without further purification. These were used to soak small pieces 

of filter paper that were placed within the body of a 1 kHz pulsed molecular beam valve, 

directly behind the exit nozzle (Ø=150 µm).22 Helium (1 bar) was used as carrier gas and the 

temperature of the valve was regulated at 45 °C using a chiller. After expansion into the 

source chamber of the spectrometer, samples seeded in the molecular beam passed through a 

skimmer (Ø=1.0 mm) and into the main interaction chamber. Here they were intersected at 

90° by the (co-propagating) UV pump and probe in a region of space between the repeller and 

extractor electrodes of a magnetically shielded electrostatic lens assembly optimized for 

velocity-map imaging.23 Photoelectrons generated from (1+1′) resonant multiphoton 

ionization were then guided along a short flight tube and imaged spatially using a 40 mm 

MCP/P47 phosphor screen detector in conjunction with CCD (640 x 480 pixels) camera. 

Page 6 of 44Faraday Discussions



7 

 

Photoelectron images were acquired at a series of repeatedly sampled pump-probe delay 

positions spanning -300 fs to +500 fs in 25 fs increments and +500 fs to +50 ps in 7 

exponentially increasing time steps. At each time step, pump-alone and probe-alone 

photoelectron images were also recorded for background subtraction. Prior to commencing 

photoelectron collection, the spectrometer was switched into ion detection mode and the 

pulsed valve timing conditions tuned to ensure no signals from clusters were observed. 

Compressor lengths for each beam line were also systematically adjusted to yield a cross 

correlation of 130 ± 10 fs, as determined from non-resonant two-colour (1+1') multiphoton 

ionization of pyrrole. This data also provided energy calibration information for the 

spectrometer. 

III. EXPERIMENTAL RESULTS  

A. Time-resolved Photoelectron Spectra 

Fig. 2 presents a series of photoelectron images resulting from (1 + 1′) photoionization 

of N,N-DMA and 3,5-DMA at a range of selected temporal delay times between the pump 

(240 nm) and probe (308 nm) beams. Of particular note is the sharp, and highly anisotropic 

outer ring that peaks along the direction of laser polarization in the data recorded at very short 

delay times. Time-resolved photoelectron spectra may be generated from the complete sets of 

acquired image data (using appropriate energy calibration information and pixel weighting) 

following application of a rapid matrix inversion approach described in detail elsewhere.21 

These plots are shown in Fig. 3 (note the mixed linear-logarithmic scaling of the time axis). 

Both systems under study show a long-lived feature spanning the low-kinetic energy region 

up to ~0.8 eV. An additional feature exhibiting extremely rapid decay is also seen at higher 

kinetic energies. On first inspection, the overall appearance of these spectra is very similar to 

that seen previously following excitation at 250 nm,6 although the high kinetic energy features 
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are somewhat different in shape – a consequence of direct excitation to the 2ππ* state, as 

expanded upon in more detail later.  

The temporal evolution of the photoelectron data was analysed quantitatively using a 

global Levenberg-Marquardt fitting routine where the 2D experimental data S(E, ∆t) are 

expressed as follows:  

 ∑ ∆⊗∆⋅=∆
i

ii tgtPEAtES )()()(),(  (1) 

Here Ai(E) is the decay associated photoelectron spectrum of the ith data channel, which has a 

time dependent population Pi(∆t) described by a series of exponentially decaying profiles (all 

of which originate from zero pump-probe delay) and g(∆t) represents the (Gaussian) 

experimental cross-correlation function of the pump and probe pulses. The global nature of 

the fitting procedure provides a series of decay associated spectra (DAS) that plot the relative 

amplitude of each exponential component as a function of photoelectron kinetic energy. In 

order to obtain a satisfactory fit to both the N,N-DMA and 3,5-DMA data using Eq. 1, a total 

of four exponentially decaying functions were required. We label these using their respective 

time constants τ1–4 (note that only three such functions were necessary in our equivalent 

analysis following 250 nm excitation). The DAS obtained are shown in Fig. 4, along with 

their respective time constants, which are broadly similar to those previously reported by 

Fielding and co-workers for aniline at similar excitation wavelengths.7, 10, 11 To illustrate the 

good overall quality of the model, Fig. 3 also includes the corresponding global fit and 

associated residuals for the 3,5-DMA data. In both systems under study, only the τ1 and τ2 

DAS contribute significant fit amplitude at relatively high photoelectron kinetic energies 

(>0.8 eV). The τ1 DAS describes an extremely fast decay that, within the limits of our 

experimental instrument response, exhibits essentially zero lifetime (i.e. the fit component 

was Gaussian). The τ2 DAS describes a longer decay (110-120 fs) which shows a sharp, large 
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amplitude feature (at 1.2 eV and 0.95 eV for N,N-DMA and 3,5-DMA, respectively) 

superimposed on a broader background. In regions of lower photoelectron kinetic energy 

(<0.8 eV), the τ1 DAS obtained for N,N-DMA does not contribute significant amplitude to the 

overall global fit but τ2–4 are still significant, with τ2 having a negative component. This is in 

contrast to the situation in 3,5-DMA where only τ3 and τ4 are effectively non-zero. Overall, 

the timescales and relative amplitudes of the various DAS associated with τ2–4 in the 240 nm 

excitation data for both N,N-DMA and 3,5-DMA are very similar to those seen previously at 

250 nm.6 The only difference at 240 nm is the inclusion of the additional Gaussian fit 

component τ1, which appears to have no significant influence on the behaviour on the other 

temporal processes observed. Given this observation we may therefore attribute the τ1 DAS 

directly to the decay of the 2ππ* state (which is not populated at 250 nm) and assign the τ2–4 

DAS in accordance with our earlier work: τ2 describes decay of the S2(3s/πσ*) state, while τ3 

and τ4 represent intramolecular vibrational redistribution (IVR) within S1(ππ*) state and the 

ultimate long-time decay of the S1(ππ*) state, respectively. This brief summary will be 

expanded upon further in the Discussion. Finally, the D1 (π-1) vertical ionisation potentials for 

N,N-DMA, and 3,5-DMA are 9.00 eV, and 8.55 eV, respectively.24, 25 Our (1 + 1′) REMPI 

scheme at 240/308 nm provides a total photon energy of 9.19 eV, and so ionization to the D1 

(π-1) cation state (in addition to the D0 (π-1) state) may, in principle, be observed in our TRPEI 

data. Excitation at 240 nm (5.17 eV) is energetically well above the origins of the S1(ππ∗) and 

S2(3s/πσ*) states6 and so heuristic Franck-Condon arguments lead us to assume the propensity 

for D1 (π-1) ionization (with a 308 nm probe) is likely to be small in these instances. In 

contrast, 2ππ* is prepared closer to its electronic origin and it is perhaps therefore surprising 

that no amplitude is seen in the τ1 DAS (particularly for 3,5-DMA) in the low photoelectron 
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kinetic energy region. This possibly indicates that the D1 (π-1) state exhibits a somewhat 

different geometry to that of D0 (π-1).  

B. Photoelectron Angular Distributions 

Additional dynamical information can be obtained from our TRPEI data by 

investigating the temporal evolution of the photoelectron angular distribution (PADs).  For 

the case of a two-photon ionization using parallel linear polarizations, the PADs are described 

by the following mathematical form:26, 27 

  [ ])(cos),()(cos),(1
4

),(
),,( 4422 θβθβ

π
σθ PtEPtE

tE
tEI ∆+∆+∆=∆  (2) 

Here σ(E, ∆t) is the time-dependent photoelectron energy distribution acquired at each pump-

probe delay time ∆t, the Pn(cosθ) terms are the nth-order Legendre polynomials and β2 and β4 

are the well-known anisotropy parameters. The angle θ  = 180° is defined by a vertical line 

running fully through the images shown in Fig. 2 via their centre points. Fits to our PAD data 

using Eq. 2 reveals significant time-dependent variation of both the β2 and β4. Fig. 5 plots the 

temporal evolution of these parameters when averaged over the low kinetic energy region of 

the photoelectron spectra spanning 0.05-0.70 eV where long-lived (≥100 ps) signals are 

observed (as modelled by the τ4 DAS shown in Fig. 4). For both systems under study, the 

temporal variation of both β2 and β4 is consistent within this selected energy region and 

averaging only serves to improve the statistics in the data presented. Each system exhibits a 

clear initial rise in β2 at short times beyond ∆t = 0. This is slightly more rapid in N,N-DMA 

(∼100 fs) than in 3,5-DMA (∼250 fs). Beyond this point in time, the two molecules differ to 

some extent in their behaviour. In N,N-DMA β2 plateaus before falling again slightly after ~1 

ps. In contrast, 3,5-DMA exhibits an additional increase in β2 on a more extended timescale, 

reaching a maximum value in 2 ps and then remaining at this level out to 50 ps. In both 
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systems, the evolution of β4 occurs in a similar manner to that seen in the corresponding β2 

values, although the initial β2 rise seen in 3,5-DMA is accompanied by a β4 fall. In N,N-DMA 

the β2 plateau region also appears to be resolved into two distinct temporal features in the 

equivalent β4 plot. The inset panels included in Fig. 5 permit a direct comparison between the 

temporal evolution of β2 in our present 240 nm excitation data and that observed previously at 

250 nm. In both systems, the 240 nm data appears to show a feature that is effectively 

superimposed on top of the behaviour seen at the longer excitation wavelength. As was the 

case with the DAS data described earlier, we therefore attribute these additional features to a 

process directly associated with the 2ππ* state.  

At higher kinetic energies (<0.8 eV), photoelectron signals in the data are extremely 

short lived and no information relating to their temporal evolution may be reliably obtained. 

However, Fig. 5 also plots β2 and β4 as a function of photoelectron kinetic energy in the 

region close to ∆t = 0, superimposed on the corresponding photoelectron spectra. It is clear 

that the sharp, intense photoelectron peak seen at ∼1 eV in each system (also visible in τ2 

DAS shown in Fig. 4) exhibits a relatively high value of β2 but only a small value of β4. This 

is strongly characteristic of the 3s Rydberg character of the S2(3s/πσ∗) state, as will be 

expanded upon further in the Discussion. In addition, N,N-DMA shows a pronounced and 

sharp increase in both β2 and β4 at photoelectron kinetic energies around 1.7 eV. Once again, 

this is characteristic of an ionization signal from a Rydberg state (presumably of 3p character 

– see Theory section). No obvious strong feature associated with this Rydberg state is seen in 

the corresponding photoelectron spectrum, suggesting it is not populated to any significant 

extent (or, alternatively, exhibits a very small ionization cross section).  The fact that the 

presence of this state is revealed in the PAD data (which is effectively an “intensity 
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normalized” analysis) nicely illustrates a useful advantage of the imaging-based experimental 

approach. 

IV. THEORY: N,N-DMA and 3,5-DMA 

Potential energy surface cuts along the N-CH3 and N-H stretching coordinates were 

obtained for N,N-DMA and 3,5-DMA, respectively, using equation of motion (EOM) coupled 

cluster theory with single and double substitutions in conjunction with an aug-cc-pVDZ basis 

set. These coordinates have been strongly implicated as being key in mediating the overall 

non-adiabatic dynamics.8, 12, 14 Vertical oscillator strengths were computed using fully relaxed 

linear response transition densities. Equilibrium S0 geometries were taken from a B3LYP/aug-

cc-pVTZ optimisation in Cs symmetry. All calculations were undertaken with the Gaussian09 

program.28 The results, as summarized in Table I, are consistent with our previous work.6 We 

note that the 2ππ* state is quite diffuse in character and sits energetically above several 

Rydberg states that have been discussed previously elsewhere.6, 17 The oscillator strengths for 

transitions to the 2ππ* state are considerably larger than for S1(ππ*), in agreement with the 

absorption spectra in Fig. 1. As seen in Fig. 6, for both N,N-DMA and 3,5-DMA all electronic 

states considered are strongly bound along the N-CH3/N-H coordinate with the exception of 

S2(3s/πσ*), which exhibits only a small potential barrier before tending towards a dissociative 

asymptote and at 240 nm direct N-CH3/N-H bond fission is expected to be an energetically 

open pathway. At highly extended bond lengths (beyond the limits of where the coupled 

cluster approach begins to breakdown) a crossing between the S2(3s/πσ*) state with the S0 

ground state is also expected, as previously shown for the closely related case of aniline.12 

V. DISCUSSION 

As already outlined in Section III, the DAS and PAD data extracted from our TRPEI 

measurements point to a situation where the overall 240 nm relaxation dynamics observed in 

both N,N-DMA and 3,5-DMA may be viewed as a combination of decay pathways seen 
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previously at 250 nm and an additional process attributable to the onset of excitation to the 

2ππ* state. In the case of the DAS analysis, this was strongly suggested by the similarity of 

the τ2–4 spectra seen in each molecule at the two different excitation wavelengths. In the 

PADs, the temporal evolution of the β2 anisotropy parameter following 240 nm excitation 

appeared to be an effective superposition of features seen at 250 nm with a new, additional 

component. We therefore structure the Discussion by first summarizing the dynamical 

processes associated with the S2(3s/πσ*) and S1(ππ*) states (described elsewhere in more 

detail in the context of 250 nm excitation6) and then consider the role of the 2ππ* state.  

A. S2(3s/πσ*)/S1(ππ*) Dynamics 

 On the basis of our previous 250 nm excitation study, the τ2–4 DAS in both N,N-DMA 

and 3,5-DMA may be assigned as follows:  

Firstly, the τ3 and τ4 DAS are both associated with ionization from the S1(ππ*) state. 

The τ3 component (1.5 ± 0.3 ps in N,N-DMA and 2.1 ± 0.3 ps in 3,5-DMA) is assigned to 

IVR processes, with τ4 (150 ± 20 ps in N,N-DMA and 100 ±20 ps in 3,5-DMA) then 

describing the overall S1(ππ*) decay. The ultimate fate of this state is not apparent in our 

measurements but several possibilities suggested previously (for aniline) include 

fluorescence29, intersystem crossing to lower-lying triplet states30, or internal conversion back 

to the S0 ground state.8, 12 Ultrafast IVR processes have previously been implicated as playing 

a role in the excited states of several other aromatic species in situations where the excitation 

is well above the origin, as is the case here for the S1(ππ*) state. This has been expanded upon 

previously.6, 21 

Secondly, the τ2 DAS (120 ± 20 fs in N,N-DMA and 110 ± 20 fs in 3,5-DMA)  is 

attributed to the decay of the S2(3s/πσ*) state. At photoelectron kinetic energies >0.8 eV, this 

appears to have the form of a sharp peak (at 1.2 eV in N,N-DMA and 0.95 eV in 3,5-DMA) 
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superimposed on a broader background of lower amplitude. As seen in Fig. 5, the sharp peak 

is associated with a relatively high value of the anisotropy parameter β2 but a very small β4 

term. In contrast, the broader component exhibits low values of both β2 and β4. As confirmed 

theoretically in our earlier work (see also Section VI), the S2(3s/πσ∗) state exhibits 

considerable 3s Rydberg character in the vertical Franck-Condon region and evolves πσ* 

valence character as the N-H (3,5-DMA) and N-CH3 (N,N-DMA) bond is extended. This 

evolution will be extremely rapid (i.e. it is not temporally resolvable in our present 

measurements), but we argue that we are able to see this change in the electronic character in 

a spectrally averaged way – the 3s Rydberg component of the S2 state gives rise to a narrow 

photoelectron peak with high β2 anisotropy – a consequence of a strong propensity for 

diagonal ionisation and well-defined orbital angular momentum, respectively. Since excited 

states of predominantly s-orbital character possess little or no inherent alignment, the lack of a 

significant β4 contribution to the PAD is also expected here. As the πσ* valence character of 

the S2 state increases (at the expense of the Rydberg character) a reduction in the propensity 

for diagonal ionisation and less well-defined orbital angular momentum leads to a broader 

feature in the photoelectron spectra/τ2 DAS with lower associated PAD anisotropy – as is 

observed. 

 At photoelectron kinetic energies <0.8 eV, there is a clear difference between the τ2 

DAS obtained for the two systems under consideration; N,N-DMA exhibits negative 

amplitude across this region, whereas 3,5-DMA shows zero amplitude. This negative 

amplitude in the N,N-DMA data provides a strong indication of a sequential dynamical 

process occurring in this system that is absent in 3,5-DMA. As described in Section III. A, all 

exponentials used in the global DAS fit originate from zero pump-probe delay (∆t = 0).  The 

negative amplitude in the N,N-DMA τ2 DAS (which describes a short-lived process) is 
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therefore effectively compensating for the positive amplitude at short delay times associated 

with a sequential feature (i.e., one not truly originating from ∆t = 0) described by a longer-

lifetime DAS in the same energy region (which in this case is the τ3/τ4 DAS associated with 

ionization from the S1(ππ*) state). Physically, this may be interpreted as a transfer of 

S2(3s/πσ*) state population in N,N-DMA to the S1(ππ*) state via internal conversion. The 

apparent absence of this internal conversion process in 3,5-DMA means that a different, but 

still extremely rapid mechanism is responsible for S2(3s/πσ*) decay in this instance. Our 

TRPEI measurement is effectively “blind” to this alternative pathway, but we may assume 

that it is direct dissociation along the N–H stretching coordinate within the excited state, as 

evidenced by observations of H atom release occurring on a very rapid time scale in aniline at 

similar excitation wavelengths.12, 14 This is also strongly suggested by the dissociative nature 

of the S2(3s/πσ*) state revealed in our supporting calculations (see Fig. 6) which, additionally, 

show that an equivalent N-CH3 fragmentation pathway in N,N-DMA should be possible 

(noting that at 240 nm we are exciting well above any small barrier present along this 

dissociative coordinate). In N,N-DMA we therefore appear to have the possibility of two 

competing S2(3s/πσ*) decay pathways; S1(ππ*) internal conversion and CH3 elimination, 

whereas in 3,5-DMA H atom elimination is overwhelmingly dominant. Further evidence for 

this is clearly revealed in the PAD data, as described below.  

Non-adiabatic coupling interactions between different states effectively mixes their 

electronic (or vibronic) character and this may be reflected in the temporal evolution of the 

PADs observed in a TRPEI measurement.31-33 As discussed in Section III. B (and illustrated 

in Fig. 5), the temporal evolution of the anisotropy parameters at low photoelectron kinetic 

energies following 240 nm excitation of N,N-DMA and 3,5-DMA may be regarded as a 

superposition of behaviour seen at 250 nm and a new additional component which is 
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attributed to 2ππ* excitation. Here the PADs associated with low kinetic energy 

photoelectrons directly reflect the electronic character of the S1(ππ*) state. Any evolution of 

β2 and β4 may be assumed (as a first approximation34) to arise as a consequence of this state 

sampling nuclear geometries that then significantly change the electronic character (for 

example, geometries close to conical intersections). Upon comparing the β2 data in Fig. 5 for 

240 nm excitation (main plot) and 250 nm excitation (inset panel), it is apparent that the 

temporal evolution in the PADs associated with accessing the S1(ππ*)/S2(3s/πσ*) CI 

geometry is considerably slower in 3,5-DMA (~1.5 ps) than in N,N-DMA (~150 fs). Such an 

observation is therefore consistent with N,N-DMA exhibiting competing internal conversion 

and CH3 elimination decay pathways for the S2(3s/πσ*) state as the timescales for the two 

processes are likely to be similar. In contrast, methylation of the aromatic ring system in 3,5-

DMA slows down the time to access the S1(ππ*)/S2(3s/πσ*) CI sufficiently that the faster H 

atom elimination channel becomes overwhelmingly favoured.  

As demonstrated above, being able to use the PAD data afforded by the TRPEI 

technique to resolve such intramolecular kinetics in more detail provides a useful 

demonstration of the value the imaging approach brings to the study of ultrafast dynamics. In 

spite of this, however, we highlight one key piece of information we have so far unable to 

comment on: for the case of N,N-DMA we are unable to quantify the relative branching of the 

internal conversion and direct dissociation channels. Upon first inspection of the τ2 DAS 

(associated with the decay of the S2(3s/πσ*) state), one may initially conclude that the relative 

sizes of the (large) positive amplitude feature and the (much smaller) negative amplitude 

feature implies that internal conversion is a relatively minor pathway. However, the negative 

amplitude component is effectively associated with ionization from the S1(ππ*) once internal 

conversion from S2(3s/πσ*) has taken place. As discussed in previous work, we may 
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(conservatively) assume that the relative ionization cross section of the S2(3s/πσ*) state is at 

least an order of magnitude larger than S1(ππ*).6 As such, the small negative amplitude seen 

in the low-energy region of the τ2 DAS is therefore likely to describe a relatively large 

fraction of population transfer from the S2(3s/πσ*) state (i.e we may speculate that internal 

conversion is likely to be the dominant pathway). We also note, however, that the much 

smaller absorption cross section exhibited by S2(3s/πσ*) (relative to S1(ππ*) – see Table I) 

means that the initial population prepared in this state is only a very small contribution to the 

overall excitation process. A more detailed discussion of issues relating to inter-state 

detection sensitivity when using ionization detection to track non-adiabatic dynamics 

evolving over multiple potential energy surfaces is beyond the scope of this communication 

and the reader is directed to our previous work for a more expanded (albeit exploratory) 

discussion.6, 35 

B. 2ππ* Dynamics and Comparison with Aniline 

As already discussed, the τ1 DAS seen in Fig. 4 is assigned to ionization from the 2ππ* 

state. The lifetime of this state is extremely rapid, effectively being described by a Gaussian 

in our global fitting model. The lack of negative amplitude in any region of the τ1 DAS also 

appears to suggest that the decay of the 2ππ* state in both N,N-DMA and 3,5-DMA does not 

involve population transfer to either the S1(ππ*) or S2(3s/πσ*) states (see the argument 

already outlined in the previous section regarding negative DAS). Initially, this is perhaps a 

surprising outcome as in the related species aniline, a CI connecting all three states has been 

predicted and direct evidence for internal conversion from 2ππ* to the S1(ππ*)/S2(3s/πσ*) 

states has been reported from experimental TRPEI data following 238 nm excitation (where 

negative amplitude is seen in the low energy region of the DAS corresponding to that labelled 

τ1 here).7 As was the case for the decay of the S2(3s/πσ*), however, this may be rationalized 
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through consideration of the PAD data in Fig. 5. Following 240 nm excitation in both N,N-

DMA and 3,5-DMA, the temporal evolution of β2 and β4 show two distinct features, one of 

which we have already associated with accessing the S1(ππ*)/S2(3s/πσ*) CI geometry. We 

therefore suggest that the second feature is reflecting a different geometry within the S1(ππ*) 

state associated with an additional CI connecting to 2ππ*. Although the timescale associated 

with the evolution of this second feature is relatively fast for both species under consideration 

(~250 fs and ~350 fs for N,N-DMA and 3,5-DMA, respectively) it is still much longer than 

the observed 2ππ* lifetime (as described by the Gaussian τ1 DAS). In both systems we may 

therefore infer that (i) although decay of the 2ππ* state via the S1(ππ*) and/or S2(3s/πσ*) 

states may be possible in principle, such a process is unable to compete kinetically with an 

alternative decay pathway (discussed below) and (ii) the S1(ππ*) and S2(3s/πσ*) must 

therefore be populated to some extent in the initial 240 nm excitation (an assumption already 

implicitly assumed in the discussion presented in Section V. A). As mentioned above, this 

dynamical behaviour is in contrast to the situation in aniline following excitation at similar 

wavelengths, where internal conversion from 2ππ* to S1(ππ*) and/or S2(3s/πσ*) does operate 

to some extent. Furthermore, it is also interesting to note that fully deuterated d7-aniline 

appears (on the basis of the DAS data reported by Fielding and co-worker7) to revert back to 

overall dynamical behaviour that is very similar to that seen in N,N-DMA (i.e. population 

transfer between the S2(3s/πσ*) and S1(ππ*) states but no population transfer to either of these 

from 2ππ*). This suggests that competition between different 2ππ* decay pathways is 

extremely sensitive to the vibrational timescales operating within these systems. Finally, it is 

worth highlighting here that in aniline, β2 has been previously shown to undergo no temporal 

evolution in the low photoelectron kinetic energy region (0.2-0.4 eV) following 240 nm 

excitation.36 This provides additional support to our kinetic arguments, as we assume this is a 
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consequence of aniline being able to access the CI geometry connecting the 2ππ* state to the 

S1(ππ*) and/or S2(3s/πσ*) states on a timescale that is too fast to observe within the temporal 

experimental resolution – and so internal conversion to these states from 2ππ* is able to now 

compete with other decay mechanisms. This is also seen to be the case for the CI connecting 

the S1(ππ*) and S2(3s/πσ*) in aniline following 250 nm excitation.6  

In both N,N-DMA and 3,5-DMA, the kinetic picture outlined above for predominant 

2ππ* decay via a pathway other than internal conversion to S1(ππ*) and/or S2(3s/πσ*) appears 

consistent with the geometry of a 3-state S1(ππ*)/S2(3s/πσ*)/2ππ* CI predicted theoretically 

in aniline by Sala et al.8 and also, alternatively, the S1(ππ*)/2ππ* CI proposed by Stavros and 

co-workers.12 Both require significant motion of the NH2 group out of the ring plane and some 

additional distortion of the ring system itself.  The work of Sala et al. also suggests that decay 

of the 2ππ* state may also proceed via two other possible (barrierless) CI pathways, both of 

which connect the 2ππ* and S0 ground states. One of these is suggested to first pass through 

the aforementioned 3 state CI (and so may possibly be ruled out in N,N-DMA and 3,5-DMA 

on the basis of our previous kinetic arguments) and the second samples a geometry similar to 

the Dewar form of benzene. This latter process once again requires considerable out of (ring) 

plane motion of the NH2 group and also significant distortion of the aromatic system. In light 

of this, it is perhaps surprising that we are unable to resolve any significant differences in 

2ππ* lifetime between N,N-DMA, 3,5-DMA and aniline (which has been recently reported as 

50 ± 10 fs7). While such lifetime differences (beyond the temporal resolution of our present 

experiment) may exist, we also tentatively suggest that our findings open up the possibility 

that a 2ππ* decay pathway other than internal conversion to S0 may be operating. Since our 

TRPEI experiment is effectively blind to this pathway, this remains an open question, but we 

note that our excited state calculations for N,N-DMA and 3,5-DMA (see Table I) and also 
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previously for aniline6, 17 appear to suggest the presence of several Rydberg states sitting 

energetically just below the 2ππ* state (in the Franck-Condon region). As suggested 

theoretically by Worth and co-workers17, a consideration of the coupling interactions between 

these Rydberg states and 2ππ* is necessary to model the aniline absorption spectrum 

satisfactorily. It therefore seems entirely possible that this interaction may also play a role in 

the excited state dynamics more generally. As seen in the plots of β2 and β4 vs photoelectron 

kinetic energy at ∆t=0 presented in Fig. 5 (see also Section III. B), some spectral signatures of 

a p-Rydberg state do appear to be evident (at least in N,N-DMA) and so this is an avenue that 

warrants further investigation. Since our present experimental findings clearly illustrate the 

value in using highly-differential imaging methods in conjunction with systematic, site-

selective substitution to study complex ultrafast non-adiabatic dynamics, we anticipate that 

further studies in a similar vein will prove instructive in this regard. 

Finally, we once again return to the issue of relative detection sensitivity when using 

ionization detection to track dynamical processes involving multiple potential energy 

surfaces. On the basis of both the absorption spectra presented in Fig. 1 and also the oscillator 

strength data presented in Table I, it is extremely surprising that photoelectron signals 

associated with 2ππ* state ionization in both N,N-DMA and 3,5-DMA (τ1 DAS in Fig. 4) are 

similar/smaller in size to those attributed to the S2(3s/πσ*) and S1(ππ*) states (τ2 DAS and τ4 

DAS, respectively). Since the 2ππ* state clearly exhibits a vastly stronger absorption, this 

initially suggests that it must therefore have (i) a greatly reduced (electronic) ionization cross-

section (compared to the S2(3s/πσ*) and S1(ππ*) states) and/or (ii) very small Franck-Condon 

factors (within the limits imposed by 308 nm ionization). In regard to point (i), we have 

previously employed correlations between photoionization cross-sections and isotropic 

polarizability volume >< α  as a useful heuristic tool in assisting the interpretation of TRPEI 
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data.6, 35 Although a somewhat speculative approach, we note that evaluation of >< α  for 

the 2ππ* and S1(ππ*) states of N,N-DMA (at the equilibrium geometry) suggests that the 

ionization cross section of the 2ππ* is, in fact, likely to be somewhat larger than S1(ππ*).37 In 

considering point (ii), we note that the τ1 DAS shown in Fig. 4 does not appear to extend all 

the way to the predicted (1+1′) energy cut-off, indicating that we are at least sampling the full 

Franck-Condon progression. We therefore suggest that an alternative explanation is possibly 

responsible for much of the huge reduction seen in the relative amplitude of the τ1 DAS over 

what might reasonably be expected. Specifically, this is the extremely short lifetime of the 

2ππ* state relative to the temporal duration of the ionizing laser pulse (~80-100 fs), which 

leads to a significant reduction in effective ionization efficiency relative to the S2(3s/πσ*) and 

S1(ππ*) states (which have lifetimes comparable to or greatly in excess of the laser pulse 

duration). This conclusion (which may obviously be confirmed by conducting experiments 

with temporally shorter laser pulses) potentially highlights an important additional 

convoluting factor that may, in some cases, need be taken into consideration when attempting 

to interpret relative branching ratios in time-resolved experiments using photoionization 

detection. 

VI. GENERAL FUNCTIONALLITY EFFECTS IN AMINE RYDBERG/VALENCE 

EVOLUTION  

 As discussed in detail above, the evolution of 3s Rydberg to σ* valence character 

within the S2 states of both N,N-DMA and 3,5-DMA is clearly an important process in 

mediating some aspects of the overall relaxation dynamics in these systems following UV 

excitation. More generally, similar Rydberg-to-valence behaviour has also been strongly 

implicated in playing a key role in the excited state photochemistry observed in numerous 

small hetero-atom containing systems. The study of such processes has therefore attracted a 
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great deal of attention over the last decade.3, 4 Recent TRPEI measurements conducted on a 

series of tertiary aliphatic (i.e. unsaturated) amines have, however, suggested that the very 

long (>10 ps) overall excited state lifetimes seen in these systems are a consequence of the 3s 

state being unable to evolve σ* valence character and therefore undergo rapid decay (via N-C 

bond fission).18, 19  In contrast, secondary and primary aliphatic amine species exhibit ultrafast 

(<<1 ps) decay of the 3s state as σ* valence character is able to develop in this instance.20 

This difference in dynamical timescales is illustrated in Fig. 7 for the case of piperidene (a 

secondary aliphatic amine) and N-methylpyrrolidine (a tertiary aliphatic amine) following 200 

nm excitation. In both cases, a member of the 3p Rydberg manifold is initially populated. This 

undergoes rapid (<400 fs) internal conversion to the 3s state, which then exhibits a decay 

lifetime of <200 fs in piperidene and 160 ps in N-methylpyrrolidine. We stress that this 

profound difference in 3s lifetime does not appear to be a simple tunnelling rate effect that 

may arise due to the presence of any small barrier along the N-H/N-CH3 stretch of the excited 

state potential surface. This is initially suggested by the fact that, following 200 nm 

excitation, the 3s states of both molecules are prepared (conservatively) at least 0.6 eV above 

their electronic origins. Exploring this in more detail computationally, calculations obtained 

using both the EOM-CCSD and CASSCF levels of theory indicate that there are clear general 

differences in the way that tertiary and secondary/primary aliphatic amines evolve valence 

character within their Rydberg states.18-20 In both classes of molecule, members of the 3p 

manifold (but not the 3s state) appear to develop σ* valence character along N-C bond 

extensions (a factor responsible for mediating the 3p to 3s internal conversion mentioned 

above). In contrast, 3s to σ* evolution is seen along N-H coordinates. Although an interesting 

observation in its own right, this situation is made somewhat more confusing by the fact that 

the aromatic amines N,N-DMA (a tertiary system) and 3,5-DMA (a primary system) clearly 
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both exhibit dynamics consistent with the development of σ* character within the 3s Rydberg 

state (note also here that in Fig. 7 piperidene appears to show the same spectrally averaged 

ionization signatures of 3s to σ* evolution). This suggests that the presence of the aromatic 

ring system in N,N-DMA may exert an additional influence over the electronic state character 

as a function of nuclear coordinates, in turn modifying the UV relaxation dynamics.  

 Given the observations highlighted above, we have undertaken a preliminary 

theoretical investigation that begins to explore the effect of ππ* states associated with 

unsaturated chemical functionality on the nature of valence character evolution within the 

Rydberg states of amines. Fig. 8 presents a series of selected tertiary amines that 

systematically introduce C=C double bonds in close proximity to the amine N atom centre. 

For all 4 systems considered, PES cuts were evaluated along N-C bond extensions for several 

low-lying singlet excited states. Rigid scans were performed for the lowest energy conformer 

of each species. The computational approach was essentially identical to that already applied 

to N,N-DMA and 3,5-DMA (see Section IV) and the key results are summarized in Fig. 9. In 

the fully saturated system N,N-dimethylcyclohexylamine (N,N-DMCHA) we find that along 

the N-CH3 coordinate evolution of Rydberg to (nσ*) valence character is observed from a 

heavily mixed p-Rydberg state lying in the quasi-molecular plane of the cyclohexane ring. At 

an N-C separation of ~1.9 Å this state crosses with the 3s Rydberg state, which remains 

strongly bound as the bond is extended. A similar scan along the N-C bond connecting to the 

ring system (not shown in Fig. 9) yields the same overall behaviour. Upon introducing one 

C=C double bond into N,N-DMCHA, three isomers are possible, and we have investigated the 

specific species N,N-dimethyl-1-cyclohexen-1-amine (N,N-DM-1-CHA) – chosen as it places 

the unsaturated functionality closest to the N atom centre. Here we once again find p-Rydberg 

to valence evolution, similar to the fully saturated case – although we note that the Rydberg 

states are extremely mixed in this system and tracking their (adiabatic) evolution as the N-C 
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bond extends is particularly challenging. Energetically, the lowest-lying ππ* state associated 

with the C=C double bond sits well above the 3s and 3p Rydberg manifold (and is not shown 

in the Fig. 9 plot). Increasing the complexity further, for diene systems several isomers are 

again possible, and we have investigated the conjugated 1,3 species N,N-dimethyl-1,3-

cyclohexadien-1-amine (N,N-DM-1,3-CHA) that is additionally conjugated with the nitrogen 

lone pair, and the corresponding 2,4 species N,N-dimethyl-2,4-cyclohexadien-1-amine (N,N-

DM-2,4-CHA) where the N atom interaction is absent. For both systems there are now two 

ππ* states, one embedded within the Rydberg manifold and one (that is considerably more 

diffuse) at much higher energies. Only the former is included in Fig. 9. In terms of the valence 

character evolution along the N-CH3 stretch we now observe differing behaviour in these 

species. The nitrogen conjugated species N,N-DM-1,3-CHA exhibits less s/p Rydberg mixing, 

and here it is the lowest (predominantly 3s) state that evolves valence σ* character, behaviour 

that is now similar to the aromatic tertiary system N,N-DMA (see Fig. 6). In the case of N,N-

DM-2,4-CHA, however, the s/p mixing is greater, and it is a higher notional p-Rydberg state 

that evolves the valence σ* character in a manner similar to both the species with zero and 

one double bonds in the ring, and also reminiscent of our previous tertiary aliphatic amines 

studies.18, 19 Overall these are interesting findings that, although preliminary, reinforce the 

idea that dynamical behaviour in tertiary amines is strongly influenced by the extent to which 

the lone pair on the N atom is able to interact with nearby unsaturated functional groups.  

To further extend the theoretical characterization of our systematically varied systems 

we have evaluated the isotropic invariant of the second-moment of charge tensor relative to 

the S0 ground state ><∆ 2
isor  (a measure of the spatial extent of an electronic state) to 

compare the two extremes: the aromatic species N,N-DMA, and the fully saturated tertiary 

amine N,N-DMCHA. For the second moments we have used a slightly reduced basis set of 
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the aug-cc-pVDZ on N and C atoms, and the cc-pVDZ basis on hydrogens. As demonstrated 

previously, ><∆ 2
isor  provides useful additional information for parametrizing the nature 

(and evolution) of electronic character, with Rydberg states typically exhibiting values that 

are somewhat larger than valence states (often by an order of magnitude or more).6, 35, 38 We 

find here that the Rydberg-to-valence character evolution along the N-CH3 stretch seen in Fig. 

9 is also strongly reflected in the ><∆ 2
isor  values, as illustrated in Fig. 10. In N,N-DMCHA 

it is a higher-lying (notionally) p-Rydberg state that undergoes a significant orbital size 

contraction but in N,N-DMA it is the 3s state that, instead, exhibits this behaviour.  

VII. CONCLUSION 

 Time-resolved photoelectron imaging readily reveals the presence of multiple non-

adiabatic pathways in the aniline derivatives N,N-dimethylaniline (N,N-DMA) and 3,5-

dimethylaniline (3,5-DMA) following excitation at 240 nm. The use of site-selective 

methylation, in conjunction with supporting ab initio calculations and the highly differential 

energy- and angle-resolved data afforded by our experimental approach, brings considerable 

new insight to the overall relaxation dynamics operating in these systems – which are good 

starting models for biological chromophores potentially involved in UV photoprotection. 

Detailed analysis of our data reveals decay of the mixed Rydberg/valence S2 (3s/πσ*) state in 

N,N-DMA likely proceeds via two competing pathways: internal conversion to the (much 

longer-lived) S1 (ππ*) state or direct dissociation along the N-CH3 coordinate. In 3,5-DMA, 

however, only the direct dissociation pathway (in this case N-H dissociation) appears to 

operate. This is rationalized in terms of changes in the relative rates of the two decay 

pathways upon methylation of the aromatic ring system – as strongly supported by the 

temporal evolution of the photoelectron angular distributions. Additionally, we see no clear 

evidence of the second excited 2ππ* state coupling non-adiabatically to the lower-lying S1 
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(ππ*) or S2 (3s/πσ*) states. This, in turn, suggests that the ultrafast decay of the 2ππ* state 

may occur via a route other than internal conversion to the S0 state – a pathway previously 

suggested to operate in aniline. We speculate that the role of several Rydberg states predicted 

to sit energetically just below the 2ππ* state may ultimately prove to be a key factor here. 

More generally our findings, when taken along with other recent results for several aliphatic 

amine species, also highlight more general questions about the nature of electronic character 

evolution in mixed Rydberg-valence states as a function of certain key bond extensions. 

Exploring these ideas computationally for a systematically varied series of tertiary amines 

reveals that that dynamical behaviour exhibited by these systems is strongly influenced by the 

extent to which the N atom lone pair is able to interact with nearby unsaturated functional 

groups. We aim to explore these effects in more detail, both experimentally and theoretically, 

in the near future. 
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TABLE CAPTIONS 

Table I: EOM-CCSD/aug-cc-pVDZ vertical excitation energies (∆E) and oscillator strengths 

(f) obtained for N,N-DMA and 3,5-DMA, along with corresponding state assignments. For 

more details see the main text. Note that for N,N-DMA the ordering of the first ππ* and 

3s/πσ* states depend delicately on electron correlation, with a connected triples correction 

changing the ordering (see Ref. 6).  In the absence of any experimental data confirming the 

true ordering of these states, the S1(ππ*) and S2(3s/πσ*) labels will be used throughout for 

both systems for clarity in subsequent discussions. The p manifold is heavily mixed with 

orbitals directed away from the x,y and z molecular axes. As such, no specific assignments are 

given.  
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Table I 

 

∆E (eV) 

(CCSD)a 
f (CCSD) 

N,N-Dimethylaniline   

1A′ S0
b 0 - 

1 1A′ S2(3s/πσ*) 4.55 0.0231 

1 1A′′ S1(ππ*) 4.59 0.0406 

2 1A′ 3p 5.14 0.0007 

2 1A′′ 3s 5.17 0.0145 

3 1A′ 3p 5.41 0.0119 

4 1A′ 2ππ* 5.49 0.2441 

3,5-Dimethylaniline   

1A′ S0
b 0 - 

1 1A″ ππ* 4.68 0.0247 

1 1A′ 3s/πσ* 4.80 0.0034 

2 1A′ 3s 5.49 0.0089 

2 1A′′ 3p 5.55 0.0004 

3 1A′ 2ππ* 5.65 0.1135 

4 1A′ 3p 5.92 0.0037 
a aug-cc-pVDZ basis set for response properties 
b S0 geometries from B3LYP/aug-cc-pVTZ optimisation in Cs symmetry 
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FIGURE CAPTIONS 

Figure 1: UV vapour-phase room temperature absorption spectra of N,N-dimethylaniline 

(N,N-DMA) and 3,5-dimethylaniline (3,5-DMA) (schematic structures of which are inset) 

recorded using a commercial bench-top spectrophotometer (Shimadzu UV-2550). Vertical 

dashed lines denote the pump and probe wavelengths used in our TRPEI measurements. 

Equivalent data recorded for aniline is also included for comparison.  

Figure 2: (1 + 1′) photoelectron images obtained for N,N-DMA and 3,5-DMA at selected 

pump-probe delay times following 240 nm excitation and subsequent ionization using 308 

nm. Time-invariant pump-alone and probe-alone signals have been subtracted and the images 

are 4-fold symmetrised. The (linear) polarization direction of the pump and probe beams is 

vertical with respect to the figure. The left half of the images show the processed data 

obtained following application of the matrix inversion approach described in Ref. 21. 

Figure 3: Time-dependent photoelectron spectra of N,N-DMA, and 3,5-DMA obtained using 

a 240 nm pump/308 nm probe. For clear display of the dynamics over all temporal ranges, the 

time axis is linear to +500 fs and logarithmic between +500 fs and +100 ps. The data are 

partitioned into 0.025 eV energy bins. Also shown is the fit to the 3,5-DMA data (obtained 

using the procedure described in the main text) along with the associated residuals (i.e., the fit 

subtracted from the raw data). 

Figure 4: Decay associated spectra (DAS) obtained from a global multi-exponential fit to the 

data presented in Fig. 4. For additional details, see the main text. Uncertainties quoted are 1σ 

values and the data are partitioned into 0.025 eV energy bins. Vertical dashed lines denote 

predicted maximum photoelectron kinetic energy cut-offs based on the central pump and 

probe wavelengths and the adiabatic ionization potentials (7.26 eV and 7.48 eV for N,N-

DMA, and 3,5-DMA, respectively, as determined in Ref. 6). 

Page 31 of 44 Faraday Discussions



32 

 

Figure 5: (Left) anisotropy parameters β2 and β4 as a function of pump-probe delay averaged 

over the 0.05-0.70 eV photoelectron kinetic energies region following 240 nm excitation/308 

nm ionization of N,N-DMA and 3,5-DMA. The time axes are linear to +500 fs and 

logarithmic between +500 fs and +100 ps. The data were partitioned into 0.025 eV energy 

bins for initial anisotropy fits (before averaging), and the error bars represent one standard 

deviation. Fits were performed over the angular region 5◦ ≤ θ ≤ 90◦ to eliminate uncertainties 

from centre-line noise present in the Abel-inverted images (see Fig. 2). (Right) anisotropy 

parameters β2 and β4 as a function of photoelectron kinetic energy at zero pump-probe delay 

(data points) superimposed over the corresponding photoelectron spectrum (grey line). 

Figure 6: EOM-CCSD/aug-cc-pVDZ potential energy cuts along the N–H stretching 

coordinate (3,5-DMA) and the N–CH3 stretching coordinate (N,N-DMA) for the S0 ground 

state and several low-lying electronically excited singlet states.  For additional details, see the 

main text. The p manifold is heavily mixed with orbitals directed away from the x,y and z 

molecular axes. As such, no specific assignments are given. 

Figure 7: 2D time-dependent photoelectron spectra of piperidene (top) and N-

methylpyrrolidine (bottom) obtained using a similar TRPEI setup to that described in the 

Experimental section using a 200 nm pump and 267 nm probe. The time axis is linear to +1 ps 

and then logarithmic beyond this point. The intensity colour map is presented on a natural 

logarithmic scale based on the output directly obtained from the CCD camera used to record 

the raw photoelectron image data. The N-methylpyrrolidine and piperidene data are adapted 

from Refs 18 and 20, respectively.  

Figure 8: Schematic depictions of N,N-dimethylcyclohexylamine (N,N-DMCHA), N,N-

dimethyl-1-cyclohexen-1-amine (N,N-DM-1-CHA), N,N-dimethyl-2,4-cyclohexadiene-1-
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amine (N,N-DM-2,4-CHA) and N,N-dimethyl-1,3-cyclohexadiene-1-amine (N,N-DM-1,3-

CHA).  

Figure 9: EOM-CCSD/aug-cc-pVDZ potential energy cuts along the N-CH3 stretching 

coordinate of N,N-DMCHA (top left), N,N-DM-1-CHA (top right), N,N-DM-2,4-CHA 

(bottom left) and N,N-DM-1,3-CHA (bottom right). For additional details, see the main text. 

The p manifold is heavily mixed with orbitals directed away from the x,y and z molecular 

axes. As such, no specific assignments are given. 

Figure 10: Evolution of the excited-state second-moment of the electronic charge distribution 

with respect to the ground state ><∆ 2
isor  in N,N-DMCHA and N,N-DMA as a function of 

N-CH3 bond extension. For additional details see the main text. Data for only one of the 3p 

states showing no significant valence evolution is included.  
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Figure 1 
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Figure 2 
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Figure 3 
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Figure 4 
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Figure 5  
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Figure 6 
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Figure 7 
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Figure 8 

 

 

Page 41 of 44 Faraday Discussions



42 

 

Figure 9 
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Figure 10 
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