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A robust and reproducible procedure for cross-linking thermoset polymers using molecular simulation

Baris Demir and Tiffany R. Walsh

Molecular simulation can provide valuable guidance in establishing clear links between structure and function to enable the design of new polymer-based materials. However, molecular simulation of thermoset polymers in particular, such as epoxies, present specific challenges, chiefly in the credible preparation of polymerised samples. Despite this need, a comprehensive, reproducible and robust process for accomplishing this using molecular simulation is still lacking. Here, we introduce a clear and reproducible cross-linking protocol to reliably generate three-dimensional epoxy cross-linked polymer structures for use in molecular simulations. This protocol is sufficiently detailed to allow complete reproduction of our results, and is applicable to any general thermoset polymer. Amongst our developments, key features include a reproducible procedure for calculation of partial atomic charges, a reliable process for generating and validating an equilibrated liquid precursor mixture, and establishment of a novel, robust and reproducible protocol for generating the three-dimensional cross-linked solid polymer. We use these structures as input to subsequent molecular dynamics simulations to calculate a range of thermo-mechanical properties, which compare favourably with experimental data. Our general protocol provides a benchmark for the process of simulating epoxy polymers, and can be readily translated to prepare and model epoxy samples that are dynamically cross-linked in the presence of surfaces and nanostructures.

Epoxies have been widely used in various industries due to their excellent thermal and mechanical properties, resistance to corrosion, with a high strength and low shrinkage. Their capability of adhesion to various substrates and chemical compatibility make epoxies appropriate candidates for composite materials. In the solid phase epoxy polymers comprise a three-dimensional (3-D) cross-linked polymer network, where C–N cross-link bonds exist between the polymer repeat unit (which typically contains epoxide groups) and the hardening agent (which typically contains amine groups). The degree of cross-linking is defined as the ratio between the number of reacted epoxy carbon atoms and the total number of epoxy carbon atoms in the system. For epoxy polymers based on Epon and DETDA, or similar precursors, the degree of cross-linking has a substantial effect on the resulting thermo-mechanical properties, typically with the material increasing in rigidity and stiffness with an increase in cross-linking degree.

The primary benefit of applying molecular dynamics (MD) simulation to the study of epoxy polymers lies in the ability to forge immediate connections between the molecular-scale structure of the material and its physical, chemical and mechanical properties. However, these outcomes are strongly reliant on the process used to generate the complex, amorphous 3-D polymer structures inherent to these systems. Central to this is a robust computational process for the in-situ creation of cross-link bonds. While numerous approaches to generating and modelling these epoxy polymer networks have been previously published, these published protocols all suffer from either a lack of reported methodological detail, which prevents reproducibility, and/or are based on inappropriately small systems or short simulation timescales, and/or have not demonstrated sufficient statistical sampling. The lack of reproducability in this area hinders debate and therefore slows the advancement of this field.

Numerous previous studies focusing on the molecular modeling of epoxy polymer materials have been published in the literature. Also, cross-linking modelling is being studied in other fields. In the following overview we will mention only those works in which the development of a dynamic cross-linking protocol was detailed and reproducible.
methodology was reported\textsuperscript{9,10,19}. All of the approaches discussed herein are based on identifying candidate atom pairs for cross-linking, based on spatial criteria, chiefly cut-off distances between relevant atom pairs. Our approach makes use of all-atom MD simulations. We note that one of the earliest multi-scale approaches was reported by Komarov et al.\textsuperscript{7}, who made use of coarse-graining partnered with Monte Carlo simulations to cross-link their samples, and reverse-mapping partnered with MD simulations of the resulting cross-linked network. Further details on computer modelling of thermostet resins in general can be found in the excellent review by Li and Strachan\textsuperscript{27}.

Some early approaches to modelling cross-linked epoxy polymers were based on the construction of a free-standing (\textit{i.e.} non-periodic) dendrimer-like structures,\textsuperscript{4,8,28}. Such an approximation is inherently limiting, since it cannot be used to generate credible samples of epoxy polymerized \textit{in situ} in the presence of surfaces or nanostructures. Nonetheless, the work of Bandyopadhyay and Odegard\textsuperscript{15} warrants discussion. In this work the authors generated small dendrimers and then cross-linked these in larger arrays, in order to capture the impact of cross-link inhomogeneity on the properties of their polymer samples. However, the outcomes from these studies were not conclusive, which might be attributed to the small dendrimer sizes considered in this work. The spirit of this approach might warrant further refinement in addition with implementation on longer length-scales.

In contrast to the ‘dendrimer’ static approach, Varshney et al.\textsuperscript{9} reported the development of a dynamic epoxy cross-linking procedure for atomistic simulations, where a spatial cut-off criterion was used. These authors first generated a liquid mixture sample and subjected this to a very short MD simulation. As we shall indicate herein, this protocol does not guarantee satisfactory equilibration of the liquid mixture structure. After this equilibration step, these authors applied a cross-linking procedure that involved a variable cut-off distance ranging from 4–10 Å, along with a brief constant pressure MD simulation (in the isothermal-isobaric NPT ensemble) after each set of cross-link bonds were formed.

In a more recent study, Li and Strachan\textsuperscript{10} modelled the cross-linking reaction between EPON-862 and DETDA molecules via a multi-step relaxation approach. For their cross-linking process, these authors used a fixed cut-off distance (pre-defined as 4 × the equilibrium bond distance for the cross-link bond). After each round of cross-link bond formation, they applied a multi-step geometry optimisation (not MD simulation) process, in which the ideal cross-link (C–N) bond length and ideal cross-link bond force constant were gradually decreased and increased respectively, to relax the internal stress. Moreover, as for many other previously-published simulation studies in this field, the simulation details provided were not sufficient to permit full reproduction of these results. This was also the case for the partial atomic charge calculation reported in this study. Recently, Khare and Khare\textsuperscript{17} reported the use of a similar multi-step relaxation procedure, but these authors instead used MD simulation during their step-wise relaxation process. However, these authors also used a single (long) cut-off distance to identify relevant atom pairs.

In a further variation on these procedures, Odegard et al.\textsuperscript{19} used a combination of force-fields in their study of the EPON-862/DETDA system. These authors used the OPLS\textsuperscript{29} force-field to manually generate the 3-D cross-linked structure, but then, somewhat counter-intuitively, switched to the reactive force-field (ReaxFF).\textsuperscript{30} after formation of the cross-link bonds, to calculate the thermo-mechanical properties of the resulting 3-D samples. These authors justified this choice based on the current immaturity of ReaxFF as regards the dynamic formation of epoxy cross-link bonds. In contrast to many (but not all) cross-linking simulation studies, these authors used several independently-created samples to generate adequate statistical sampling of the resulting thermo-mechanical properties. However, these authors used a fixed cut-off distance and used only geometry optimisation to relax their structures after the formation of the cross-link bonds.

In a related study, Izumi \etal\textsuperscript{16} modelled the cross-linking of phenolic resins. First, these authors fitted their partial atomic charges for use with the DREIDING force-field from the results of density functional theory calculations. Next, these authors then subjected their precursor liquid mixture sample to brief MD simulation. During this simulation the authors saved twenty different near-successive snapshots (every 10 ps) of the trajectory. Therefore, while these authors produced twenty different samples for subsequent cross-linking, by definition their process did not yield independently-generated samples because each of the initial structures would be strongly correlated with the other structures. These authors did not relax their samples as the cross-linking proceeded, but relaxed the structure at the end of the cross-linking process.

Very recently, Masoumi \etal\textsuperscript{31} reported simulations of the thermo-mechanical properties of the DGEBA-JEFFAMINE D-230 epoxy system. These authors subjected their precursor liquid mixture to thermal (simulated) annealing. However, they did not report any evidence regarding the evolution of the liquid mixture structure as a function of annealing cycle. During the cross-linking process, the sample was relaxed via MD simulation (and annealling), but was not done using multi-step approaches as outlined above. The authors used a variable cut-off distance (up to 14 Å). However, their findings were reported only for a very small system size (48:24 for DGEBA:D-230), which inherently limits the cell simulation size to small values, which could impart detrimental artefacts due to the artificially-small periodicity of the system.

The use of the DREIDING force-field also requires that partial atomic charges for all molecules be generated. Previous studies\textsuperscript{10,32–35} that have reported the generation of DREIDING partial atomic charges for epoxy and hardener molecules have lacked unambiguous methodological details for key steps of this process. Given the central importance of the partial atomic charges in determining the properties of materials in these DREIDING simulations, this limitation presents a substantial obstacle to reproducing the results of these previously published studies.

As these examples given above clearly illustrate, none have been shown to fully address all of the limitations and/or inconsistencies that prevent the generation of reproducible and reliable 3-D cross-linked epoxy polymer samples that are demonstrated to be free from internal stress. These limitations and challenges are detailed as follows. First, a clear and reproducible protocol...
is required for the generation of partial atomic charges for the precursor molecules. The generation of atomic partial charges is not a well-defined problem, and does not admit a unique solution. Therefore, this demand can potentially introduce ambiguity and a lack of reproducability in the subsequent simulations, if the details of the process used to generate these charges are not carefully reported.

Second, a robust process for obtaining and establishing an equilibrated liquid precursor sample is absolutely necessary. Because the liquid precursor mixture is viscous (from a molecular simulation perspective), care must be taken to ensure the structure of the liquid does not become trapped in metastable configurations. This does not appear to have been demonstrated in most previous reports of epoxy cross-linking simulations. Moreover, we can find no such simulation study that has provided evidence of liquid equilibration prior to cross-linking.

Third, the cross-linking procedure must be clearly defined. Also, in contrast with previously reported studies, the use of variable cut-off distances, along with multi-step relaxation coupled with MD simulation, is required to produce solid polymer structures that are not internally stressed. It is this cross-linking approach that we introduce herein. Fourth, the use of simulation sample replicates is essential. Very few previous studies reported simulation results for more than one independently-generated structural sample (for the same set of cross-linking conditions). One notable exception is the study reported by Shenogina et al. 14, who used seventy topologically-distinct structural epoxy models. As our results will demonstrate, use of replicates is essential to capturing average behaviours of the epoxy material. Fifth, careful cooling of the resulting cross-linked sample to room temperature is a key step. Reproducible methodological details for this cooling process must be provided. Finally, substantial system sizes must be considered. Small system sizes inherently limit the size of the simulation cell, making the cell dimensions almost comparable with the long axis of the longest precursor molecule. This therefore potentially imposes artificial periodicity on the system which may lead to misleading results.

In contrast to the limitations and challenges detailed above, here, we describe and detail a robust and systematic development of all such key aspects of cross-linked epoxy polymer modelling, with sufficient detail to ensure all stages can be reproduced by others. To accomplish this, we made use of open-source software for molecular dynamics (MD) simulations. We applied our comprehensive procedure to the generation of 3-D cross-linked samples of the EPON-862/DETDA epoxy system, and used these to calculate thermo-mechanical properties of the polymer, including the glass transition temperature, Young’s modulus, Poisson’s ratio, and the yield strength and yield strain. All of these quantities were compared with values available from the literature. In addition to being entirely reproducible by others, our cross-linking procedure contains novel features, chiefly a combination that incorporates variation of cross-linking reaction distance in partnership with a multi-step relaxation via MD simulation, that has not been reported before for epoxy polymers. Furthermore, the careful equilibration of the liquid precursor mixture, prior to initiation of the cross-linking process, is comprehensively demonstrated for the first time.

Methods

A schematic of our protocol is illustrated in a flowchart (Figure 1), showing each step of the process. Based on the clarity and reliability of the procedure, our work represents the first reported study in which the reported data can be readily reproduced by following each detailed step. Following a set-up stage, there are four

![Flowchart of the process to generate 3-D cross-linked epoxy polymer samples.](image)

**Fig. 1 Summary of our process to generate 3-D cross-linked epoxy polymer samples.**


subsequent phases (see Figure 1) in this protocol. None of these steps required exceptional computational resources to realise.

**Basic Simulation Details**

All atoms were modelled explicitly using the DREIDING FF. Temperature and pressure were controlled via Nosé-Hoover thermostat and barostat, respectively. The cut-off distance for long range contributions to the potential energy was set to 12 Å. The contribution of long-range interactions to the pressure and energy (beyond the interaction cut-off distance) were calculated via a tail correction and the particle-particle-particle-mesh algorithm. Newton's equations of motion were integrated using a 1 fs time-step throughout all simulations. Periodic boundary conditions were implemented in all three dimensions. The simulations were carried out using the LAMMPS software package.

**Partial Atomic Charge Calculation**

In terms of molecular modelling, partial atomic charges (as distributed over atomic sites) play a crucial role in determining the properties of materials. In our simulations, we have used the DREIDING FF, which does not contain partial atomic charges by default; therefore these charges must be calculated. In practice, there is no single definitive way to accomplish this, and numerous charge calculation methods are available in the literature. We chose to calculate the partial atomic charges by using Charge Equilibration (QEq) method available in the LAMMPS package.

The QEq approach in itself is well documented in the literature. However, previous reports of the usage of such methods as applied to simulation of epoxy cross-linking have not provided the full details required to enable reproduction of these charges. For example, the resultant charges can be very sensitive to the values of the taper radius used in the QEq calculations. In the 'Methodological Details' section of the ESI, we provide complete details of a reproducible process for generating partial atomic charges for both EPON-862, DETDA in isolation (see Figure 2) and for two reacted species; one DETDA with two EPON-862 molecules (Figure 3), and one DETDA with four EPON-862 molecules (see Figure S1 in the ESI†). Herein, we briefly summarize the process.

For the isolated molecules, we modelled EPON-862 we model the 'activated' form of the structure, following Li and Strachan. The activation of EPON-862 was captured by breaking the epoxide bonds (C-O) at both ends of the molecule, with subsequent hydrogenation of these exposed atomic sites. Herein, we denoted the activated form of EPON-862 merely as EPON. We calculated charges for two particular scenarios; 1) for a single (effectively isolated) molecule in vacuo, and, 2) for a molecule in the condensed phase. Note that both sets of conditions involved 3-D periodic boundary conditions in the calculation of the charges. We averaged the partial charges for each unique type of atomic environment. The labelling system that illustrates each unique atomic environment is provided in Figure S2 of the ESI. Since the chemical environment of the atoms in the immediate (and possibly more distant) vicinity of the cross-link bond changes after the cross-link bond is formed, the partial atomic charge distribution for the reacted EPON/DETDA molecule may be different to their counterparts for the unreacted molecules. To account for this, the partial atomic charges after cross-linking were also calculated.

**Pure Liquid EPON and DETDA Modeling**

Having established the partial atomic charges, we then proceeded to model the pure liquid phase for both EPON and DETDA. Because the liquid mixture of EPON and DETDA reacts very quickly to form a solid 3-D network, there is no experimental benchmark regarding the density and structure of the liquid mixture against which we could validate our force-field. Therefore, we have used these pure liquid systems as a means to benchmark our simulations and to fine-tune the details of the van der Waals (vdW) interactions (see below). To do this, we prepared two samples; one containing 128 EPON and one containing 128 DETDA molecules. In the ESI† section 'Methodological Details', we provide full details and discussion of the two vdW forms tested in our work; the Lennard-Jones (LJ) and Buckingham (X6) potentials. In particular, the X6 potential can incorporate a dimensionless scaling parameter which may be either kept constant for each atom (denoted here as X6) or varied, according to atom type (denoted here as X6). The pure liquid simulation procedure was as follows. In each case the molecules were randomly packed in a cubic simulation cell using PACKMOL. The initial cubic cell dimensions were 100×100×100 Å³ and 50×50×50 Å³ for the pure liquid EPON and DETDA, respectively (such that the initial density of the liquid EPON and DETDA was very low, at 0.3 g cm⁻³ and 0.15 g cm⁻³, respectively). The structures in these cells were then geometry optimised using the LAMMPS-implemented FIRE algorithm, with a maximum of 50000 optimisation steps and limiting the maximum atomic displacement to 0.1 Å to prevent unrealistically large displacements of near-overlapped atoms. After this step, the system temperature was increased up to 1000 K via NVT MD simulation for 50 ps and maintained at this temperature for a further 400 ps, again via NVT MD simulation. Next, the system was lin-
early cooled back to the cross-linking reaction temperature, 500 K (see below), via NVT MD simulation for 500 ps. After a further 100 ps NVT MD simulation at 500 K, we used this final structure as input for an NPT MD simulation at 500 K and 1 atm for 300 ps. The duration of this NPT simulation was found to be sufficient to yield a converged liquid density in each case (see Results section).

Modelling the Liquid Precursor Mixture

From a molecular simulation perspective, care must be taken to ensure the system is well mixed. This is because the structuring of the liquid, if not at equilibrium, could profoundly impact on the resulting 3-D network of cross-linked bonds, and thus lead to misleading predictions. To this end, EPON and DETDA molecules were packed in a cubic simulation cell with the ratio of 2:1 (256:128), using PACKMOL. The initial density of the packed system was deliberately set to a low value, 0.5 g cm$^{-3}$, which corresponded to the simulation cell length of 70 Å. This was done for the same reason as provided for the pure liquid simulations described earlier. Three samples were independently generated, using initially-random packing of the EPON and DETDA. All subsequent cross-linked sample preparation followed from these three independent samples. System properties, such as the liquid densities, were averaged over these three samples to enhance statistical sampling.

The same geometry optimisation procedure as described for the pure liquids was implemented here. After geometry optimisation, the density of the liquid mixture simulation cell was then calculated using the simulation protocol detailed in the previous section for the pure liquids. Once the density of the liquid mixture at 500 K was established, to ensure adequate mixing we then subjected the liquid mixture to simulated annealling, where the system was heated up and cooled down between 500-1000 K using MD simulation in the NVT ensemble to ensure equilibration, using the cell dimensions that resulted from our density calculation. Specifically, each annealing cycle comprised: MD simulation at 500 K, for 0.2 ns; then the temperature was linearly ramped to 1000 K over a period of 0.2 ns, next the system temperature was held at 1000 K for a further 1.0 ns; and finally the system was then cooled back to 500 K over a time period of 0.5 ns.

We calculated several radial distribution functions (RDFs) at 500 K to characterise the internal structure of the liquid mixture. To this end, our reference sites were defined with the center-of-mass (COM) of phenyl ring in the DETDA molecule (denoted CD), and the central carbon atom connected between the two phenyl rings in the EPON molecule (denoted CE). The reference sites on each molecule used to calculate our RDFs are illustrated in Figure S3 of the ESI. Using in-house developed code, we calculated the CD-CD, CD-CE and CE-CE RDFs and compared these as a function of successive annealling cycles. We saved frames from the trajectory every 1 ps during the first 200 ps of each annealing cycle, and each RDF was averaged over these 200 frames in each cycle. We terminated the simulated annealling process when the difference between RDFs of the successive cycles became negligible; this resulted in a total six annealling cycles in our simulations.

Epoxy Cross-linking Procedure

With our process, we carefully construct a reproducible and reliable 3-D cross-linked epoxy material free from internal stress, from which thermo-mechanical properties of the material can be subsequently predicted via MD simulations. As we shall demonstrate herein, our procedure is an elaboration on the dynamic process. The cross-linking degree in our procedure can be controlled by varying the cross-linking cut-off distance. In our cross-linking procedure we considered the equal probability of primary and secondary amine reactions. As with previously reported studies, the etherification reaction taking place between epoxy and hydroxyl groups, which may compete to epoxy-amine reactions in the presence of excess epoxy groups, was not considered here. Our procedure allows a cross-linked material to be dynamically generated in the presence of external objects, such as surfaces and nanoparticles. To provide a contrast, we also carried out a static cross-linking procedure to highlight the power of our dynamic method. We emphasise here that we do not seek to account for the polymer reaction kinetics in our modelling. The chief purpose of our work is to prepare cross-linked epoxy polymer samples suitable for the subsequent evaluation of their thermo-mechanical properties.

Our cross-linking process is based on a spatial cut-off criterion that is dynamically adjusted during the process. Figure 3 illustrates the reactive atoms in EPON and DETDA molecules that are involved in the cross-link formation. Our initial spatial cutoff between candidate reactive atom pairs (the carbon atom on EPON and the nitrogen atom on DETDA) was set to 3 Å. All potential atom pairs within this distance cut-off in the sample were then linked via a new C–N cross-link bond. The internal stress of the cross-linked polymer increases due to the new bonds created during this stage of the cross-linking process. Therefore, the structure must be relaxed to minimise this internal stress. To accomplish this, we adopted a procedure reported previously Li and Strachan, where we first set the force-constant of the newly-formed cross-linked bonds to be intentionally lower than the actual value, and then gradually increased this force-constant to its target value. At the same time we similarly set the ideal bond length of these newly-formed bonds to be much longer than its actual value, and we concomitantly decreased the ideal bond length to its ideal value, in step with the changes made to the bond force constant.

There were nine stages involved in this relaxation process. At each of the first eight stages, the ideal bond length and the corresponding bond force constant were adjusted to the values indicated in Table S2 in the ESI, and the system subjected to MD simulation in the NVT ensemble for 20 ps, at a temperature of 500 K. At the ninth stage, a 20-ps NPT run at 500 K and 1 atm was carried out. After ten such attempts to locate potential reactive atom pairs for the same given cutoff distance, the system was simulated via NPT MD simulation at 500 K and 1 atm for 50 ps to allow the system to adjust its volume as a response to the formation of new cross-links. Then, the cutoff distance was incremented by 0.5 Å and the steps mentioned above were repeated. Our entire cross-linking procedure was terminated when the de-
gree of cross-linking was achieved. The number of attempts to search for new potential reactive atom pairs was restricted to ten, since we found that after ten cycles, the performance, in terms of number of newly-formed cross-linked bonds vs. simulation time, degraded substantially. See Figure 1 for a schematic summary of this cross-linking process. The bonds between the reactive carbon and nitrogen atoms were created using the fix bond/create functionality in the LAMMPS simulation package. At the conclusion of our cross-linking procedure, the excess hydrogen atoms connected to all reacted carbon and nitrogen atomic sites and excess bonds (between reacted nitrogen-hydrogen atoms and reacted carbon-hydrogen atoms) were detected via our in-house developed code and deleted by using the del_bonds and del_atoms commands using LAMMPS. Following this, the system topology along with the distribution of partial atomic charges were updated.

Our cross-linking process was carried out at 500 K which is higher than the typical experimentally reported value of around 450 K. We chose a higher curing temperature because it is well known that the simulated state-point corresponding to a given simulated temperature can be different to the actual state-point. Setting the temperature a little higher than the experimental temperature in our simulations is a conservative measure to ensure the molecules will not become artificially trapped in a glassy state.

To provide a contrast to our approach, we also calculated new bonds via a static method. In the static procedure, all reactive atoms within the reaction distance were detected and the cross-links were formed in one single attempt, starting with a cut-off value of 3 Å. After this point, if the desired degree of cross-linking was not achieved, the cut-off was increased by 0.5 Å until the degree of cross-linking was satisfied. No structural relaxation was performed during the static cross-linking procedure.

**Prediction of Thermo-Mechanical Properties**

Having obtained three independently-generated cross-linked epoxy polymer samples, we used these to predict a range of thermo-mechanical properties of the material, for comparison with experimentally observed values. Specifically, we report predictions of the glass transition temperature \( T_g \), coefficients of volumetric \( (\alpha_v) \) and linear \( (\alpha_l) \) expansion, Young’s modulus, Poisson’s ratio, and the yield stress and yield strain. Our system size for the cross-linked polymer is one of the largest reported for epoxy dynamic cross-linking using all-atom MD simulations (that are not based on dendrimer-like models). Nonetheless, this does not mean that our simulation cell size is sufficiently large to eliminate all size-dependent effects. As reported very recently by Gavrilo et al.\(^{24} \), the simulation cell size can play a role in determining the largest cycle size of the resulting epoxy network topology.

**Glass Transition Temperature**

The \( T_g \) of epoxy resins are strongly dependent on the degree of cross-linking, as well as the thermal history of the sample, such as curing temperature. For example, the same material can have up to 15°C higher \( T_g \) values if the cross-linking reaction has taken place at a higher temperature.\(^{47} \)

In our simulations, we calculated \( T_g \) via anisotropic isobaric cooling, where the system was cooled from high to low temperature. Specifically, the system was cooled down from 600 K to 300 K with a cooling rate of 20 K ns\(^{-1} \), via use of MD simulations in the anisotropic NPT ensemble, such that the variation in the cell dimensions was fully decoupled in each of the three principal axes. We cooled the system in intervals of 10 K, and simulated the system for 0.5 ns at each temperature point, amounting to a total of 15.5 ns of MD simulation for the cooling of each sample. We calculated the average density of each sample at each temperature point, based on the 500 density values (data-points) calculated from the 0.5 ns trajectory generated at each temperature. Piece-wise data fitting was applied to determine \( T_g \). Two lines were fitted to our resulting temperature vs. density curve for the glassy phase and amorphous phase for each sample. The intersection of these two lines is defined as the \( T_g \).

**Coefficient of Thermal Expansion**

The coefficient of volumetric thermal expansion (CVTE) \( (\alpha_v) \) was calculated from the slope of the volume fraction vs. temperature plot, where the volume fraction at a temperature \( T \) is \( V(T)/V(300) \). For isotropic structures, the coefficient of linear thermal expansion (CITE) \( (\alpha_l) \) is simply one-third of the coefficient of volumetric thermal expansion (CVTE). \( \alpha_v \) and \( \alpha_l \) were calculated by following Eqn. 1.

\[
\alpha_v = \frac{1}{V_0} \left( \frac{\partial V}{\partial T} \right)_p \quad \text{and} \quad \alpha_l = \frac{\alpha_v}{3} \quad (1)
\]

\( \alpha_v \) can be calculated during the isobaric cooling of the material and by recording the volume data at each temperature (following the same cooling simulation procedure as outlined for our \( T_g \) calculation). From the slope of volume fraction vs. temperature plot we can calculate \( \alpha_v \) for both glassy and rubbery states. As was the case for our \( T_g \) simulations, we fitted two lines to these data, one each for the glassy and rubbery states.

**Stress-Strain Curve**

The stress-strain curve (SSC) indicates the spatial deformations of a material when a stress is applied. In our simulations, Young’s modulus was obtained from the slope of SSC. Only the linear portion of the SSC, up to 4% strain was used. Littell et al.\(^{48} \) showed that the value of Young’s modulus can increase with the increase in strain rate. Therefore, the value of Young’s modulus predicted via MD simulations is expected to result in higher values due to the fact that MD simulations by necessity must make use of remarkably higher strain rates than those used in experiment. In addition, Poisson’s ratio was calculated by plotting the strain in the direction where stress is applied vs. the average strain of the other two directions.

Epoxy polymers show brittle behaviour under applied stress. Unlike ductile materials, it is not easy to determine the yield point of brittle materials, where the transition from elastic to plastic behaviour as a response to the applied stress, occurs. The yield point is the point that marks the onset of plastic deformation. Since the yield point is not well-defined in brittle materials, we make use of the 0.2% offset line to find the yield point, which is the conventional treatment in experimental studies (for example, see...
Hockney et al. \cite{Hockney:1981}). In this convention, a line parallel to the linear part of the SSC curve, shifted by 0.2% is drawn and the intersection point with the SSC is determined, which is by definition identified as the yield point. The yield stress and strain are found as projections in strain and stress axes, as illustrated in Figure S4 of the ESI\textsuperscript{1}.

Here we performed a tensile test, where the epoxy polymer was deformed under tension with a constant strain rate. The mechanical properties of a material can be calculated via non-equilibrium MD methods. The \textit{fix deform} command of LAMMPS was used for our constant strain simulations. Constant strain was applied to each principal axis of the simulation cell in different simulations, while the cell dimensions in the other two directions was free to change. Atmospheric pressure (1 atm) was applied to the other two cell dimensions so as to enable them to independently respond dynamically to the applied stress. Our applied strain rate was $5 \times 10^{-1}$ s$^{-1}$. The kinetic response of atoms to the applied strain was accounted for by using MD simulations in the \textit{NPT} ensemble using anisotropic coupling, at a constant temperature of 300 K. For each principal direction in each sample, we modelled the response to the applied stress ranging from 0% to 20% strain, over a simulation duration of 4 ns (using 4000 stress-strain data points per run to construct the SSC). This amounted to nine SSC simulations overall with a total of 36 ns of MD simulation.

In an experimental setting, the cross-sectional area of a specimen may change as the deformation occurs. Within the definitions of the engineering SSC, the cross-sectional area of the specimen is considered as constant. However, within the definitions of the true SSC, the cross-sectional area may change as a function of applied stress. The engineering SSC was calculated via non-equilibrium MD simulations, while the true SSC was calculated by using the engineering stress-strain data via Eqn. 2:

$$\sigma = s(1 + e) \quad \text{and} \quad \varepsilon = \ln(1 + e)$$ \hspace{1cm} (2)

where $s$ and $e$ are the engineering stress and strain, and $\sigma$ and $\varepsilon$ are the true stress and strain, respectively.

Results and Discussion

Partial Charge Calculations

For the unreacted EPON and DETDA molecules, we calculated the partial atomic charges over all atomic sites of each molecule using both the ‘vacuum’ and ‘condensed phase’ models. Figure 4 shows the calculated partial charges by the use of the vacuum model (calculated over one single molecule) and condensed phase model (a system including 16 EPON and 8 DETDA molecules) for both EPON and DETDA molecules. The full set of partial atomic charges as calculated by the ‘vacuum’ configuration are provided in Table S3 of the ESI\textsuperscript{1}. Although the study reported by Li and Strachan\textsuperscript{10} indicated that the charges calculated in vacuum and condensed phase were different, our results revealed no remarkable difference in the partial atomic charges calculated via both procedures; as reported in Figure 4. However, due to the lack of key details in the study of Li and Strachan\textsuperscript{10}, we cannot comment further on this discrepancy. Based on this evidence, herein, we have used the ‘vacuum’ environment for the calculation of our partial charges.

In addition, we calculated the partial atomic charges of the reacted EPON and DETDA systems (see Methods) and compared this set of partial atomic charges with those calculated for the unreacted molecules. In Figure 5 we plot the partial atomic charges of EPON and DETDA before vs. after the cross-linking reaction for both the primary and secondary amine reactions. Figure 5 reveals that the only atomic sites that show significant deviation from the unreacted partial charges are chiefly the atoms participating the reaction, i.e. the carbon atom of EPON and the nitrogen atom of DETDA. This was found to be the case for both the primary and secondary amine reactions. Based on this evidence, we decided to only update the charges of the two reacted (carbon and nitrogen) atoms upon cross-linking. Table 1 provides the new partial atomic charges of the reacted carbon and nitrogen atom of the EPON molecule and the nitrogen atom of the DETDA molecule for the primary and secondary reactions.

<table>
<thead>
<tr>
<th>Atom</th>
<th>Unreacted Charge / esu</th>
<th>Primary Charge / esu</th>
<th>Secondary Charge / esu</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>-0.3576</td>
<td>-0.18195</td>
<td>-0.1927</td>
</tr>
<tr>
<td>N</td>
<td>-0.7496</td>
<td>-0.51765</td>
<td>-0.2642</td>
</tr>
</tbody>
</table>

Density of Pure Liquids: EPON and DETDA

As part of the process to check the DREIDING force-field (including our calculated partial atomic charges), the density values of pure liquid EPON and DETDA were calculated at 300 K and 1 atm from our MD simulations in the \textit{NPT} ensemble (see Methods) and compared with experimental values, employing a three variations on the description of the van der Waals interaction. Using the \textit{X6\textsubscript{const}} form of the Buckingham potential (see Methods), the density values for pure liquid EPON and pure liquid DETDA at 300 K and 1 atm were predicted to be 1.132±0.005 g cm$^{-3}$ and 0.982±0.007 g cm$^{-3}$, respectively. The corresponding experimental values are 1.174 g cm$^{-3}$ for EPON\textsuperscript{50} at 298 K, and 1.022 g cm$^{-3}$ for DETDA\textsuperscript{51} at 293 K. We also tested the performance of the \textit{X6\textsubscript{var}} form of the Buckingham potential in predicting these liquid densities, as well as the Lennard-Jones (LJ) form of this interaction. Our results yielded markedly lower densities for both pure liquids compared with those supported by the \textit{X6\textsubscript{const}} form of the Buckingham potential and the corresponding experimental values. Plots of liquid density vs. simulation time, indicating the equilibration of the density, are shown for all cases in Figure S5 of the ESI\textsuperscript{1}. These data indicate that the \textit{X6\textsubscript{const}} form of the Buckingham potential should yield best performance for modelling the liquid precursor mixture.

Density and Structure of the EPON/DETDA Liquid Mixture

Because of the rapid reaction between the two precursors, there are no experimental data available regarding the density and structure of the liquid mixture of EPON and DETDA. In this in-
stance, as a check to ensure our predictions of liquid density were sensible, we used existing experimental data taken from the pure liquid systems\textsuperscript{50,51} to infer the density of the ideal EPON/DETDA liquid (with a EPON/DETDA ratio of 2:1), based on the ideal mixing law. This yielded an estimated ideal density of 1.137 g cm\textsuperscript{-3}. The corresponding value at 300 K, predicted from our MD simulations in the \textit{NPT} ensemble using the \textit{X6\textsubscript{const}} form of the Buckingham potential was 1.101±0.003 g cm\textsuperscript{-3}. While the comparison with our inferred experimental value is not expected to yield perfect agreement, our results indicate that our predictions are reasonable. Because we carried out the cross-linking procedure at 500 K (see Methods), we also predicted the density of the liquid precursor mixture at this temperature. The density was averaged over our three independent samples to yield 0.988±0.005 g cm\textsuperscript{-3} at 500 K. The evolution of the system density with time is shown in Figure S6 of the ESI\textsuperscript{†} for various cases. In Figure S6c) of the ESI\textsuperscript{†} we provide the time evolution of the density at 500 K with respect to simulation time for all three samples, showing the close agreement of each final density.

We also tested the influence of the partial atomic charges on the packing of molecules in the liquid mixture. This was evaluated by switching off the Coulombic interactions in our 500 K MD simulations, with equilibration of the density performed as described earlier. A comparison of the densities from the "no-charges" system and from the regular system is also reported in Figure S6d) of the ESI\textsuperscript{†}. The presence of the Coulombic interactions had a beneficial effect on the packing of the molecules, yielding a higher density compared with the "no-charges" case. Based on our evidence for both the pure liquids and the liquid mixture, we used \textit{X6\textsubscript{const}} parameters for all other simulations reported herein.

After identifying which form of the vdW interaction to use, we then predicted the structuring of the liquid mixture at our curing temperature of 500 K and 1 atm. We accomplished this by calculating radial distribution functions (RDFs) for EPON-EPON (CE-CE), DETDA-DETDA (CD-CD) and EPON-DETDA (CE-CD) contacts from our simulated annealing MD simulations, as summarized in the Methods. Evidence of the equilibration of the structuring of the liquid mixture, indicated by the evolution of the three RDFs as a function of simulated annealing cycle, for each of our three samples, is presented in Figure S7 of the ESI\textsuperscript{†} The resulting RDFs generated after six simulated annealing cycles are shown in Figure 6. The first peak in the CE-CE distribution was located at 5.4 Å while the first peak corresponding with the CD-CE distribution is found at a greater separation, since the CD site is
not a single atom, but rather the centre-of-mass of the six phenyl carbon atoms in DETDA. This may also explain why the CD-CD RDF appears relatively noisier. The first peak in the CD-CD RDF was found at 4.9 Å. Based on the visualisation of the structure, we observed that the phenyl rings of DETDA molecules were arranged in a slipped parallel alignment, with a significant lateral shift between the phenyl rings, which may account for the shoulder at 4.9 Å.

**Fig. 6** RDFs of the liquid precursor mixture calculated between (a) CD-CE, (b) CE-CE, and (c) CD-CD, generated from simulations at 500 K and 1 atm.

**Epoxy Cross-linking Procedure and Sample Relaxation**

Once we had established that our three liquid precursor mixture samples were structurally equilibrated, we applied our in-situ cross-linking procedure to these samples. For comparison, we also carried out a static cross-linking process (see Methods). Figure 7 shows the variation in the degree of cross-linking in our samples as a function of the cut-off distance between candidate reactive atoms (see Methods), as generated for both our process and the static process. As is clearly seen from Figure 7, the our cross-linking procedure yielded a higher degree of cross-linking when compared to the static process for a given cut-off distance. All three samples yielded a similar profile of cross-linking degree vs. cut-off distance which is clear evidence of well-mixed and equilibrated liquid precursor mixture samples. Since more reactive atom pairs are available at the beginning of the process, the rate at which new cross-links are generated slows as the degree of cross-linking increases, as indicated in Figure 7. After each attempt to form cross-links, we extensively relaxed the structure via NVT and NPT MD simulations to allow the molecules to diffuse during this relaxation. We deliberately used a long, step-wise procedure not just for the relaxation of the resultant structure, but also to allow the molecules to diffuse so as to bring remaining reactive atoms closer to each other for the next cross-linking attempt. The data in Figure 7 show that for a given cut-off distance, these relaxation steps do indeed result in an increase in cross-link formation, which can only arise due to diffusion of molecules in the sample. This increase clearly diminishes as the degree of cross-linking approaches ~90% (e.g. corresponding to a cut-off of 7 Å). The cross-linked epoxy polymer structures used in our subsequent thermo-mechanical property simulations all had a degree of cross-linking of 78%, which was obtained at a maximum cut-off distance of 4.5 Å in our procedure.

**Fig. 7** Variation in the degree of epoxy cross-linking as a function of cut-off distance for both (a) static procedure, and (b) our dynamic procedure.

At the end of the cross-linking procedure (when the degree of cross-linking reached 78%), the bond lengths between the reacted epoxide carbon and amine nitrogen atoms were measured and compared with the equilibrium bond length as defined by the DREIDING FF. A similar analysis was carried out for the related C-N-C angles. Figure S8a) in the ESI† shows these bond length and angle distributions obtained from the trajectories after the cross-linking. The calculated average cross-link bond lengths and associated bond angles at 500 K were 1.490±0.002 Å and 112.302±0.760°, while the corresponding ideal values in the DREIDING FF are 1.462 Å and 109.471°, respectively. The dashed lines in Figure S8 in the ESI† correspond with these ideal bond length and angle values. The differences between calculated and ideal values may be ascribed to the high temperature of the system (500 K).

In addition, the internal pressure of the resulting cross-linked samples was checked to verify whether each sample was internally stress-free. Figure S9 in the ESI† shows the pressure distributions obtained via our NPT MD simulations after the termination of the cross-linking process (see Methods). Our results show that the total pressure of the sample fluctuated around 1 atm pressure (indicated by the dashed line in Figure S9 in the ESI†). Fluctuations of pressure of this magnitude are entirely typical for an equilibrated NPT MD simulation.
Prediction of Polymer Thermo-Mechanical Properties

We used our three independently-generated cross-linked polymer samples, each with a cross-linking degree of 78%, to calculate thermo-mechanical properties of the epoxy. $T_g$, $\alpha_v$, and $\alpha_t$ were predicted via the analysis of our isobaric cooling simulations (see Methods). Young’s Modulus, Poisson’s ratio, and the yield strain and stress were calculated via non-equilibrium MD simulations.

As described in the Methods, each of our three cross-linked structures was first simulated at 600 K and cooled down from this temperature to 300 K. The density value averaged over the three samples at 300 K 1.180±0.001 g cm$^{-3}$, which is in good agreement with the experimental value$^{53}$ of around 1.200 g cm$^{-3}$.

In the literature, the experimentally measured $T_g$ range for the system under consideration is 108.0–161.1 K$^{46,47,54–58}$. However, $T_g$ is a function of the cross-linking degree, which may account for the wide range of $T_g$ values reported in the literature. The discrepancy between values might also be attributed to differences in the curing schedule. Figure 8a) shows the predicted polymer density, $\rho$, as a function of temperature, calculated as an average over our three samples.

Because our cooling rate in the MD simulations was much greater than the experimental cooling rates, our predicted $T_g$ values are expected to be an over-estimate of the experimentally-determined values. To reflect this mismatch between the experimental and computational cooling rates, a commonly-applied correction is to add approximately 3 K per order of magnitude in the cooling rate to the experimental $T_g$ value$^{59}$, for the purposes of fair comparison with the simulation-based $T_g$ value. Alternatively, this correction can be subtracted off the simulation-based estimate of $T_g$. In our case, Rangari et al.$^{57}$ carried out their experimental thermal analysis at a cooling rate of 10 °C min$^{-1}$, which was approximately 11 orders of magnitude lower than our cooling rate (1.2 × 10$^{12}$ °C min$^{-1}$). Therefore, our adjusted simulation-based $T_g$ value reduced to 407-417 K (134-144 °C).

Figure 8b) shows the dependence of polymer volume fraction with system temperature, from which $\alpha_v$ (the coefficient of volumetric thermal expansion) was calculated as an average over our three cross-linked samples. This yielded $\alpha_v$ values of 424.3×10$^{-6}$ K$^{-1}$ and 258.2×10$^{-6}$K$^{-1}$ for the glassy and rubbery states respectively. This resulted in $\alpha_t$ values of 141.4×10$^{-6}$ K$^{-1}$ and 86.1×10$^{-6}$ K$^{-1}$ for the glassy and rubbery states, respectively. The corresponding experimentally-observed $\alpha_v$ values$^{55}$ are 180×10$^{-6}$K$^{-1}$ and 64×10$^{-6}$K$^{-1}$ for glassy and rubbery states, respectively. We again note that, as is the case for other thermomechanical properties, the CTE values are function of the cross-linking degree of the polymer.

Stress-Strain Response

Figure 9a) shows both the engineering and true stress-strain (SSC) curves of the polymer calculated as the average over our three samples, each with a 78% degree of cross-linking. As expected, the engineering SSC deviates from the linearity as lower strain values compared with the true SSC. We obtained Young’s modulus values from the SSCs up to 4% strain, as shown in Figure 9a) (see also Figure S10 of the ESI$^1$). The sample-averaged Young’s modulus values were 2.85 and 3.02 GPa calculated from engineering and true SSCs, respectively. The experimentally-reported Young’s modulus values varied between 2.52 and 2.89 GPa as reported by Littell et al.$^{48}$ and 2.7 and 3.25 GPa$^{58}$. We can ascribe the discrepancy between our predicted results and the experimental values to two key factors. First, the higher strain rate inherent to the MD simulations leads to higher Young’s modulus values. Second, we do not know the cross-linking degrees of the samples used in the experimental studies, which limits direct comparisons because Young’s modulus of epoxy polymer is highly dependent on the cross-linking degree.

In Figure 9b) we show the strain-strain data used to obtain Poisson’s ratio from the engineering and true SSCs. The average values were 0.38 and 0.39 calculated from the engineering and true SSCs, respectively. The experimentally calculated Poisson’s ratios varied between 0.40 and 0.43$^{48}$, again, the caveat regarding the dependence on the degree of cross-linking applies here.

The yield strength and yield strain were calculated from the engineering and true SSCs, as provided in Figure S11 of the ESI$^1$. The solid lines represent the 0.2% offset lines which were used to determine the yield points. It should be noted here that the force-field used in this study is not able to capture bond breakage. Therefore, the maximum value obtained in the SSCs may not be truly representative of the breakage point, because the material could be broken before the maximum point in the predicted SSCs. Therefore, it is more appropriate to focus on the yield point where the first plastic deformations take place.

As it is seen clearly from Figure S11 of the ESI$^1$, the 0.2% offset line intersected the SSCs at 4.2% strain. Since the epoxy polymer samples show no or modest plastic deformation, we can expect that the breakage takes place at around this range. Littell et al.$^{48}$ reported a failure strain of 4.02% strain for this material, while Sun et al.$^{56}$ reported a lower value for the failure elongation,
of 3.24% strain, just before fracture. The differences may be attributed to the cross-linking degree of the specimens as well as the process history of the specimens used in these experimental studies. In addition, our calculated yield strength was in the range of 110 – 120 MPa; however, there are no experimental data available regarding the yield stress for these epoxies in the literature.

**Conclusions**

In summary, we have introduced a comprehensive, robust and reproducible molecular simulation protocol for the generation and property evaluation of epoxy polymer samples. Our protocol has been reported in sufficient detail to allow full reproduction of our results at each step, it can be extended to any general thermoset polymer, it is amenable for use with a wide range of force-fields, and has been devised for implementation with freely-available software. Key to our protocol was the inclusion of a reproducible procedure for calculation of partial atomic charges; a reliable process for equilibration of the liquid precursor mixture; a robust protocol for generating the three-dimensional cross-linked polymer; and the use of independently-generated samples, starting at the point of the liquid precursor mixture. While helpful for studying pure polymer systems, our dynamic cross-linking procedure will also be valuable in the preparation of polymer samples that are dynamically cross-linked in the presence of surfaces and nanostructures, which will allow the details of the interphase associated with these interfacial systems to be captured.
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Graphical Abstract for: A robust and reproducible procedure for cross-linking thermoset polymers using molecular simulation
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Our reliable and reproducible cross-linking procedure ranges from careful equilibration of the liquid polymer precursor to calculating the thermo-mechanical properties of the cross-linked polymer. Our approach can be used to cure not only pure thermoset polymers, but also thermoset-based composite materials.