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Using both theory and experiment, we investigate the possibility of creating perfectly ordered block copolymer nanostructures on sparsely patterned substrates. Our study focuses on scrutinizing the proper pattern conditions to avoid undesired morphologies or defects when depositing cylinder-forming AB diblock copolymer thin films on the substrates which are mostly neutral with periodic stripe regions preferring the minority domain. By systematically exploring the parameter space with self-consistent field theory (SCFT), the optimal conditions for target phases are determined, and the effects of the chemical pattern period and the block copolymer film thickness on the target phase stability are also studied. Furthermore, as a sample experimental system, almost perfectly aligned polystyrene-block-poly(methyl methacrylate) (PS-b-PMMA) diblock copolymers are demonstrated. After pattern transfer process, highly-ordered Al nonodot arrays following the initial vertically aligned cylinder pattern are created. This systematic study demonstrates the ability to control the structure and position of nanopatterns on sparse chemical pattern.

1 Introduction

Nanomaterials with patterned surface of versatile functionality are potentially useful in many high-tech fields such as lithography, magnetic data storage, microelectronic devices and photonic crystals. 1–11 Motivated by the rapidly growing industrial requirement, the innovation of nano-fabrication technique has attracted tremendous attention during the past decades, and the ongoing challenges include changing the nanopattern period to even smaller or larger dimensions, creating special pattern shapes such as square arrays, enhancing the long-range order of microdomains, and so on. 8,12–16 Block copolymers (BCPs) are very promising candidates for the fabrication of nanomaterials with such properties, because they have the capability of spontaneously creating various shapes of ordered microdomains including spheres, cylinders, lamellae and bicontinuous networks. 17 In order to fulfill the demand of material property and device functionality, numerous methods have been developed to control the orientation and lateral ordering of microdomains in BCP nanomaterials, such as the use of external fields, 18,19 shear, 20 thermal annealing, 21 solvent annealing, 22 solvent fields 23,24 and patterned substrates. 7,12,25–30 Among these approaches, the directed self-assembly (DSA) of BCPs on patterned substrates is an example of top-down/bottom-up hybrid method. It combines the advantage of thermodynamic self-assembly of BCPs and precise control of lithographic method, providing a potential route to upgrade the nanomaterial fabrication process.

In the process of DSA, templates with properly prepared topographic or chemical prepatterns are usually required. For the former one, i.e. graphoeitaxy, 25–33 the alignment of spherical, cylindrical or lamellar microdomains are guided by topographical prepatterns such as grooves or posts. These topographical prepatterns usually have a repeating structure whose period is a few times larger than the natural period of BCPs, and thereby increase the pattern resolution by subdividing the topographical pattern. As for the chemical epitaxy, 34–42 self-assembly of BCPs is guided by chemical prepatterns with strong affinity to certain blocks of BCP chains, and thus final morphologies with good registration to the underlying chemical patterns can be obtained. For nanomaterials requiring ultrahigh-density patterns with high-quality, however, DSA approaches mentioned above are hard to meet such demands. 43 For instance, the pattern density created via chemical epitaxy strongly depends on the template resolution. Because the template is usually prepared by lithographic techniques, the intrinsic resolution of the lithographic method limits the pattern density. As for the graphoeitaxy, although it can enhance the pattern density by subdividing the topographical features, the topographical patterns themselves (groove or post) hinder the improvement of the long-range order of target nanostructures: nanowalls which form grooves occupy a significant fraction of the substrate area, and posts sometimes
must be treated by special processes to ensure that they do not behave like undesired defects.

The recently introduced density multiplication technology using sparse chemical patterns avoid such problems and can be regarded as an important improvement of DSA.\textsuperscript{43–50} This approach turned out to be successful in promoting long-range order of BCP films while enhancing their pattern density. Its basic idea is to guide the self-assembly by the chemical prepattern of the substrate whose period is usually a few times as large as the natural period of BCPs. The chemical prepattern makes this method essentially a chemical epitaxy. However, at the same time, those microdomains formed on each chemically homogeneous region behave like topographical patterns made by BCP blocks themselves. Through this mechanism, the nanopatterns are enhanced in that the frequency can be doubled, tripled or quadrupled while not reducing the effective surface area, and higher factor of pattern multiplications are in principle possible.\textsuperscript{43–46,48} Therefore, this approach offers the potential to increase feature density with relatively small effort and time for the creation of large area nanopatterns.

For the actual realization of this density multiplication method, intensive experimental studies have been performed using substrates with striped patterns,\textsuperscript{43,44} hexagonal patterns\textsuperscript{45,46} and complex geometries.\textsuperscript{47} In one specific work which motivated us, Park et al.\textsuperscript{44} synergistically combined conventional 193 nm ArF projection photolithography with BCP self-assembly. In their work, highly ordered crossed-cylinder morphologies were generated on striped chemical pattern, and the density of sparse chemical pattern was enhanced by a scale factor of two or three. As a result, they successfully produced structures with sub-20 nm scale via a single exposure step. Xu et al.\textsuperscript{47} suggested a method to direct the self-assembly of BCPs within complex two dimensional geometry by using chemical patterns. In their work, the pattern boundaries were used as templates to direct the order of the BCP domains and they also had the role of improving the spatial uniformity of nanopatterns. These results experimentally demonstrated that chemical patterns are as effective as topographical patterns for templating BCP microdomains in thin films, with the purpose of creating well-packed microdomain arrays with long-range order.

On the other hand, for DSA of BCPs, considering the high-dimensional parameter space which imposes difficulty for experimentalists to explore for the best condition for defectless nanostructure formation, theory and simulation\textsuperscript{38–50} are often used to reduce time and cost by providing predictions for the resulting morphology. For instance, combining self-consistent field theory (SCFT) and dissipative particle dynamics simulation, Kriksh et al.\textsuperscript{48} studied the thin films of cylinder-forming block copolymers deposited on various substrates including sparse hexagonal, rectangular and triangle patterns. Their simulations demonstrated that a stable hexagonal morphology in bulk case can be directed with remarkable precision into perpendicular direction using proper nanoscale substrate patterns. It was also shown that the surface control over the ordering and orientation of the hexagonal phase was regulated by the degree of commensurability between polymers and substrate patterning as well as the affinity between the minority domains and the pattern. Yang et al.,\textsuperscript{42} including two authors of this report, examined thin film nanostructures of cylinder-forming AB diblock copolymers on a chemically patterned substrate with a developed SCFT scheme. By systematically varying the pattern period and film thickness, proper conditions for crossed-cylinder geometry were scrutinized and it was shown that maintaining the film thin enough is a key factor for the stability of the crossed-cylinder phase. These results provided a good explanation for the experiments of ref. 40 exhibiting defects in Figure 2(d) therein. However, possibility of density multiplication was not considered in Yang et al.’s simulations.\textsuperscript{42} In this report, to proceed further, we report a systematic investigation of the complex nanostructures of cylinder-forming diblock copolymer films deposited on substrates with sparse chemical stripe patterns. For the theoretical part, we perform SCFT calculation,\textsuperscript{51,52} which is one of the most accurate theoretical tools that provide quantitative mean field solution for the block copolymer morphology. We scrutinize the proper conditions for fabricating thin films with microdomains of vertical cylinder arrays, and the roles of chemical pattern period and film thickness are also investigated by comparing the free energies between various competing phases. In addition, experimental results are also presented as an example of our simulations.

The outline of this paper is as follows. A brief introduction of diblock copolymer SCFT with substrate interaction is given in section II. In section III, we compare the competing candidate phases to scrutinize the proper physical parameters with which desired morphologies are stable and defects can be removed. In section IV, experimental results using polystyrene-block-poly(methyl methacrylate) (PS-b-PMMA) diblock copolymers are presented. Finally, we conclude in section V with a brief discussion.

2 Theory and Method

The SCFT formalism and the numerical algorithms used in this report are mostly introduced in ref. 42, so we describe it only briefly here. Our model system consists of AB diblock copolymers, and the total number of copolymer chains is \(n_p\). Each diblock copolymer is composed of an A-block of \(N_A\) segments joined to a B-block of \(N_B\) segments, giving a total polymerization \(N = N_A + N_B\) with a fraction \(f = N_A/N\). We assume equal statistical length \(a\) and volume \(\rho_0^{-1}\) for the two types of segments, so that the total volume of the model system is \(V = n_p N/\rho_0\). Using the standard SCFT method,\textsuperscript{51–55}
the interaction between A and B segments is described by the usual Flory-Huggins $\chi$ parameter, and each copolymer is treated as a Gaussian chain with a natural end-to-end length $R_0 = aN^{1/2}$.

As before, $w_A(r)$ and $w_B(r)$, the fields acting on A and B types of segments at spatial position $r = (x, y, z)$, is determined by the density of each segment at the same position, $\phi_A(r)$ and $\phi_B(r)$, respectively, as follows:

\[ w_A(r) = \chi N \phi_A(r) + \xi_A(r) - 2\eta_A(x,y) \delta(z)aN^{1/2}, \]
\[ w_B(r) = \chi N \phi_B(r) + \xi_B(r) - 2\eta_B(x,y) \delta(z)aN^{1/2}. \]

Here $\xi(r)$ is the pressure field that enforces incompressibility condition, $\phi_A(r) + \phi_B(r) = 1$, and the terms with delta functions impose the surface interaction energy between the segments and substrate at $z = 0$. Because the substrate is patterned, the interaction terms may have $x$ and $y$ dependence, and thus we introduce a function $\eta_i(x,y)(i=A$ or B$)$ which represents the interaction strength between the selective part of the patterned substrate surface and $i$ segment type with the notation that $\eta_i > 0$ means the interaction is attractive.$^{32,55}$ Since only two types of segments are involved in this work, $\eta_A - \eta_B$ is the only physically meaningful parameter, and we set $\eta_B = 0$ for convenience. On the other hand, the top surface is assumed to be neutral to the polymers, because it is the ideal condition for the vertical domain alignment we wish to achieve in this work.

Equations (1) and (2) are self-consistently related to the dimensionless A and B segment concentrations,

\[ \phi_A(r) = \frac{V}{Q} \int_0^1 ds q(r,s)q^+(r,s), \]
\[ \phi_B(r) = \frac{V}{Q} \int_1^f ds q(r,s)q^+(r,s), \]

respectively, where the total partition function $Q$ is evaluated as

\[ Q = \int dr q(r,s)q^+(r,s), \]

and the partial partition functions, $q(r,s)$ and $q^+(r,s)$, satisfy the modified diffusion equations

\[ \frac{\partial}{\partial s} q(r,s) = \left[ \frac{a^2 N}{6} \nabla^2 - w(r) \right] q(r,s), \]
\[ -\frac{\partial}{\partial s} q^+(r,s) = \left[ \frac{a^2 N}{6} \nabla^2 - w(r) \right] q^+(r,s), \]

respectively. Here $w(r)$ switches from $w_A$ to $w_B$ at the AB junction point, $s = f$. Equation (6) is integrated from $s = 0$ to $s = 1$ with an initial condition, $q(r,0) = 1$, while equation (7) is integrated from $s = 1$ to $s = 0$ with an initial condition, $q^+(r,1) = 1$.

![Fig. 1](a) Schematic illustration of the center-to-center distance $L_0 = 1.69aN^{1/2}$ between adjacent cylinders in bulk phase of AB diblock copolymers ($\chi N = 20$ and $f = 0.3$), and the two types of spacings between cylinder layers, $L_1 = \sqrt{3} L_0 / 2 = 1.46aN^{1/2}$ and $L_2 = L_0 / 2 = 0.85aN^{1/2}$; (b) Geometry of a substrate with chemically patterned stripes periodic in $x$ direction. Each A-preferable stripe covers 15% of one period, $L_s$ (two periods are shown in this figure).

The SCFT formulation finishes by adjusting the fields until equations (1-7) are satisfied. Once the self-consistency is achieved, the total free energy is evaluated as

\[ \frac{F}{n_p k_B T} = -\ln \left( \frac{Q}{V} \right) + \frac{1}{V} \int dr \chi N \phi_A(r) \phi_B(r) \]
\[ -\frac{1}{V} \int dr \left( w_A(r) \phi_A(r) + w_B(r) \phi_B(r) \right) \]
\[ -\frac{1}{V} \int dr \left( 2\eta_A(x,y) \phi_A(r) + 2\eta_B(x,y) \phi_B(r) \right) \delta(z)aN^{1/2}. \]

Throughout this report, $\chi N$ and $f$ are fixed to 20 and 0.3, respectively, which are typical parameter values for cylinder-forming diblock copolymers. In the bulk state, the naturally forming cylinder-to-cylinder distance is $L_0 = 1.69aN^{1/2}$, as shown in Figure 1(a). Repeating chemical patterns with period $L_s$ is assumed in $x$ direction, and $H$ is the parameter for the film thickness in $z$ direction, as shown in Figure 1(b). The substrate surface is set to consist of alternating 15% A-preferable stripe where $\eta_A = 0.6$ and 85% neutral area where $\eta_A = 0$. Although $\eta_i(x,y)$ can accommodate any two dimensional pattern, the stripe geometry treated in this work makes it only a function of $x$.

Our SCFT calculation is performed in a rectangular cell of
size \( L_x \times L_y \times L_z \), with spatial lattice numbers of \( 100 \times 40 \times 30 \), and the two-dimensional lattice of \( 100 \times 40 \) at \( z = 0 \) is modeled as the stripe-patterned surface of the selective substrate. Neumann boundary conditions are imposed in two directions, \( y \) and \( z \), to correctly represent polymer-polymer, polymer-air and polymer-substrate boundaries. The \( x \) direction is somewhat subtle because the resulting morphology sometimes does not have a proper reflecting symmetry in that direction as we see later. Thus, Neumann or periodic boundary condition is imposed depending on the symmetry of the morphologies we expect. In the direction of the chain contour length, 200 segments are used (\( \Delta s = 0.005 \)). It is unusually high compared to other SCFT works, because the delta function potential imposed at \( z = 0 \) can be problematic at larger \( \Delta z \). For the actual evaluation of the modified diffusion equation, we use a real space SCFT method improved by Yang et al.,\(^{42}\) which is known to eliminate material conservation problem found in most real space methods.

3 Theoretical Results and Discussion

With this SCFT calculation, our primary objective is the creation of cylindrical microdomains vertically aligned with long-range order. We need to determine the optimal chemical pattern period \( L_s \) and film thickness \( H \) for the phase \( 1HnV \) (\( n = 1, 2, 3, 4 \)), in which \( n \) columns of vertical cylinders are formed in between two horizontal hemicylinders sitting on the striped region. It is also important to investigate their competition with other morphologies which may break the long-range order of \( 1HnV \) patterns or be the source of defects. Thus, in the first stage, free energy per chain for each \( 1HnV \) phase is minimized over three spatial directions of the unit cell for the purpose of finding the optimal period of chemical pattern, which we denote as \( L_s^{1HnV} \). In the second stage, in order to understand the stability of \( 1HnV \), we first identify all phases competing with \( 1HnV \) at the given \( L_s = L_s^{1HnV} \). Then, the competition between phases are studied by comparing their free energies as a function of chemical pattern period \( L_s \) or film thickness \( H \), now with free energy minimization over two spatial directions after fixing \( L_s \) or over only one spatial directions after fixing \( L_s \) and \( H \). Note that such a thorough investigation is done representatively only for \( 1H2V \) and \( 1H3V \) morphologies.

3.1 Optimal conditions for \( 1HnV \)

In films without any surface interaction, the equilibrium morphology of cylinder-forming BCPs is usually hexagonally-packed cylinders aligned vertically with respect to the substrates, and the cylinder-to-cylinder distance remains the same as the bulk case, \( L_0 \).\(^{51,56}\) If the substrate becomes selective, horizontal cylinders may occur depending on the selectivity and film thickness, and the cylinder-to-cylinder distance will deviate from \( L_0 \) due to the geometrical constraint. In the current work where regional selectivity is considered, even though the final morphology can become quite complicated, it is still a generally acceptable rule that nature always tries to find a way to keep the cylinder-to-cylinder distance not too far from \( L_0 \), and the distance between cylindrical layers are similar to \( L_1 \) or \( L_2 \) given by Figure 1(a).

Since our goal is to suggest a strategy to control the long-range order of the vertical cylinder arrays of BCP microdomains on a sparse chemical pattern, first we show in Figure 2(a-h) the target morphologies of \( 1HnV \) phase (\( n = 1, 2, 3, 4 \)) at the parameter set which minimizes the free energy for the given morphology. For these morphologies, on the A-preferable stripes, horizontal hemicylinders are always stuck to the stripe, while on the neutral region, given number and shape of vertical cylinder arrays are formed. This is in agreement with the experimental results,\(^{40,44,47}\) and the case for \( 1HIV \) was intensely analyzed in the previous simulation.\(^{42}\) As the most preferable period, we get \( L_s^{1HIV} = 3.03aN^{1/2} \), \( L_s^{1H2V} = 4.50aN^{1/2} \), \( L_s^{1H3V} = 5.98aN^{1/2} \), \( L_s^{1H4V} = 7.51aN^{1/2} \), as explained in the figure caption.

It is interesting that for each \( 1HnV \) phase, many similar morphologies are found which we may collectively call \( 1HnV \) family, and the difference between each member of the family is mainly the relative position of vertical cylinders across the horizontal hemicylinder. Depending on the vertical cylinder position, the bottom shapes of the horizontal hemicylinders also change. Here we only present the morphologies with minimum (peristaltic) and maximum (undulatory) free energies and they are labeled by postfixes “-p” and “-u”, respectively. Note that all the morphologies in between “-p” and “-u” are allowed, and their free energy values lie in between the free energies of these two morphologies (for details, please refer to ref. 42 where only \( 1HIV \) was studied and A-preferable stripe covers 30% of the substrate). In order to visualize the exact morphology, examples of the bottom surface density profile for \( 1H3V \) phases are shown in Figure 2 (i) and (j). For each \( 1HnV \) phase shown in Figure 2, \( 1HnV\)-p is energetically more favorable than \( 1HnV\)-u. However, the free energy difference per chain is less than \( 3 \times 10^{-4}k_BT \); and thus it is possible that in real experiments, the coexistence of \( 1HnV\)-p and \( 1HnV\)-u may slightly break the long-range order across the hemicylinders. Since their free energies are nearly identical, we will use the data for \( 1HnV\)-p in most discussions, as long as the distinction between the family members is not necessary.

In an effort to estimate the optimal pattern period for \( 1HnV \), we assume that it can be expressed as \( L_s^{1HnV} = (n-1)\alpha + 2\beta \), where \( \alpha \) is the spacing between columns of vertical cylinders and \( \beta \) is the spacing between the horizontal and vertical domains. From the periods of \( 1HnV \) presented in Figure 2, we roughly estimate that \( \alpha \approx \beta \approx 1.5aN^{1/2} \), which is very close
Fig. 2 1HnV phases of cylinder-forming AB diblock copolymer (χN = 20 and f = 0.3) thin films in two pattern periods of the substrate shown in Figure 1(b): (a) 1H1V-p in a cell of 6.06 × 3.20 × 0.66 R0; (b) 1H1V-u in a cell of 6.06 × 3.20 × 0.67 R0; (c) 1H2V-p in a cell of 9.00 × 3.28 × 0.59 R0; (d) 1H2V-u in a cell of the same size of (c); (e) 1H3V-p in a cell of 11.96 × 3.32 × 0.57 R0; (f) 1H3V-u in a cell of the same size of (e); (g) 1H4V-p in a cell of 15.02 × 3.32 × 0.58 R0; (h) 1H4V-u in a cell of the same size of (g). The color bars correspond to the density of A block domain. The free energy for each morphology is minimized over x (the period of chemical pattern Ls), y and z (film thickness H) directions. (i) and (j) are the density profile at the bottom surface of (e) and (f) but with a larger cell size, respectively, for better illustrating the bottom shape of hemicylinders ((i) for peristaltic and (j) for undulatory).
to $\sqrt{3}L_0/2 = 1.46aN^{1/2}$. It is quite obvious that $\alpha$ is essentially the layer-to-layer spacing $L_1$ shown in Figure 1(a). This is also in agreement with the experimental result of Park et al.\textsuperscript{44} In Rasmussen’s SCFT calculation for DSA of cylinder-forming BCPs confined in a neutral groove, if the groove width was integer times of $L_1$, vertical cylinders formed on a regular hexagonal lattice and $\alpha$ assumed exact the same value of $L_1$.\textsuperscript{28} In our case that BCPs self-assemble on a sparse chemical pattern, $\alpha$ is a little bit larger than $L_1$, because it is slightly modified due to the crossed-cylinder morphology. As for $\beta$ being equal to $\alpha$, it is partially a coincidence due to the size of the selective part of the substrate.

The chemical pattern period is a tunable parameter in real experiments. For the purpose of systematically investigating the effects of its mismatch, we calculate the free energy of each $1HnV$ phase as a function of $L_s$, and the results are shown in Figure 3(a). Focusing on the stable phases with minimum free energies, it can be seen that the number of vertical cylinder layers, $n$, gradually increases with $L_s$, and each $1HnV$ is stable within a certain range of $L_s$.\textsuperscript{28,29} When the chemical pattern period deviates from the optimal value for $1HnV$, $L_s^{1HnV} \approx 1.5(n+1)aN^{1/2}$, the free energy per chain increases. If we compare the relative deviation from the minimum free energy, the penalty decreases as we move from $1H1V$ to $1H4V$, as shown in Figure 3(b). Obviously, the deviation of $L_s$ from the optimal values results mainly in excessive stretch or compression of copolymer domains, which is distributed on all the cylindrical columns; thus at the same absolute deviation from $L_s^{1HnV}$, the free energy increase becomes less severe at larger $n$. It also gives a warning that even near the optimal period, $L_s^{1HnV}$, the free energy difference between $1HnV$ phase and the competing one, $1H(n-1)V$ or $1H(n+1)V$, may not be large enough to suppress the wrong morphology. In conclusion, more defects may sneak in as $n$ increases, and other experimental techniques to enhance long-range order may be required.

For morphologies given in Figure 2, we have known that $\alpha \approx \beta \approx 1.5aN^{1/2}$; while for different $L_s$ in Figure 3, $\alpha \approx \beta$ remains valid but their values change approximately linearly with $L_s$, which agrees with Rasmussen’s calculation in spite of the difference that in our system BCPs are confined by hemicylinders formed on chemical patterns instead of nanowalls forming grooves.\textsuperscript{28} Thus it may be possible in experiments to obtain $1HnV$ arrays with desired $\alpha$ and $\beta$ by tuning the chemical pattern period, $L_s$, under the condition that $L_s$ should not deviate too much from its optimal value for $1HnV$, and defects originated from competing phases must be considered as we will discuss later.

In order to understand the competition between phases with peristaltic and undulatory hemicylinders, in Figure 3(c) we present the free energy difference between $1HnV$-p and $1HnV$-u phases as a function of the reduced chemical pattern

![Fig. 3](#) (a) Free energy comparison for $1HnV$ ($n$=1,2,3 and 4) phases as a function of chemical pattern period $L_s$. (b) The reduced free energies $F - F_{1HnV}$ as a function of reduced chemical pattern period $L_s - L_s^{1HnV}$, where $F^{1HnV}$ is the free energy corresponding to morphologies shown in Figure 2 (a), (c), (e) and (g). (c) The free energy difference between $1HnV$ phases with peristaltic($F^{p}$) and undulatory($F^{u}$) hemicylinders at the bottom surface, plotted as a function of reduced chemical pattern period $L_s - L_s^{1HnV}$. 
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period, $L_s - L_2^{1HnV}$. It can be seen that the free energy for $1HnV$-$p$ is usually lower, though the difference decreases for increasing $n$. It is natural to think that the stretch or compression sharing mechanism for Figure 3(b) is also valid for this case. It is interesting that for $L_s$ around $L_s^{1HnV}$, where $1HnV$ is most stable, the difference decreases as $L_s$ increases and $1HnV$-$u$ may become favorable at large enough $L_s$, especially for $1H1V$. This observation suggests that using $L_s$ slightly smaller than $L_s^{1HnV}$ may be helpful in removing $1HnV$-$u$ when creating wide area of $1HnV$ morphology, though it is not certain that the small free energy difference is enough to distinguish them in real experiments.

3.2 Stability of $1H2V$ and $1H3V$

So far, we have tested the competition between $1HnV$ phases ($n = 1, 2, 3$ and $4$), and it is found that $1HnV$ is stable within a certain range around $L_s^{1HnV} = 1.5(n+1)aN^{1/2}$. However, even within that specific range, some other morphologies may compete and break the long-range order of $1HnV$ morphology. Due to factors such as substrate irregularity and incomplete annealing, the fabricated film may not reach to the complete equilibrium, and the thickness fluctuation may widely exist in the final morphology. It is also noteworthy that for some copolymer films the final morphology may strongly depend on the initial thickness of the film, especially when there are metastable states that the system can be trapped in. An example is Yang et al.’s SCFT calculation which provided a good explanation to the existence of defects in Kim et al.’s experiment. By investigating the role of film thickness in a relatively larger range, the stability of $1H1V$ phase was well understood and an unstable phase was also identified which was capable of thinning the films and consequently providing instability for the ordering of the thicker film nanostructures.

In this subsection, we investigate phases competing with $1HnV$ at the given optimal period, $L_s^{1HnV}$. For the case of $1H2V$, with $L_s$ near $L_s^{1H2V} = 4.50aN^{1/2}$, mainly three competing morphologies are found. Among them, $1H2zV$-$p$ and $1H2zV$-$u$ are shown in Figure 4(a) and (b). Although there are essentially 4 columns of vertical cylinders in one chemical pattern period, it is a subtle issue to give them proper names. In $1H4V$ phases, 4 columns of vertical cylinders are clearly seen in one chemical pattern period, while in $1H2zV$ family those vertical cylinders are seemingly arranged in two zigzag shaped columns. In a quantitative description, for $1H4V$ family, the spacing between cylinders in $y$ direction is close to $L_0$ and the spacing between columns of vertical cylinders in $x$ direction is close to $L_1$. Now if $1H2zV$ phases are measured in the same way, the corresponding values are very close to $2L_1$ and $L_2$, respectively. At a glance, such geometric relations may seem difficult to understand, but they can be easily explained by the left and right illustrations of Figure 1(a).

In other words, the arrangement of vertical cylinders in both $1H4V$ and $1H2zV$ phases can be regarded as part of the bulk array, but their directions are tilted by $30^\circ$ as explained in Figure 1(a). With $L_s$ near $L_s^{1H2V}$, $1H2zV$ is unfavorable compared with $1H2V$ due to the relatively larger excessive compression and stretching energy. There are many signs indicating the required sacrifice of making $1H2V$ phase. For $1H2V$ phase, there are vertical cylinders with center-to-center distance of $L_0$, while for $1H2zV$ phase, the distance is $2L_1 = \sqrt{3}L_0$. As a consequence of this geometry, the distance between the crossed-cylinders vary much more for $1H2zV$ phase, and the cross sections of vertical cylinders distant from the horizontal hemicylinder deform heavily from circle to ellipse, as highlighted in Figure 4(a) and (c). Also, the positions of vertical cylinders in $1H2zV$ are strongly distorted in a way that one’s eye usually count 2 zigzag columns instead of 4 linear columns. For this reason and also considering that they compete with $1H2V$ phases, we call them $1H2zV$ phases, where “$zV$” is an abbreviation for the words “zigzag vertical”.

In addition to $1H2zV$ phases, there exists another competing phase, $3H$, as shown in Figure 4(e). The name $nH$ is given for a phase with only $n$ horizontal hemicylinders in one period. An even $n$ would make a natural morphology resembling the bulk one, with film thickness close to $L_2$. However, with $L_s$ near $L_s^{1H2V}$, no such phases can fit in one period, and $3H$, a phase with one hemicylinder on the selective region and two hemicylinders on the upper surface, turns out to make a competition. For this phase, the minimum free energy is found at $H = 0.75aN^{1/2}$; i.e. the film is slightly thinner than the simple estimation, $L_2 = 0.85aN^{1/2}$. It is noteworthy that this thickness is still significantly larger than the equilibrium thickness for $1H2V$ phase, $H = 0.59aN^{1/2}$. This can not be easily understood by comparing $3H$ to part of the bulk array.

Since chemical pattern period is a tunable parameter in experiment, we have performed systematical investigation of the effect of $L_s$ on all these competing morphologies, and the results are displayed in Figure 5(a). As discussed above, all the phases other than $1H2V$ have some flaws which result in free energy increase, and thus $1H2V$ is always the stable phase. The free energy of $1H2zV$ is always higher than that of $1H2V$, but the difference decreases at large $L_s$, and this trend is more remarkable for $1H2zV$-$u$ than $1H2zV$-$p$; i.e. phases with undulatory horizontal hemicylinders may have a lower free energy than those with peristaltic horizontal hemicylinders at large enough $L_s$, as explained in Figure 3(c) for the case of $1H2V$.

Discussions so far suggest that change of $L_s$ around $L_s^{1H2V}$ does not have large influence enough to change the equilibrium morphology, as long as the film thickness can adjust to find the minimum free energy. However, if we consider the situation that the film thickness $H$ is externally given, the competition becomes more interesting. In Figure 5(b), we present the
Fig. 4 Phases competing with $1H2V$ or $1H3V$: (a) $1H2zV$-p in a cell of $9.00 \times 6.28 \times 0.59 \ R_0^3$ (some cross sections of ellipse shape are highlighted with frames); (b) $1H2zV$-u in a cell of $9.00 \times 6.24 \times 0.59 \ R_0^3$; (c) $1H3zV$-p in a cell of $11.96 \times 6.12 \times 0.57 \ R_0^3$ (some cross sections of ellipse shape are highlighted with frames); (d) $1H3zV$-u in a cell of the same size as (c); (e) $3H$ in a cell of $9.00 \times 3.28 \times 0.75 \ R_0^3$; (f) $4H$ in a cell of $11.96 \times 3.32 \times 0.78 \ R_0^3$; (g) $2H2V$-p in a cell of $11.96 \times 3.24 \times 0.69 \ R_0^3$; (h) $2H2V$-u in a cell of the same size as (c). The free energy for each morphology is minimized over y and z (film thickness $H$) directions at the given optimal chemical pattern period $L_s$. 
free energies of competing phases as a function of $H$ with fixed $L_a = L_a^{1H2V}$. At all film thicknesses we consider, $1H2V$ phase is still with the lowest free energy, and $1H2zV$ phase is comfortably above it. However, depending on the thickness, $3H$ phase can have nearly the same free energy as $1H2V$ phase. The closest approach happens at around $L_a = 0.82aN^{1/2}$, and we expect that if the block copolymer film has some thickness undulation, defects locally resembling the shapes of $3H$ morphology may be difficult to remove.

The above story is repeated to a degree for the case of $1H3V$ morphology. It is found that there exist competing phases of $1H3zV$-$p$ and $1H3zV$-$u$ as shown in Figure 4 (c) and (d) in which the vertical cylinders are aligned according to the right illustration of Figure 1(a). The vertical cylinder shapes and positions are strongly distorted in a way that a pair of vertical cylinder columns may be counted as one staggered vertical column, so that we end up counting 3 zigzag columns.

Even though the main idea remains the same, the situation is more complicated compared to the $1H2V$ case. Due to the relatively large pattern period, $L_a^{1H3V} = 5.98aN^{1/2}$, many phases are found to compete with the $1H3V$ phase and we only present 5 representative ones here. Two of them, $1H3zV$-$p$ and $1H3zV$-$u$, are explained above and another one, $4H$ phase, which is entirely composed of horizontal hemicylinders is displayed in Figure 4(f). Because 4 is an even number, this morphology resembles the bulk one, and its equilibrium film thickness $0.78aN^{1/2}$ is close to $L_a = 0.85aN^{1/2}$. The other two phases are what we call $2H2V$-$p$ and $2H2V$-$u$ and they are shown in Figure 4 (g) and (h), respectively. They can be regarded as $1H1V$ phase repeating twice in one $L_a$ period. One can imagine a few different combinations of peristaltic and undulatory horizontal hemicylinders for the two different hemicylinder positions, and it is even possible that the hemicylinders on the neutral region may migrate to the top surface. All of them turn out to have similar free energies, and we only present two representative ones, $2H2V$-$p$ and $2H2V$-$u$ phases.

As we did for $1H2V$, we have calculated the free energy for each phase competing with the $1H3V$ phase as a function of chemical pattern period $L_a$ in Figure 6(a). We again confirm that $1H3V$ is always the stable phase, though free energy for $4H$ phase comes within $0.01k_B T$. Also, as we observed for the case of $1H2V$, the free energy difference between $1H3V$ phase and $1H3zV$ phases reduces below $0.005k_B T$ at large $L_a$, which can be a significant obstacle in maintaining the long-range order of $1H3V$ phase.

Their free energy comparison as a function of film thickness $H$ is shown in Figure 6(b). It turns out that the effect of film thickness fluctuation is much more remarkable in this case. From Figure 6(b), it can be seen that as the thickness increases, the free energy gap with other phases reduces. Moreover, if $H > 0.75aN^{1/2}$, $4H$ phase can have lower energy than $1H3V$ phase, and we expect that a film with $4H$ morphology may be
trapped in a metastable state and it may take a long time for the film to find a dynamic route to reduce the thickness and find the $1H3V$ phase. With a simple geometric consideration, we expect that $1HnV$ morphology with odd $n$ must compete with the naturally ordered $(n+1)H$ phase with even $n+1$, and it is desirable to avoid such a competition; i.e. one possible strategy is to design nanomaterials having $1HnV$ phase with even $n$ only. More important than choosing an even $n$, as can be concluded from both Figure 5(b) and 6(b), the film should be thin enough in case it is trapped in undesirable metastable morphologies. For example, if $1H2V$ phase is desired, only a film thickness of $H < L_0/2$ is appropriate.

### 4 Experimental Results and Discussion

We carried out directed self-assembly experiment based on poly(styrene-block-methyl methacrylate) (PS-b-PMMA) with a parameter set fitting for $1H2V$ structure. Hydroxyl-terminated poly(styrene-random-methyl methacrylate) (PS-r-PMMA) was synthesized by living free-radical polymerization. Anhydrous toluene was purchased from Aldrich. Hydroxyl-terminated PS-r-PMMA was deposited on the oxidized Si substrate by spin coating of 1 wt% toluene solution. The brush polymer coated substrate was annealed in vacuum oven at 160 °C for a day after unreacted polymers were washed out with toluene. In order to make a chemical pattern, a disposable photoresist pattern (shinEtzu) was prepared on the monolayer brush of PS-r-PMMA by ArF lithography. The photoresist pattern had a 1:1 line-and-space ratio with a 145 nm of period ($L_s$), i.e., the original photoresist pattern was a symmetric one with space width of 72.5 nm. Then thermal treatment was applied to form asymmetric photoresist pattern at 150 °C for 40 seconds. The photoresist pattern width was therefore increased by thermal flow process and space was shrunken to 35 nm. After oxygen reactive ion etching (RIE), asymmetric chemical patterns of oxidized brush were obtained, where the 35 nm wide oxidized lines of chemical pattern became the sites which prefer PMMA domains. Residual photoresist pattern was completely removed by sonication in toluene.

For the purpose of creating well ordered $1H2V$ structure, a cylinder-forming diblock copolymer film of PS-b-PMMA was spin-coated on the prepatterned substrate consisting of oxidized sparse stripes, then it is annealed at 200 °C in a vacuum oven for a day. For the fine tuning of block copolymer period, we used a mixture of two different block copolymers, (i) 46,000-21,000 (PDI = 1.09) and (ii) 140,000-60,000 (PDI = 1.16) of molecular weight from Polymer Source Inc.. The PMMA cylinder-to-cylinder distance can be tuned by controlling the mixture ratio. In our sample, we used 1:1 mixture ratio, which produced cylindrical arrays with cylinder-to-cylinder distance of approximately 48 nm. The film thickness

![Fig. 6 Free energy comparison of $1H3V$ with the competing phases. (a) Free energy $F$ vs. pattern period $L_s$, where the free energy is minimized over $y$ and $z$ directions. (b) Free energy $F$ vs. film thickness $H$, where $L_s$ is fixed as $L_s^{1H3V}$ and the free energy is minimized over only $y$ direction. $2H2V$ phases fail to survive at small enough film thickness, so the corresponding curves are not complete. Note that in this figure each phase family has nearly identical free energy.](image-url)
Fig. 7 SEM images of $1H2V$ morphology, based on the self-assembly of PS-$b$-PMMA block copolymers on a neutral substrate with stripe-shaped oxidized prepattern. (a) An SEM image of Al nanodots created by pattern transfer. The vertically aligned cylinders were replicated to Si wafer by selective PMMA etching and aluminum deposition followed. (c) Wide-range SEM image of Al nanodots created on non-patterned region (upper part) and patterned region (lower part).
was measured to be approximately 20 nm, which fulfills the requirement deduced from our theoretical calculations.

In the final step, the vertically aligned cylinders were replicated to Si wafer by selective PMMA etching and aluminum deposition. In order to etch PMMA cylinders selectively, UV cross-linkers were first used for the degradation of PMMA, and O₂ RIE was used for the complete etching of PMMA. After all the treatment, Aluminum nanodots with 10 nm of height were obtained by thermal evaporation in vacuum chamber, and residual polymer templates were removed by sonication in toluene.

In order to confirm the final morphology, SEM images were obtained by Hitachi S-4800 and the result shows that highly ordered aluminum nanodots with 1H2V structure are formed on the Si surface (see Figure 7(a)). The stripe shaped region unoccupied by Al nanodots indicates the original position of the horizontal PMMA hemicylinders which were formed on the oxidized region. It is clear that the position and orientation of PMMA domains were controlled as we demonstrated in the simulation. Figure 7(b) is an enlarged SEM image, and we can see that the created Al nanodots have uniform size distribution. Even though their long-range order is excellent, the 1H2V-p and 1H2V-u phases are not easily distinguishable in the SEM image and their coexistence seem to be inevitable as expected in our simulation results. Also, there are finite numbers of vacancy and interstitial defects. Even though we did not track their origin, the cylindrical shapes of interstitial defects suggest that the defects are originated from the block copolymer domains.

Figure 7(c) shows the wide-range SEM image of aluminum dots array with and without the prepattern. The metal nanodots are hexagonally ordered in the upper part of the image where photoresist pattern is not present. However, the hexagonal array is far from being perfect. There are many grain boundaries and the long-range order is completely lost in a few hundred nm scale. On the other hand, highly regulated arrays of metal nanodots with long-range order have been accomplished over micrometer length scale as shown in the lower part of the SEM image.

5 Conclusions

By combining SCFT calculation and experiment, we have studied the directed self-assembly of cylinder-forming diblock copolymer thin films deposited on sparsely patterned substrates, and a systematic analysis has been made to achieve a fundamental understanding of creating perfectly ordered block copolymer nanostructures at various chemical pattern period of the substrate, \( L_s \). With SCFT simulation, we first explored the three-dimensional parameter space and determined the optimal conditions for the targeted crossed-cylinder morphologies which we call 1HnV (\( n = 1, 2, 3 \) and 4) phases. For each 1HnV family, it was found that the optimal value of \( L_s \) is around 1.5\((n+1)aN^{1/2} \), and a pair phases with peristaltic or undulatory horizontal hemicylinders were also identified. Within each 1HnV family, at optimal pattern period \( L_s^{1HnV} \), the phase with peristaltic hemicylinders always has a lower free energy than the one with undulatory hemicylinders, though the difference may be not large enough to be distinguished in real experiments.

Furthermore, many phases competing with 1H2V and 1H3V phases were identified near their respective optimal value of \( L_s \), three for 1H2V and five for 1H3V. By comparing their free energies, we found that 1H2V and 1H3V are stable morphologies for a wide range of \( L_s \) values provided that the thickness fluctuation is minimized. However, in a situation with strong thickness fluctuation, phases with only horizontal hemicylinders may compete strongly, and defects resulting from such phases may break the long-range order of the final morphology of the thin film. One possible strategy we found to suppress such defects is to design nanomaterials having 1HnV phase with even \( n \) only.

Finally, as a sample system, almost perfectly aligned 1H2V morphology composed of PS-b-PMMA diblock copolymers on stripe-shaped oxidized prepattern was created. By selective PMMA etching and aluminum deposition, the nanostructure is transferred to create highly-ordered Al nonodot arrays. Our results demonstrate that directed self-assembly of block copolymers on sparse chemical pattern is a promising pathway to high-density nanostructures, and useful insight for enhancing their long-range order is also provided.
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