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reliably describing the dispersion interactions in many molecular
systems, it is now well known that both quantitative and qual-
itative failures can occur, as demonstrated recently in the bind-
ing energetics of host-guest complexes,56 conformational ener-
getics in polypeptide α-helices,57 cohesive properties in molec-
ular crystals,58–60 relative stabilities of (bio)-molecular crystal
polymorphs,61–63 and interlayer interaction strengths in layered
materials,64,65 to name a few.

In each of these cases, the true many-body nature of disper-
sion interactions becomes important, whether it is due to beyond-
pairwise contributions to the dispersion energy, such as the well-
known three-body Axilrod-Teller-Muto (ATM) term,66,67 electro-
dynamic response screening effects,46,68,69 or the non-additivity
of the dynamic polarizability.70 One of the most successful models
for incorporating these many-body effects into DFT is the many-
body dispersion (MBD) model of Tkatchenko et al.46,47,52,53

which approximates the long-range correlation energy via the
zero-point energy of a model system of quantum harmonic os-
cillators (QHOs) coupled to one another in the dipole approxi-
mation. The correlation energy derived from diagonalizing the
corresponding Hamiltonian of these QHOs is provably equiva-
lent to the random-phase approximation (RPA) correlation energy
in the dipole limit (through the adiabatic-connection fluctuation-
dissipation theorem).49,53 The MBD model has consistently pro-
vided improved qualitative and quantitative agreement with both
experimental results and wavefunction-based benchmarks.46,47

Refs. 52 and 69 offer recent perspectives on the role of non-
additive dispersion effects in molecular materials and the key suc-
cesses of the MBD model.

In this work, we seek to extend the applicability of the MBD
model by deriving and implementing the analytical gradients of
the range-separated many-body dispersion (MBD@rsSCS) energy
with respect to nuclear coordinates, thereby enabling efficient ge-
ometry optimizations and molecular dynamics simulations at the
DFT+MBD level of theory. This paper is principally divided into
a theoretical derivation of the analytical forces in the MBD model
(Sec. 2), and a discussion of the first applications of these an-
alytical MBD forces to the optimization of gas-phase molecular
systems (Sec. 4). In Secs. 2.1-2.2, we start by presenting a self-
contained summary of the MBD framework to clarify notation and
highlight the different dependencies of the MBD energy on the
nuclear coordinates. We then derive analytical nuclear gradients
of the MBD@rsSCS correlation energy (Sec. 2.3). In Sec. 3 and
Sec.?? of the accompanying Electronic Supplementary Informa-
tion (ESI)†, we provide computational details. Subsequently, we
demonstrate the importance of MBD forces for several represen-
tative systems encompassing inter-, intra-, and supra-molecular
interactions (Secs. 4.1-4.3). We finally examine the role of the
implicit nuclear coordinate dependence that arises from the par-
titioning of the electron density into effective atomic volumes
(Sec. 4.4) and conclude with some final remarks on potential av-
enues for future work.

2 Theory

2.1 Notation employed in this work.

As the theory comprising the MBD model has evolved over the
past few years, several notational changes have been required
to accommodate the development of a more complete formalism
that accounts for the various contributions to the long-range cor-
relation energy in molecular systems and condensed-phase mate-
rials. In this section, we provide a current and self-contained re-
view of the MBD@rsSCS model followed by a detailed derivation
of the corresponding analytical nuclear gradients (forces). Our
discussion most closely follows the notation employed in Refs. 52
and 53. To assist in the interpretation of these equations, we have
also furnished a glossary of symbols utilized in this work as part
of the ESI.† For a more thorough discussion of the MBD model
(including its approximations and physical interpretations), we
refer the reader to the original works46,53 as well as a recent re-
view52 on many-body dispersion interactions in molecules and
condensed matter.

Throughout this manuscript, all equations are given in Hartree
atomic units (h̄ = me = e = 1) with tensor (vector and matrix)
quantities denoted by bold typeface. In this regard, one partic-
ularly important bold/normal typeface distinction that will arise
below is the difference between the 3×3 dipole polarizability ten-
sor,

ααα =







αxx αxy αxz

αyx αyy αyz

αzx αzy αzz






, (1)

and the “isotropized” dipole polarizability, a scalar quantity ob-
tained via

α = 1
3 Tr

[

ααα
]

. (2)

The Cartesian components of tensor quantities are indicated by
superscript Latin indices i j, i.e., T i j is the (i, j) th component of the
tensor T. Likewise, Cartesian unit vectors are indicated by {êi, ê j}.
Atom (or QHO) indices are denoted by subscript Latin indices abc.
The index p will be used as a dummy index for summation. The
imaginary unit is indicated with blackboard bold typeface, i, to
distinguish it from the Cartesian component index i. Quantities
that arise from the solution of the range-separated self-consistent
screening (rsSCS) system of equations introduced by Ambrosetti
et al.53 will be denoted by an overline, i.e., X → X . For brevity we
will refer to the MBD@rsSCS model (which has also been denoted
as MBD* elsewhere) as simply MBD throughout the manuscript.

The MBD model requires keeping track of several different
quantities that are naturally denoted with variants of the letter
“R”, so we highlight these quantities here for the benefit of the
reader. Spatial position, such as the argument of the electron
density, ρ(r), is indicated by r. The nuclear position of an atom a

(or QHO mapped to that atom) is indicated by RRRa. The internu-
clear vector is denoted Rab =RRRa −RRRb, such that the internuclear
distance is given by Rab = ‖Rab‖. It follows that the i th Cartesian
component of this internuclear vector is Ri

ab. Finally, the effective
vdW radius of an atom a is indicated by RvdW

a .

The dependence of the long-range MBD correlation energy,
EMBD, on the underlying nuclear positions, {RRR} =RRRa,RRRb,RRRc, . . .,
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will arise both explicitly through the presence of internuclear dis-
tance terms, Rab, and implicitly through the presence of effective
atomic volume terms, Va = Va[{RRR}], obtained via the Hirshfeld
partitioning71 of ρ(r) (see Sec. 2.2.1). As such, these distinct
types of dependence on the nuclear positions will be clearly delin-
eated throughout the review of the MBD model and the derivation
of the corresponding MBD nuclear forces below. For notational
convenience, we will often use ∂∂∂ c rather than ∇∇∇RRRc

to indicate a
derivative with respect to the nuclear position of atom c.

2.2 Review of the many-body dispersion (MBD) model.

The MBD formalism is based on a one-to-one mapping of the
N atoms comprising a molecular system of interest to a collec-
tion of N QHOs centered at the nuclear coordinates, each of
which is characterized by a bare isotropic frequency-dependent
dipole polarizability, αa(iω). Derived from the electron den-
sity, i.e., αa = αa[ρ(r)], these polarizabilities describe the unique
local chemical environment surrounding a given atom by ac-
counting for hybridization (coordination number), Pauli repul-
sion, and other non-trivial exchange-correlation effects (see
Sec. 2.2.1). To account for anisotropy in the local chemical en-
vironment as well as collective polarization/depolarization ef-
fects, the solution of a range-separated Dyson-like self-consistent
screening (rsSCS) equation is used to generate screened isotropic
frequency-dependent dipole polarizabilities for each QHO, αa

(see Sec. 2.2.2). The MBD model Hamiltonian is then constructed
based on these screened frequency-dependent dipole polarizabil-
ities. Diagonalization of this Hamiltonian couples this collection
of QHOs within the dipole approximation, yielding a set of in-
teracting QHO eigenmodes with corresponding eigenfrequencies
{λ}. The difference between the zero-point energy of these in-

teracting QHO eigenmodes and that of the input non-interacting

modes ({ω}), is then used to compute the long-range correlation
energy at the MBD level of theory (see Sec. 2.2.3), i.e.,

EMBD =
1

2

3N

∑
p=1

√

λp −
3

2

N

∑
a=1

ωa. (3)

2.2.1 The MBD starting point: bare dipole polarizabilities.

Mapping the N atoms comprising a molecular system of interest
onto a collection of N QHOs is accomplished via a Hirshfeld par-
titioning‖ of ρ(r), the ground state electron density. Partitioning
ρ(r) into N spherical effective atoms enables assignment of the
bare frequency-dependent dipole polarizabilities αααa(iω) used to
characterize a given QHO. Within the MBD formalism, this as-
signment is given by the following 0/2-order Padé approximant
applied to the scalar dipole polarizabilities:73

αa(iω) =
αa(0)

1− (iω/ωa)
2
, (4)

‖Although there are numerous schemes for partitioning the electron density, the Hir-
shfeld prescription 71 has been shown to result in atomic partitions that most closely
resemble the densities of the corresponding free (isolated) atoms (by minimizing the
Kullback-Leibler entropy deficiency of information theory). 72

in which αa(0) is the static dipole polarizability and ωa is the
characteristic excitation (resonant) frequency for atom a. The de-
pendence of the bare frequency-dependent dipole polarizability
in Eq. (4) on ρ(r) is introduced by considering the direct pro-
portionality between polarizability and atomic volume,74 an ap-
proach that has been very successful in the Tkatchenko-Scheffler
(TS) dispersion correction,29 i.e.,

αa[ρ(r)](0) =

(

Va[ρ(r)]

V free
a

)

α free
a (0) =

( ∫

drwa(r)ρ(r)r
3

∫

drρ free
a (r)r3

)

α free
a (0),

(5)
in which V free

a and α free
a are the volume and static dipole polariz-

ability of the free (isolated) atom in vacuo, respectively, obtained
from either experiment or high-level quantum mechanical calcu-
lations. Explicit dependence on ρ(r) resides in the effective “atom-
in-a-molecule” volume, Va[ρ(r)], obtained via Hirshfeld partition-
ing71 of ρ(r) into atomic components, in which the weight func-
tions,

wa(r) = ρ free
a (r)/∑

b

ρ free
b (r), (6)

are constructed from the set of spherical free atom densities,
{ρ free

b (r)}. At present, we compute the Hirshfeld partitioning
and subsequently the MBD energy and forces as an a posteriori

update to the solution of the non-linear Kohn-Sham equations,
i.e., without performing self-consistent updates to ρ(r). Future
work will address the impacts of computing the Hirshfeld par-
titioning iteratively75 and using the MBD potential to update
the Kohn-Sham density self-consistently. In this regard, recent
work on the self-consistent application of the TS method indi-
cates that self-consistency can have a surprisingly large impact on
the charge densities, and corresponding work functions, of metal-
lic surfaces,76 so we anticipate that self-consistent MBD will be
particularly interesting for the study of surfaces and polarizable
low-dimensional systems.

For later convenience, we rewrite Eqs. (4) and (5) to collect
all quantities that do not implicitly depend on the nuclear coordi-
nates through Va[ρ(r)] into the quantity ϒa(iω):

αa[ρ(r)](iω) =

[

1

1−
(

iω/ω free
a

)2

α free
a (0)

V free
a

]

Va[ρ(r)] (7)

≡ ϒa(iω)Va[ρ(r)]. (8)

2.2.2 Range-separated self-consistent screening (rsSCS).

Let A be a 3N × 3N block diagonal matrix formed from the
frequency-dependent polarizabilities in Eq. (7):∗∗

A(iω) =
N
⊕

b=1

αααb(iω) = diag[ααα1, ααα2, . . . , αααN ]. (9)

This quantity will be referred to as the bare system dipole po-
larizability tensor. For a given frequency, range-separated self-
consistent screening (rsSCS) of A(iω) is then accomplished by

∗∗The dipole polarizability tensor αααa for a given atom or QHO is formed by populating
the diagonal elements (αxx,αyy,αzz) with the isotropic dipole polarizability in Eq. (7).
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solving the following matrix equation52,77 (see the ESI† for the
detailed derivation of Eq. (11)):

A = A−ATSR A (10)

⇒ A =
[

A
−1 +TSR

]−1
, (11)

where TSR is the short-range dipole–dipole interaction tensor, de-
fined below in Sec. 2.2.4 Eq. (35). The matrix A is the (dense)
screened non-local polarizability matrix, sometimes called the re-
lay matrix.††

Partial internal contraction over atomic sub-blocks of A yields
the screened and anisotropic atomic polarizability tensors (the
corresponding molecular polarizability is obtained by total inter-
nal contraction), i.e.,

αααa(iω) =
N

∑
b=1

Aab(iω). (12)

The static “isotropized” screened polarizability scalars, αa(0), that
appear in the MBD Hamiltonian in Eq. (17) and Sec. 2.2.3 below
are then calculated from αααa(0) via

αa(0) =
1

3
Tr
[

αααa(0)
]

(13)

as described above in Eq. (2). Note that Eqs. (11-12) can be
solved at any imaginary frequency, iω, so we do not require the
Padé approximant given in Eq. (4) to bootstrap from αa(0) to
αa(iω). However, the relationship between ωa and C6,aa, given in
Eq. (15), is one that is derived from the Padé approximant for the
bare polarizability α(iω).

In the non-retarded regime, the Casimir-Polder integral relates
the effective C6,ab dispersion coefficient to the dipole polarizabil-
ities of QHOs a and b via the following integral over imaginary
frequencies:78

C6,ab =
3

π

∫ ∞

0
dω αa(iω)αb(iω). (14)

By solving Eqs. (11-12) on a grid of imaginary frequencies {iyp},
a set of screened effective C6 coefficients, {C6}, can be deter-
mined by a Gauss-Legendre quadrature estimate of the integral in
Eq. (14). The screened QHO characteristic excitation frequency,
ωa, is then calculated as

ωa =
4

3

C6,aa

[αa(0)]2
=

4

π ∑
p

gp

[

αa(iyp)

αa(0)

]2

, (15)

where gp and yp are the quadrature weights and abscissae, re-
spectively. Scaling of the usual Gauss-Legendre abscissae from
[−1,1] to the semi-infinite interval [0,∞) is discussed in the ac-
companying ESI.†

†† At this point, it is very important to note a difference in the notation relative to
Refs. 49 and 52: our matrix A is equivalent to their B or B, which was keeping with
Thole’s original notation 77 for the relay matrix.

2.2.3 The MBD model Hamiltonian.

The central concept in the MBD model is the Hamiltonian for a set
of coupled QHOs that each fluctuate within an isotropic harmonic
potential U(xa)=

1
2 maω2

a x
2
a, and acquire instantaneous dipole mo-

ments, da = qaxa, that are proportional to the displacement, xa,
from the equilibrium position and charge, qa, on each oscillator.
This Hamiltonian defines the so-called coupled fluctuating dipole
model (CFDM),79 and is given by:

HHHCFDM =−
N

∑
a=1

1

2

∇∇∇
2
xa

ma
+

N

∑
a=1

1

2
maω2

a x
2
a +

N

∑
a>b

d
†
aTabdb, (16)

where Tab is the dipole–dipole interaction tensor that couples
dipoles a and b.

In the range-separated MBD model,53
T is replaced by a long-

range screened interaction tensor, T LR (as defined in Sec. 2.2.4
and Eq. (37) below), and the fluctuating point dipoles are re-
placed with the Gaussian charge densities of QHOs, with effective
masses ma =

(

αa(0) ω2
a

)−1
obtained from their respective static

polarizabilities and excitation frequencies. The corresponding
range-separated MBD model Hamiltonian is therefore:53

HHHMBD =−
N

∑
a=1

1

2
∇∇∇

2
µµµa

+
N

∑
a=1

1

2
ω2

aµµµ2
a+

N

∑
a>b

ωaωb

√

αa(0)αb(0) µµµ†
aT

LR
ab µµµb,

(17)
in which µµµa =

√
ma ξξξ a is the mass-weighted dipole moment‡‡ of

QHO a that has been displaced by ξξξ a from its equilibrium posi-
tion. The first two terms in Eq. (17) represent the kinetic and
potential energy of the individual QHOs, respectively, and the
third term is the two-body coupling due to the long-range dipole–
dipole interaction tensor, T

LR
ab , defined below in Eq. (37).

By considering the single-particle potential energy and dipole–
dipole interaction terms in Eq. (17), we can construct the 3N ×3N

MBD interaction matrix, which is comprised of 3× 3 subblocks
describing the coupling of each pair of QHOs a and b:

C
MBD
ab = δabω2

a +(1−δab)ωaωb

√

αa(0)αb(0) T
LR
ab , (18)

where δab is the Kronecker delta between atomic indices.
The eigenvalues {λp} obtained by diagonalizing C

MBD corre-
spond to the interacting (or “dressed”) QHO modes, while ωa cor-
respond to the modes of the non-interacting reference system of
screened oscillators. The MBD correlation energy is then evalu-
ated via Eq. (3) as the zero-point energetic difference between
the interacting and non-interacting modes.

For periodic systems, all instances of the dipole–dipole interac-
tion tensor would be replaced by

Tab → Tab +∑
b′

Tab′ (19)

where the sum over b′ indicates a lattice sum over the periodic
images of atom b. Since this is an additive modification of T, it
will not qualitatively modify the expressions for the analytical nu-

‡‡ Since each QHO is assigned a unit charge (e = 1), the dipole moment µµµ is thereby
equivalent to the displacement vector ξξξ .
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clear derivatives of the MBD energy. Hence, the derivation of the
nuclear forces presented herein (and the accompanying chemical
applications) will focus on non-periodic (or isolated) systems. We
note in passing that the current implementation of the MBD en-
ergy and nuclear forces in QUANTUM ESPRESSO (QE)80 is able
to treat both periodic and non-periodic systems. In this regard, a
forthcoming paper81 will describe the details of the implementa-
tion and discuss the subtleties required to make the computation
of well-converged MBD nuclear forces efficient for periodic sys-
tems.

2.2.4 The range-separated dipole–dipole interaction.

Prior to range-separation, the 3× 3 sub-block Tab of the dipole–
dipole interaction tensor T, which describes the coupling between
QHOs a and b, is defined as:

Tab = ∇∇∇RRRa
⊗∇∇∇RRRb

vab, (20)

where vab is the frequency-dependent Coulomb interaction
between two spherical Gaussian charge distributions.82 This
frequency-dependent interaction arises due to the fact that the
ground state of a QHO has a Gaussian charge density:

vab(Rab, iω) =
erf [ζab(iω)]

Rab

, (21)

where Rab = ‖RRRa −RRRb‖,

ζab(iω)≡ Rab/Σab(iω) (22)

and
Σab(iω) =

√

σa(iω)2 +σb(iω)2 (23)

is the effective correlation length of the interaction potential de-
fined by the widths of the QHO Gaussians (see Eq. (24) below).
As such, the dependence of T on both the frequency and (implic-
itly) on the nuclear coordinates originates from Σab(iω) (see also
Eqs. (7)-(8)).

In terms of the bare dipole polarizability, the width of the QHO
ground-state Gaussian charge density is given by:

σa(iω) =

[

1
3

√

2
π αa(iω)

]1/3

(24)

=

[

1
3

√

2
π ϒa(iω)

]1/3

[Va]
1/3 , (25)

where αa(iω) = 1
3 Tr [αααa] is the “isotropized” bare dipole polariz-

ability and Eq. (8) was used to make the effective volume depen-
dence more explicit.

The Cartesian components of the dipole–dipole interaction ten-
sor in Eq. (20) (with all QHO indices and frequency-dependence
of ζ suppressed) are given by:

T
i j(iω) =

[

erf[ζ ]− 2ζ√
π

exp
[

−ζ 2
]

]

T
i j
dip +

4√
π

RiR j

R5
ζ 3 exp

[

−ζ 2
]

,

(26)
where Ri = Rab · êi is the ith Cartesian component of Rab, and
Tdip is the frequency-independent interaction between two point

dipoles:

T
i j
dip =

−3RiR j +R2δ i j

R5
, (27)

with δ i j indicating the Kronecker delta between Cartesian indices.
The range-separation of the dipole–dipole interaction tensor is

accomplished by using a Fermi-type damping function,18,24,29

f (Zab) =
[

1+ exp [−Zab]
]−1

, (28)

which depends on Zab, the ratio between Rab, the internuclear
distance, and Sab, the scaled sum of the effective vdW radii of
atoms a and b, RvdW

a and RvdW
b :

Zab ≡ 6

[

Rab

Sab

−1

]

(29)

Sab ≡ β
[

R
vdW
a +R

vdW
b

]

. (30)

Here, the range-separation parameter β is fit once for a given
exchange-correlation functional by minimizing the energy devia-
tions with respect to highly accurate reference data.53 The short-
and long-range components of the dipole–dipole interaction ten-
sor in Eq. (26) are then separated according to:

TSR = [1− f (Z)]T (31)

and
TLR = f (Z)T. (32)

However, at long-range, the frequency-dependence in T dies off
quickly, so when evaluating the MBD Hamiltonian we replace
Eq. (32) with the approximation

TLR ≃ f (Z)Tdip (33)

which is equivalent to taking erf [ζ ] ≃ 1 and exp[−ζ 2] ≃ 0 in
Eqs. (26) and (32). This has the added benefit of improved com-
putational efficiency since special functions such as the error func-
tion and exponential are relatively costly to compute. As shown
in Fig. ?? in the ESI,† these approximations are exact to within
machine precision for ζ > 6, and thus in practice by the time f (Z)

has obtained a substantial value, the frequency dependence in T

has vanished, thereby justifying Eq. (33).
The rsSCS procedure described in Sec. 2.2.2 adds a further sub-

tlety in that it modifies the effective vdW radii in the definition of
the Sab and Zab quantities above (see Refs. 46 and 52 for a more
detailed discussion of these definitions). For the short-range in-
teraction tensor (i.e., the tensor used in the rsSCS procedure) the
damping function utilizes effective vdW radii calculated at the
Tkatchenko-Scheffler (TS) level:29

R
vdW,TS
a [ρ(r)]≡

(

Va[ρ(r)]

V free
a

)1/3

R
vdW, free
a (34)

where R
vdW, free
a is the free-atom vdW radius defined in Ref. 29

using an electron density contour, not the Bondi83 radius that
corresponds to the “atom-in-a-molecule” analog of this quantity.
To indicate that the TS-level effective vdW radii are being used,
the argument of the damping function for the short-range inter-
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action tensor, used in Eqs. (10-11), will be denoted with ZTS

(cf. Eqs. (34, 29-30)):

TSR =
[

1− f
(

ZTS
)]

T. (35)

For the long-range dipole–dipole interaction tensor used in the
MBD Hamiltonian in Eq. (17), the damping function utilizes the
self-consistently screened effective vdW radii:46

R
vdW
a ≡

(

αa(0)

α free
a (0)

)1/3

R
vdW, free
a , (36)

wherein the ratio α(0)/α free(0) takes the place of V/V free thereby
still exploiting the proportionality between polarizability and vol-
ume.52,74 To indicate that the screened effective vdW radii are
being used, the argument of the damping function for the long-
range interaction tensor will be denoted with Z (cf. Eqs. (36,
29-30)):

TLR = f
(

Z
)

Tdip. (37)

This dependence on Z is why we use an overline on TLR above,
and in Eqs. (17,18).

2.3 Derivation of the MBD nuclear forces.

With the above definitions in hand, we are now ready to proceed
with the derivation of the analytical derivatives of the MBD cor-
relation energy with respect to the nuclear (or ionic) position RRRc

of an arbitrary atom c.§

These MBD forces are added to the DFT-based forces. As men-
tioned above in Sec. 2.1, two distinct types of nuclear coordinate
dependence will arise: explicit dependence through Rab =RRRa−RRRb

and implicit dependence through V [{RRR}] (as moving a neighbor-
ing atom c will slightly alter the effective volume assigned to
atom a). Future work will address the effects of the MBD con-
tribution to the exchange-correlation potential when applied self-
consistently, which will ultimately impact ρ(r). Our current work
neglects these effects, and computes MBD as an a posteriori cor-
rection to DFT, i.e., non-self-consistently.

Having carefully separated out the implicit dependence on
V [{RRR}] in the relevant quantities above, the derivation proceeds
largely by brute force application of the chain and product rules.
The derivative of the MBD correlation energy given in Eq. (3) is
governed by:

∂∂∂ cEMBD =
1

2

3N

∑
p=1

∂∂∂ c

√

λp −
3

2

N

∑
a=1

∂∂∂ cωa, (38)

hence requiring derivatives of the screened excitation frequen-
cies, ωa, as well as the eigenvalues, λp, of the C

MBD matrix.

§ It is very important to note that in this work we have only computed the Hellmann-
Feynman derivative of the total DFT+MBD energy. Specifically, when the MBD en-
ergy is computed non-self-consistently (i.e. as an a posteriori correction), there is
an additional force component that results from the gradient of the molecular or-
bital coefficients (i.e., the non-self-consistency correction). 84–86 This term can be
treated by directly computing the “response” of the density by solving the coupled-
perturbed-Kohn-Sham equations. Alternatively, this term exactly vanishes if MBD is
computed self-consistently, which is our recommended approach.

Since C
MBD is real and symmetric, it has 3N orthogonal eigenvec-

tors. We therefore do not concern ourselves here with repeated
eigenvalues (see the ESI† for a more detailed discussion) and take
derivatives of λp as:87

∂∂∂ c

√

λp =
∂∂∂ cλp

2
√

λp

(39)

∂∂∂ cλp =
[

XXX
⊤∂∂∂ cC

MBD
XXX

]

pp
(40)

⇒
N

∑
p=1

∂∂∂ c

√

λp =
1

2
Tr

[

ΛΛΛ−1/2
XXX

⊤∂∂∂ cC
MBD

XXX

]

. (41)

where XXX is the matrix of eigenvectors of C
MBD and ΛΛΛ = diag[λp]

is the diagonal matrix of eigenvalues. To evaluate this last line we
require the derivative of the ab block of C

MBD (cf. Eq. (18)),

∂∂∂ cC
MBD
ab = 2δabωa∂∂∂ cωa (42)

+(1−δab) [ωa∂∂∂ cωb +ωb∂∂∂ cωa]
√

αa(0)αb(0) T
LR
ab

+(1−δab)ωaωb

[αa(0)∂∂∂ cαb(0)+αb(0)∂∂∂ cαa(0)]

2
√

αa(0)αb(0)
T

LR
ab

+(1−δab)ωaωb

√

αa(0)αb(0) ∂∂∂ cT
LR
ab .

To proceed any further we now need the derivatives of ω, α, and
TLR. From Eq. (15), we find that the derivative of the screened
excitation frequency, ω, requires us to evaluate derivatives of
α(iω) (with α(0) as a specific case) as follows:

∂∂∂ cωa =
8

π

n

∑
p=1

gp

[

αa(iyp)∂∂∂ cαa(iyp)

[αa(0)]2
−

[

αa(iyp)
]2

∂∂∂ cαa(0)

[αa(0)]3

]

.

(43)
The derivative of the screened polarizability, α, Eq. (13), is cal-
culated from the “isotropized” partial contraction of A (with the
frequency dependence suppressed):

∂∂∂ cαa =
1

3
Tr

[

N

∑
b=1

[

∂∂∂ cA
]

ab

]

. (44)

Using Eqs. (11) and (35) and expanding the derivative of the
inverse of a non-singular matrix, we have

∂∂∂ cA =−A

[

−A
−1 [∂∂∂ cA]A−1 +∂∂∂ cTSR

]

A. (45)

Using Eqs. (8) and (9), we compute ∂∂∂ cA as:

∂∂∂ cA =
N
⊕

a=1

diag [ϒa ∂∂∂ cVa] . (46)

In Eq. (46) we have terminated the chain-rule with ∂∂∂ cVa, which
has remaining implicit dependence on the nuclear coordinates.
We regard ∂∂∂ cVa as one of our three fundamental derivatives since
the Hirshfeld partitioning is typically computed separately from
the rest of the MBD algorithm. Discussion of how to compute
∂∂∂ cVa may be found in the ESI.†

In considering the derivatives of the dipole–dipole interaction
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tensors, we will encounter both implicit and explicit nuclear po-
sition dependence through ζab via Eq. (22). The derivatives of
TSR, Eq. (35), and TLR, Eq. (37), are fairly complicated, so it will
help to consider first the damping function, f , in isolation. Here,

∂∂∂ c f (Rab) =
exp [−Zab]

[1+ exp [−Zab]]
2

∂∂∂ cZab, (47)

∂∂∂ cZab = 6

[

∂∂∂ cRab

Sab

− Rab∂∂∂ cSab

S2
ab

]

, (48)

∂∂∂ cSab = β
[

∂∂∂ cR
vdW
a +∂∂∂ cR

vdW
b

]

, (49)

where ∂∂∂ cRab is calculated as

∂∂∂ cRab = ∇∇∇RRRc
‖Rab‖= (δac −δbc)

Rab

‖Rab‖
, (50)

and the effective vdW radii have only implicit nuclear coordinate
dependence. For the gradient of TSR, Eq. (35), we require the
derivative of the TS-level effective vdW radii, Eq. (34):

∂∂∂ cR
vdW,TS
a =

R
vdW, free
a

[

V free
a

]1/3

∂∂∂ cVa

3 [Va]
2/3

, (51)

while for the gradient of TLR, Eq. (37), we require the derivative
of the screened effective vdW radii, Eq. (36):

∂∂∂ cR
vdW
a =

R
vdW, free
a

[

α free
a (0)

]1/3

∂∂∂ cαa(0)

3 [αa(0)]
2/3

, (52)

which was evaluated using Eqs. (44)-(46).

In the following we suppress the QHO indices (a,b,c) where
possible so that the Cartesian indices (i, j) are highlighted. First
we consider the derivative of Tdip, Eq. (27), which is given by:

∂∂∂T
i j
dip =−3

[

δ i j

R4
∂∂∂R+

R j∂∂∂Ri +Ri∂∂∂R j

R5
− 5RiR j

R6
∂∂∂R

]

, (53)

where ∂∂∂Ri is evaluated as:

∂∂∂ cR i
ab = ∇∇∇RRRc

((RRRa −RRRb) · êi) = (δac −δbc)êi. (54)

Since the long-range dipole–dipole interaction tensor is ap-
proximated with the frequency-independent Tdip (thereby
eliminating ζ ), Eqs. (47)-(53) provide us with all of the quan-
tities needed to evaluate ∂∂∂ cTLR as:

∂∂∂ cT
i j
ab, LR = T

i j
ab, dip ∂∂∂ c f

(

Zab

)

+ f
(

Zab

)

∂∂∂ cT
i j
ab, dip. (55)

The derivative of TSR is more complex since T depends on ζ :

∂∂∂ cT
i j
ab, SR = −T

i j
ab

∂∂∂ c f
(

ZTS
ab

)

+
[

1− f
(

ZTS
ab

)]

∂∂∂ cT
i j
ab
, (56)

in which the derivative of T i j is given below (see the ESI† for a

detailed derivation):

∂∂∂T i j = −3

[

erf [ζ ]− h(ζ )

2ζ

]

∂∂∂T
i j
dip +ζ h(ζ )

[

−1

3
∂∂∂T

i j
dip −

δ i j

R4
∂∂∂R

]

+

[

T
i j
dip +

R iR j

R5

[

3−2ζ 2
]

]

h(ζ )∂∂∂ζ , (57)

wherein we have defined the following function for compactness,

h(ζab)≡
4ζ 2

ab√
π

exp[−ζ 2
ab]. (58)

The derivative of ζab is given by (with QHO indices restored to
express ∂∂∂ cΣab from Eq. (23)):

∂∂∂ cζab =
ζab

Rab

∂∂∂ cRab −
ζ 3

ab [σa∂∂∂ cσa +σb∂∂∂ cσb]

R2
ab

, (59)

where ∂∂∂ cσa is computed from Eq. (25) as

∂∂∂ cσa =

[

1

3

√

2

π
ϒa

]1/3
∂∂∂ cVa

3 [Va]
2/3

. (60)

We have now reduced the analytical nuclear derivative of the
MBD correlation energy to quantities that depend on three funda-
mental derivatives: ∂∂∂ cRab, ∂∂∂ cRi

ab and ∂∂∂ cVa. The expressions for
∂∂∂ cRab and ∂∂∂ cRi

ab have been given above in Eqs. (50) and (54),
and are straightforward to implement. The computation of ∂∂∂ cVa

is outlined briefly in the ESI.†

3 Computational Details

We have implemented the MBD energy and analytical nu-
clear gradients (forces) in a development version of QUANTUM

ESPRESSO v5.1 (QE).80 A forthcoming publication will discuss
the details of this implementation, including the parallelization
and algorithmic strategies required to make the method efficient
for treating large-scale condensed-phase systems.81

All calculations were performed with the Perdew, Burke,
and Ernzerhof (PBE) exchange-correlation functional,88,89 and
Hamann-Schlueter-Chiang-Vanderbilt (HSCV) norm-conserving
pseudopotentials.90–92 As a point of completeness, it should be
noted that in QE the Hirshfeld partitioning has only been imple-
mented for norm-conserving pseudopotentials, and thus the MBD
method cannot presently be used with ultrasoft pseudopotentials
or projector-augmented wave methods. To ensure a fair compar-
ison with our implementation of the MBD model, all TS calcula-
tions were performed as a posteriori corrections to the solution of
the non-linear Kohn-Sham equations, i.e. we turned off the self-
consistent density updates from TS. Additional computational de-
tails, including detailed convergence tolerances and basis sets are
given in Sec. ?? of the ESI.† For comparison with the D3(BJ) dis-
persion correction of Grimme et al.35,45 (hereafter abbreviated as
D3) we also optimized structures using ORCA v3.03.93 We used
the atom-pairwise version of D3(BJ) since only numerical gradi-
ents were available for the three-body term.
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4 Results and Discussion

To verify our implementation of the MBD energy in QE, we com-
pared against the implementation of the MBD@rsSCS model in
the FHI-AIMS code94,95 and find agreement to within 10−11 Eh.
We next verified our implementation of the analytical gradients
by computing numerical derivatives via the central difference for-
mula and find agreement within the level of expected error given
the finite spacing between the grid points describing ρ(r) and
error propagation of finite differences of the Hirshfeld effective
volume derivatives.

To demonstrate the efficiency and accuracy of the analytical
MBD nuclear gradient, we performed geometry optimizations on
representative systems for intermolecular interactions (benzene
dimer), intramolecular interactions (polypeptide secondary struc-
ture), and supramolecular interactions (buckyball catcher host-
guest complex). We subsequently examined the importance of
the implicit nuclear coordinate dependence that arises from the
Hirshfeld effective volume gradient ∂∂∂V in the computation of the
MBD forces.

4.1 Intermolecular interactions: stationary points on the

benzene dimer potential energy surface.

As the prototypical example of the π − π interaction, there
have been a large number of theoretical studies on the benzene
dimer using very high-level wavefunction theory methods.96–117

Since the intermolecular attraction between the benzene dimer
arises primarily from a balance between dispersion interactions
and quadrupole-quadrupole interactions (depending on the in-
termolecular binding motif), the interaction energy is quite small
(∼ 2−3 kcal/mol) and the potential energy surface (PES) is very
flat. Consequently, resolving the stationary points of this PES is
quite challenging for both theory and experiment. The predic-
tion of the interaction energy in the benzene dimer represents
a stringent test of the ability of a given electronic structure the-
ory method to capture and accurately describe non-bonded in-

termolecular interactions. Historically, three conformers of the
dimer have received the most attention, namely the “sandwich,”
“parallel-displaced,” and “T-shaped” structures. Using the high-
level benchmark interaction energy calculations as a guide, sev-
eral studies have used a variety of more approximate methods to
examine the PES more broadly.107,109,115,117 By scanning the PES
of the benzene dimer with DFT-based symmetry adapted pertur-
bation theory (DFT-SAPT), Podeszwa et al.107 identified 10 sta-
tionary points, i.e., either minima (M) or saddle points (S) of
the interaction energy (see Fig. 1). Most wavefunction studies
of the benzene dimer PES have used a fixed monomer geome-
try, assuming that the weak interactions will produce very lit-
tle relaxation of the rigid monomer.104 Using the highly accu-
rate fixed benzene monomer geometry of Gauss and Stanton,102

Bludský et al.113 performed counterpoise-corrected geometry op-
timizations of these 10 configurations at the PBE/CCSD(T) level
of theory, with an aug-cc-pVDZ basis set. The resulting geome-
tries are among the largest molecular dimers to be optimized with
a CCSD(T) correction to date and represent the most accurate
available structures for the dimer of this classic aromatic system.

As a first application of the MBD analytical nuclear gradients
derived and implemented in this work, we performed geometry
optimizations on these 10 benzene dimer configurations at the
PBE+MBD, PBE+TS, and PBE+D3 levels of theory. All of the
geometry optimizations performed herein minimized the force
components on all atomic degrees of freedom according to the
thresholds and convergence criteria specified in Sec. ?? of the ESI†

(i.e., frozen benzene monomers were not employed in these ge-
ometry optimizations). The root-mean-square-deviations (RMSD
in Å) between the PBE+MBD, PBE+TS, and PBE+D3 optimized
geometries with respect to the reference PBE/CCSD(T) results are
depicted in Fig. 1.

From this figure, it is clear that the PBE+MBD method, with a
mean RMSD value of 0.01 Å (and a vanishingly small standard de-
viation of 3×10−4 Å) with respect to the reference PBE/CCSD(T)
results, was able to provide uniformly accurate predictions for
the geometries of all of the benzene dimer configurations consid-
ered. These findings are encouraging and consistent with the fact
that the PBE+MBD method yields significantly improved binding
energies for the benzene dimer as well as a more accurate quanti-
tative description of the fractional anisotropy in the static dipole
polarizability of the benzene monomer.52 This is also consistent
with the finding of von Lilienfeld and Tkatchenko that the three-
body ATM term contributes ∼ 25% of the binding energy of the
benzene dimer in the parallel displaced configuration.118

With a mean RMSD value of 0.03± 0.01 Å and 0.05± 0.02 Å
respectively, the PBE+D3 and PBE+TS methods both yielded a
less quantitative measure of the benzene dimer geometries with
respect to the reference PBE/CCSD(T) data. Of the 7 benzene
dimer configurations for which the PBE+TS RMSD values were
greater than 0.05 Å (namely M2, S1, S3, S4, S6, S7, and S8), it is
difficult to identify a shared intermolecular binding motif among
them. Interestingly, PBE+D3 seems to fare better on sandwich-
stacked geometries and it is only the T-shaped S4 and S6 which
have RMSDs above 0.05 Å.

However, analysis of the inter-monomer distance (see Fig. 1)
reveals that PBE+TS tends to shorten the inter-monomer dis-
tance, R, for stacked geometries (M1, S2, S7, and S8) by an
average of 0.03 Å relative to the PBE/CCSD(T) results, while it
elongates the inter-monomer distance by an average of 0.09 Å for
T-shaped structures.

We believe that these observations can be explained by the
fact that the frequency-dependent dipole polarizability (FDP) in
the TS model is approximated by an isotropic scalar instead of
an anisotropic tensor quantity. A consequence of this approxi-
mation is that the in-plane components of the FDP in the ben-
zene monomer are underestimated while the out-of-plane com-
ponent is overestimated. In the stacked benzene dimer config-
urations, the inter-monomer distances are primarily determined
by the coupling of the induced dipole moment in the direction
of the out-of-plane component of one monomer with the induced
dipole moment in the direction of the out-of-plane component
of the other monomer. As such, the interaction along the inter-
monomer axis, R, is overestimated, which leads to TS predict-
ing an inter-monomer distance that is too short with respect to
the available reference data. This effect is more apparent in the
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In agreement with our results for the benzene dimer and
polypeptides, we find that the PBE+MBD method yields struc-
tures that deviate from those provided by pairwise dispersion-
inclusive functionals. The buckyball catcher complex is the most
complex system studied herein in terms of its intricate geome-
try and non-local polarization behavior, so it would not be un-
reasonable to assume that PBE+MBD yields the most reliable re-
sults. However, because we do not have a benchmark comparison
for the C60@C60H28 host–guest complex, we cannot truly evalu-
ate the performance of any method, including PBE+MBD. Only
future high-level wavefunction-based geometry optimizations of
this gas-phase complex (or optimization of the full crystal struc-
ture for comparison to the experimental X-ray determined struc-
ture129) will settle any remaining questions regarding the geom-
etry of the buckyball catcher complex.

In light of the lack of high-level wavefunction-based geometries
to compare against, we conclude with a few comments about
the computational efficiency of our method. Starting from the
TPSS/def2TZVP structures from the S12L dataset, we were able
to optimize the 148-atom complex with the PBE+MBD method in
68 BFGS steps in about 415 cpu hours, while the PBE+D3 opti-
mization in ORCA took 34 BFGS steps in about 450 cpu hours.¶

Given that ORCA uses redundant internal coordinates for geom-
etry optimizations and the D3 correction is almost instantaneous
to calculate, it is worth noting that the Cartesian coordinates op-
timization in QE with the much more costly MBD correction is
roughly competitive.

4.4 The importance of ∂∂∂V .

Our derivation of the nuclear MBD forces placed considerable
emphasis on the importance of including the implicit coordinate
dependence arising from the gradients of the Hirshfeld effective
atomic volumes. To test how large of a contribution that the
∂∂∂V terms make to the MBD forces, we re-optimized the benzene
dimers, this time setting ∂∂∂V = 0 explicitly. As shown in Fig. ??

in the ESI,† neglect of the Hirshfeld volume gradients does not
have a large impact for this system, in which the dispersion forces
are intermolecular; the mean RMSD becomes (16± 5)× 10−4 Å.
This result is expected for this system because the Hirshfeld ef-
fective atomic volumes only change when neighboring atoms are
moved. Not only is the benzene monomer fairly rigid, but the
range separation employed in MBD means that the long-range
tensor TLR, and correspondingly the MBD correction, is largely
turned off within the benzene monomer (see Fig. ?? in the ESI†).

We expect a larger impact from Hirshfeld volume gradients
for systems that are flexible and large enough for the damping
function to have “turned on” the MBD correction. The case of
polypeptide intramolecular dispersion interactions matches both
of these criteria. As such, we computed the MBD forces on the
final optimized geometries of all 76 peptide structures and ana-
lyzed the atom-by-atom difference in the forces computed with

¶ The PBE+MBD optimization was run in about 2.75 hours on 170 Intel Xeon E5-2680
processors while the PBE+D3 optimization was run in about 14 hours on 32 AMD
Opteron 6376 Abu Dhabi processors.

and without the Hirshfeld volume gradients.‖ As shown in Fig. 5,
neglect of the Hirshfeld gradient causes a significant shift in the
distribution of the MBD forces in the peptides, with a tendency to
increase the forces from the lower peak from ∼ 2× 10−4 Eh/a.u.

to ∼ 4× 10−4 Eh/a.u.. Comparing the Cartesian components of
the MBD forces across all atoms in all 76 structures we find
that the deviations between MBD forces with and without the
Hirshfeld volume gradients (F−F∂∂∂V=0) are approximately nor-
mally distributed with zero mean and a standard deviation of
2 × 10−4 Eh/a.u. (see Fig. ?? in the ESI†). This leads to the
norm of the force difference (∆‖F − F∂V ‖) having a mean of
(3.2±1.7)×10−4 Eh/a.u., and a mean of the difference of norms
of ‖F‖− ‖F∂V=0‖ = (−5± 17)× 10−5 Eh/a.u. Overall, neglect of
the Hirshfeld gradients increases the nuclear forces and causes a
long-tailed distribution of relative error that is peaked at ∼ 20%,
but extends up to 400%. This large distribution of relative errors
has the potential to significantly impact the predictive nature of
ab initio molecular dynamics (AIMD) simulations run at the MBD
level of theory that do not properly account for the analytical gra-
dients of the Hirshfeld effective volumes. Given that this error
would accumulate at every time step, combined with the fact that
the MBD correction was found to be quite important in the geom-
etry optimizations of the systems considered herein, we find that
the neglect of the Hirshfeld effective volume gradients is an unac-
ceptable approximation in AIMD. This finding is particularly true
for large flexible molecular systems with significant intramolec-
ular dispersion interactions since this error can cooperatively in-
crease along any extended direction, i.e., along an alkane chain
or polypeptide backbone.

5 Conclusions and Future Research

By developing analytical energy gradients of the range-separated
MBD energy with respect to nuclear coordinates, we have enabled
the first applications of MBD to full nuclear relaxations. By treat-
ing the gradients of the MBD energy correction analytically rather
than numerically, we have reduced the number of self-consistent
calculations that must be performed from 2× (3N − 6) to 1, en-
abling treatment of much larger systems. Our derivation and im-
plementation includes all implicit coordinate dependencies aris-
ing from the Hirshfeld charge density partitioning. In the gas-
phase geometry optimizations considered herein, the implicit co-
ordinate dependencies that arise from the Hirshfeld volume gradi-
ents resulted in significant changes to the MBD forces. The long-
tailed distribution of relative error that we observed indicates that
any future AIMD simulations employing MBD forces must include
a full treatment of the Hirshfeld volume gradients, or the accu-
mulation of error will negatively impact the simulation dynamics.
Our careful treatment of these volume gradients paves the wave
for future work to address how a self-consistent implementation
of the MBD model will impact the electronic band structures of
layered materials and intermolecular charge transfer couplings in

‖Since the TS method is also based on Hirshfeld partitioning, the Hirshfeld volume
gradients are also expected to be significant when computing the TS nuclear forces.
A similar analysis of the TS forces on these peptide structures is provided in the ESI.†
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111 E. C. Lee, D. Kim, P. Jurečka, P. Tarakeshwar, P. Hobza and
K. S. Kim, J. Phys. Chem. A, 2007, 111, 3446.

112 B. Fernández, T. B. Pedersen, A. Sánchez de Merás and
H. Koch, Chem. Phys. Lett., 2007, 441, 332.

113 O. Bludský, M. Rubeš, P. Soldán and P. Nachtigall, J. Chem.

Phys., 2008, 128, 114102.

114 M. Pavone, N. Rega and V. Barone, Chem. Phys. Lett., 2008,
452, 333.
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