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Size- and shape-dependent phase diagram of In-Sb
nano-alloys

Masoomeh Ghasemi ∗a, Zeila Zanolli b, Martin Stankovski c and Jonas Johansson a

Nano-scale alloy systems with at least one dimension below 100 nm have different phase stabil-
ities than those observed in the macro-scale systems due to a large surface to volume ratio. We
have used the semi-empirical thermodynamic modelling, i.e. the CALPHAD method, to predict the
phase equilibria of the In-Sb nano-scale systems as a function of size and shape. To calculate the
size- and shape-dependent phase diagram of the In-Sb system, we have added size-dependent
surface energy terms to the Gibbs energy expressions in the In-Sb thermodynamic database. We
estimated the surface energies of the solution phases and of the InSb intermetallic phase using
the Butler equation and DFT calculations, respectively. A melting point and eutectic point depres-
sion were observed for both nanoparticle and nanowire systems. The eutectic composition on the
In-rich and Sb-rich sides of the phase diagram shifted towards higher solubility. We believe that
the phase diagram of In-Sb nano-alloys is useful for an increased understanding of the growth
parameters and mechanisms of InSb nanostructures.

1 Introduction
InSb is a direct band gap semiconductor with a small energy gap
of 0.17 eV at 300 K1 which makes it suitable for fabrication of
mid-wave infrared detectors and lasers.2 The electronic band gap
of InSb nanowires can be engineered as a function of nanowire
radius since it exhibits a large excitonic Bohr radius of about 65
nm compared to other semiconductors.3 This property is useful
for the fabrication of multispectrum photodetectors and multi-
junction solar cells.4 Moreover, InSb has the highest electron mo-
bility among all semiconductor materials making it a promising
candidate for applications in high-speed electronic devices.5 Re-
cently, there has been a considerable attention towards the fab-
rication of InSb nanostructures6–10 because they have some ad-
vantages over bulk InSb, including high quality heterostructure
growth with minimum defect density and precise control over the
doping level. In this regard, we have studied the phase stability of
the nano-scale In-Sb systems which is important for understand-
ing the growth mechanism of InSb nanostructures.

The focus of the current work is to study the phase equilibria
of In-Sb nanoparticles and nanowires by calculating the size- and
shape-dependent phase diagram of the In-Sb system using semi-
empirical thermodynamic modelling, i.e. the CALPHAD (CAL-
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b LU Open Innovation Center, Lund University, Box 117, SE-22100 Lund, Sweden
∗ Corresponding author, E-mail: masoomeh.ghasemi@ftf.lth.se

culation of PHAse Diagrams) method.11 CALPHAD is a power-
ful and well-established technique for predicting the bulk phase
equilibria of multicomponent systems, but it can be extended to
nano-scale systems by adding the size parameter to the bulk ther-
modynamic description. This kind of calculations are useful for
modelling the growth process of nanostructures as it requires to
take the surface effects arising from finite sizes of the system into
account. As a result of a more accurate modelling of the fabrica-
tion process, less experimental attempts would be needed.

The CALPHAD approach can be used to predict the thermody-
namic properties of alloy nanoparticles with a radius larger than
5 nm. Below this size, the average surface energy of the solid
particles decreases due to the contribution of edges and vortices,
hence, the CALPHAD method may not be applicable.12,13 Tanaka
et al.13–15 extended the CALPHAD technique to predict the phase
transitions of nano-scale systems. Later, Park and Lee16 devel-
oped an approach for calculating the phase diagram of nano-scale
systems using available software for phase diagram calculations
such as Thermo-Calc.17 This model was further improved and op-
timized for varying geometries by Lee and Sim18 and for systems
containing intermetallic phases by Kroupa et al. 19 , Bajaj et al. 20

and Sim and Lee.21 There has also been some experimental stud-
ies19,22–24 on thermal analysis of nanoparticles to compare with
the CALPHAD calculations, all showing a good agreement.

The phase diagram of a system within the CALPHAD method
is obtained by defining the Gibbs energy terms for all phases. At
constant temperature and pressure, the phase (or phases) with
minimum Gibbs energy are the stable phases. In addition to the
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composition- and temperature-dependence, the Gibbs energy of a
nano-scale phase is also a function of size. The size effect arises
from the role of the surface energies which cannot be neglected
for small systems. Therefore, one needs to add the surface energy
contribution to the Gibbs energy expressions of the bulk system.
To reach this goal, one should have the knowledge of the surface
energy of all phases in a system. In this work, we have used a
similar methodology as in Refs. [ 19,20] to construct the size-
and shape-dependent phase diagram of the In-Sb binary system.
We have estimated the surface energies of liquid and solid solu-
tions using the so called Butler equation25 and that of the InSb
intermetallic phase using Density Functional Theory (DFT) calcu-
lations. Finally, we have calculated the phase diagram of In-Sb
nanoparticles and nanowires as a function of their size.

2 Thermodynamic modelling
In this section, the thermodynamic equations for the size-
dependent phase diagram of a binary A-B system based on the
approach developed by Park and Lee16 and optimized later by
Lee and Sim18 will be derived. The total Gibbs energy of a bulk
phase∗ with A and B components can be expressed as:

GTotal,Bulk = xA
◦GA + xB

◦GB+

RT [xA lnxA + xB lnxB]+GEx,Bulk
(1)

where xi is the molar fraction of component i (i = A or B) and ◦Gi

is the standard Gibbs energy of component i (at 298 K and 1 atm).
R and T are the gas constant and the temperature, respectively.
GEx,Bulk is the excess Gibbs energy which is usually expressed by
a Redlich-Kister polynomial as:

GEx,Bulk = xAxB ∑Lv(xA− xB)
v (v = 0,1,2, ...) (2)

where Lv is the interaction parameter which is a function of tem-
perature as:

Lv = a+bT + cT lnT + ... (3)

The total Gibbs energy of a nano-particle also has a contribu-
tion of the surface energy due to its high surface to volume ratio†:

GTotal,nano = GBulk +GSurface =

xA
◦Gnano

A + xB
◦Gnano

B +RT [xA lnxA + xB lnxB]+GEx,nano
(4)

The surface contribution to the Gibbs energy, GSurface, of an
isotropic spherical particle and a nanowire (See Appendix A and
Ref.18), respectively, are:

GSurface =
2CσiVi

rsphere
(5)

∗The bulk phase is the bulk of a material far from the surface.
† The surface is assumed as a hypothetical phase with a Gibbs energy expression sim-

ilar to the bulk. Therefore, the total Gibbs energy of a phase with finite boundaries,
GTotal,nano, is the sum of the Gibbs energy of the bulk material, GBulk, and the Gibbs
energy of the surface phase, GSurface.

and
GSurface =

CσiVi

rcylinder
(6)

where σi is the surface energy and Vi the molar volume of com-
ponent i. C is a correction factor accounting for uncertainty of
surface tension measurements, the changes in the shape of a
nano-structure with the size and the surface strain due to non-
uniformity of surface tension for particles smaller than a critical
size.12 For the liquid phase it is usually assumed that C = 1.12

For solid phases, the correction factor can be determined by com-
paring the measured melting points of small particles with the
calculated values. This procedure will be explained in Section 4
where we determine C for indium nanoparticles and nanowires.

It is worth mentioning that if the aspect ratio of the nanowires
(i.e. length to radius ratio) is low as discussed by Goswami and
Nanda26, the contribution of the length should also be consid-
ered in GSurface for the cylinder case. However, the assumption
of the infinite length in our work is due to the fact that usually
nanowires are grown in a few thousands of nanometers of length
and a few tens of nanometers in diameter.

It is assumed that the excess Gibbs energy of an alloy nano-
particle, GEx,nano, has the same form as Eq. 2:16

GEx,nano = xAxB ∑Lv
nano(xA− xB)

v (v = 0,1,2, ...) (7)

The term Lv
nano can be expressed as:

Lv
nano = f1(

1
r
)+ f2(

1
r
)T + f3(

1
r
)T lnT + ... (8)

where fi is a function of size. Assuming that fi is a simple linear
function:

f1(
1
r
) = a+

a′

r
, f2(

1
r
) = b+

b′

r
, f3(

1
r
) = c+

c′

r

The interaction parameter will then have the following form:

Lv
nano = (a+

a′

r
)+(b+

b′

r
)T +(c+

c′

r
)T lnT + ... (9)

where a, b and c are taken from the bulk thermodynamic database
while a′, b′ and c′ are parameters to be fitted to the surface energy
terms through Eq. 16 as described in Section 4.2.

To find the size-dependent interaction parameters, one needs
the molar volume and the surface tension of the alloy. Assuming
that the excess volume is negligible, the molar volume of the alloy
can be determined from the pure elements as follows:

Valloy = xAVA + xBVB (10)

The surface tension of the alloy can be calculated using the
Butler equation:25
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σalloy =σA +
RT
AA

ln(
xSurface

A

xbulk
A

)

+
1

AA
[GEx,Surface

A (T,xSurface
B )−GEx,Bulk

A (T,xBulk
B )]

=σB +
RT
AB

ln(
xSurface

B

xbulk
B

)

+
1

AB
[GEx,Surface

B (T,xSurface
A )−GEx,Bulk

B (T,xBulk
A )]

(11)

The Butler equation assume equilibrium between the bulk
phase and a hypothetical surface phase. In Eq. 11, σi is the
surface tension of the pure components (A or B) in the solution
phase. GEx,Surface

i and GEx,Bulk
i are the partial excess Gibbs energy

of component i in the surface phase and the bulk phase, respec-
tively. GEx,Bulk

i (T,xBulk
j ) can be obtained from the thermodynamic

database. Using the Yeum’s model,27 GEx,Surface
i (T,xSurface

j ) can be

obtained by replacing xBulk
j by xSurface

j in GEx,Bulk
i and multiplying

it by a constant, β :

GEx,Surface
i (T,xSurface

j ) = β ×GEx,Bulk
i (T,xSurface

j ) (12)

where β is a parameter corresponding to the ratio of the coordi-
nation number in the surface phase to that in the bulk phase. For
pure elements, β is determined by:

σiAi = (1−β
pure)∆Hi (13)

where ∆Hi is the heat of vaporization for liquid-gas transforma-
tion or the heat of sublimation for solid-gas transformation. Ac-
cording to Tanaka et al.14 the value of β for mixtures is the
same as that for pure elements. Park and Lee16 showed that
β liquid = 0.84 and β solid = 0.85 for metals.

Ai is the molar surface area of one monolayer of pure i and can
be obtained from:

Ai = 1.091N1/3
0 V 2/3

i (14)

where N0 is Avogadro’s number. The surface energies of In-Sb so-
lution phases are calculated by solving the Butler equation using
a computer code provided by Picha et al..28

3 First-principles calculations
The surface energies of facets of the compound InSb were cal-
culated from first-principles using the slab model. The total en-
ergy of a six-layer slab in either the {111} or the {110} orienta-
tion (See Fig. 1 and Appendix B) was calculated using the Abinit
package29 within the local density approximation (LDA).30 The
projector-augmented-wave (PAW) method was used to describe
the interaction of the electrons with the ionic cores.31 The slabs
were periodic in the direction parallel to the interface. In the di-
rection perpendicular to the interface, vacuum layers correspond-
ing to 3 InSb layers (about 11 Å) and 4 InSb layers (about 13
Å) were considered for {111} and {110}, respectively. The first
Brillouin zone integration was performed over an 8×8×1 k-point

Fig. 1 Ball-and-stick model of the slabs with six InSb layers in 〈111〉 and
〈110〉 directions. The rectangle shows the boundary of the supercell for
each configuration. The angle between a and b axes of the supercell in
the 〈111〉 direction is 120◦ and that one of 〈110〉 is 90◦, while both axes
are perpendicular to the c axis. The color code to label the atoms is
indicated.

mesh. The wave functions were expanded in a plane-wave basis
set with the cut-off energy of 544 eV. Since bulk InSb is metallic
in the LDA, a broadening factor of 0.27 eV was used to facilitate
the convergence of the total energies.

The total energy of the six-layer slab in the 〈111〉 direction con-
verged with the error of about 0.06 eV per number of layers.
The maximum force on atoms after relaxation was 7.13× 10−4

eV/Å. The maximum stress in a and b directions of the cell was
2.28× 10−2 GPa and in c direction it was 6.03× 10−3 GPa. The
error in the total energy of the six-layer slab in 〈110〉 direction
was about 0.1 eV/layer. This ensured the maximum force on the
relaxed atoms to be 5.44× 10−4 eV/Å and the maximum stress
1.27×10−1, 5.33×10−1 and 2.51×10−3 GPa in the a, b and c cell
axes.

The total energy of the fully relaxed slabs, Etotal , was calculated
using the above set of converged parameters. The surface energy
of the slabs in the {111} and the {110} orientation was deter-
mined from the total energies of the relaxed slabs as follows:

γ =
1

2A
(Etotal −∑

i
niµi) (15)

where A is the area of the unit cell and ni and µi are the number
and the chemical potential of species i in the primitive surface
unit cells of the corresponding cuts.

The {110} slab is nonpolar and consists of two equivalent sto-
ichiometric surfaces. Therefore, the surface energy of this facet
is simply the average of the energy of the top and the bottom
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surfaces. However, the polar {111} surface has two inequivalent
terminations; In-terminated and Sb-terminated surfaces. The sur-
face energy of the {111} face is estimated to be the average of
the top and bottom surface energies. This approach has been
chosen following the discussions by Moll et. al.32 and by Holec
and Mayrhofer.33 In the former work, it is stated that different
terminations of non-reconstructed and relaxed {111} surfaces of
GaAs are energetically similar. In the latter study, the surface en-
ergy of different allotropes of AlN have been calculated and it has
been discussed that since the Al- and N- terminated {111} sur-
faces have slightly different surface energies, it is reasonable to
use the average energy of the top and the bottom surfaces.

It is worth mentioning that for determining the interaction pa-
rameters (See Eq. 9) of the (Sb) solid solution phase which dis-
solves some amount of In, the molar volume of In in the Rhombo-
hedral structure is needed. This property was also computed from
first-principles using the same parameters as for slab calculations,
except for the k-mesh which was 8×8×8 in this case.

4 Results

4.1 Size-dependent melting point of indium

The correction factor, C, of pure indium is determined by fitting
the calculated melting points to measured values. The melt-
ing points are obtained from the intersection of Gibbs energy
curves of liquid and solid phases. The Gibbs energy of a spherical
nanoparticle and a nanowire are the sum of the Gibbs energy of
the element in the bulk (G0,bulk

i ) and the surface energy contri-
bution as in Eqs. 5 and 6, respectively. The correction factor for
the liquid phase is assumed to be unity.12 The melting point of
indium nanoparticles as a function of size has been measured by
several authors.38–40 Since in Zhang et al.40, the melting point
of In nanoparticles were obtained by direct calorimetric measure-
ments, a fit to their experimental data (considering the experi-
mental standard deviation) was used to determine the correction
factor C = 0.975 as shown in Fig. 2-a. In a recent study, the size-
dependent melting points of In nanowires have been measured
by Xu et al.41 which we reproduced by the correction factor C = 1
as shown in Fig. 2-b.

4.2 Surface energy contribution to the Gibbs energy

In order to construct the size-dependent phase diagram of the
In-Sb system, the Gibbs energy of all constituting elements and
all phases should include the surface energy term. This requires
the knowledge of the surface energy and of the molar volume
of pure i, σi and Vi, respectively (Table 1). In the case of pure
elements, the additional surface term is as in Eq. 5 for a spherical
nanoparticle and Eq. 6 for a nanowire. They will be added to the
Gibbs energy terms of bulk pure elements which are taken from
the SGTE database.42

There are two solution phases in the In-Sb binary system, liquid
and (Sb), and one intermetallic phase, InSb. To the best of our
knowledge, there is no experimental data on the surface energy of
In-Sb liquid and solid alloys and the InSb intermetallic compound.

The surface energy of the liquid phase was estimated using the
Butler equation (Eq. 11). The excess bulk partial Gibbs energies

of the In-Sb system are taken from the work by Ansara et al..43

The calculated surface energy of In-Sb liquid alloys as a function
of bulk composition is illustrated in Fig. 3.

As is also discussed by Sim and Lee21, the surface energy of
solid solution phases can be estimated using the Butler equation
in a similar way as for the liquid phase. Antimony is stable in
the Rhombohedral structure. Therefore, in order to calculate the
surface energy of the (Sb) phase, the pure elemental In should
also be considered in the same structure. Because In is not sta-
ble in the Rhomobohedral phase, the molar volume of In in the
Rhombohedral structure (V S

In,Rhombo) was calculated using DFT to

be 1.7967×10−5 m3/mol. The surface energy of the solid Rhom-
bohedral phase (shown in Fig. 3) reveals a small composition de-
pendency.

The excess Gibbs energy of the liquid and (Sb) solid solution
phases were determined by adjusting the coefficients a′, b′ and c′

in Eq. 9. To do this, an overdetermied system of equations as in
Eq. 16 was solved using the least-square fitting.

xInxSb(a′+b′T × (xA− xB)+ c′T lnT × (xA− xB)
2 + ...)

r
=

2[CalloyσalloyValloy− (xInCInσInVIn + xSbCSbσSbVSb)]

r

(16)

The surface energy of the InSb intermetallic phase was ob-
tained from DFT. The calculated energy of the {111} and {110}
surfaces are 0.87 and 1.18 N/m, respectively. We calculate the
In-Sb size-dependent phase diagram for these two cases based on
the following justifications. According to studies on the morphol-
ogy of InSb nanostructures, the {111} InSb facets have the lowest
surface energy. Zhou et al.6 showed that upon the deposition of
InSb nanoparticles at room temperature, they crystallize in trian-
gular shapes indicative of forming {111} facets with the lowest
surface energy. However, they discussed that if the kinetics take
over, the {110} facets with the slower growth rates would also
appear and eventually, hexagonal nanostructures with {111} top
facet and {110} side facets would form.

Lin et al.7 studied the selective area growth of InSb nanocrys-
tals on a patterned InAs substrate using metal-organic vapor
phase epitaxy. They observed that the selective area growth of
InSb would result in nanocrystals with {111} side facets. How-
ever, by tuning the growth conditions, the growth switched to
In-seeded growth resulting in nanowires with {110} side facets.
A similar morphology of InSb nanorods and nanowires is also
shown by Zhou et al.6 and Caroff et al..8 Therefore, we assume
that the relevant surface energy for InSb nanoparticles is the en-
ergy of the {111} surface and that of InSb nanowires is the en-
ergy of the {110} surface. However, for comparison, we will cal-
culate the phase diagrams of nanoparticles and nanowire using
both {111} and {110} surface energies.

Last but not least, the temperature dependence of the surface
energy of InSb was assumed to be the average of the temperature
dependence of the surface energies of pure In and Sb.
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Fig. 2 Determination of the correction factor, C, for the pure In (a) nanoparticles and (b) nanowires.
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Fig. 3 The calculated surface energy of In-Sb liquid and solid alloys.

4.3 Size-dependent phase diagram of the In-Sb system
The re-assessed Gibbs energies of pure elements and the interac-
tion parameters of the liquid and solid phases (Eq. 5) are listed in
Appendix C (only for nanoparticles).

The phase diagrams of nanoparticles and nanowires, calculated
with the Thermo-Calc software17 using the re-assessed Gibbs en-
ergies and interaction parameters for varying radii, are presented
in Fig. 4-a and 4-b, respectively. The phase diagram of the bulk
is also shown. In both cases, the phase diagrams are calculated
for InSb{111} and InSb{110} surface energies. The solid lines are
the phase diagrams for the relevant surface energy, that is the sur-
face energy of the {111} face for spherical nanoparticles and that
of the {110} face for nanowires. The dashed lines in Fig. 4-a are
the phase diagram for nanoparticles with {110} surface energy.
In Fig. 4-b, the dashed lines are the phase diagrams of nanowires
with {111} surface energy of the InSb phase.

5 Discussion
We first focus on the size effect of the In-Sb phase diagram. In Ta-
ble. 2, the shifts in the melting point of InSb and eutectic temper-
atures and compositions for different sizes of nanoparticles and
nanowires are listed. The melting point of InSb nanoparticles
decreases by about 17.4, 69.3 and 256.5 K with respect to the
bulk melting point for particles with radius 80, 18 and 5 nm (See
also Fig. 4-a). Both the In- and the Sb- rich eutectic tempera-
tures also decrease as a function of size, for the assumed relevant
surface energy of InSb (See also Fig. 5). The calculated phase
diagram of nanoparticles for InSb{110} surface energy shows a
larger decrease of the liquidus and phase transition temperatures
with the largest deviation for 5 nm particles comparing to the
one calculated using the InSb{111} surface energy. In this case,
the InSb phase no longer melts congruently. Instead it decom-
poses through a peritectic reaction at 452 K. Fig. 5 and the phase
diagrams in Fig. 4-a and also show a change in the eutectic com-
position on both In- and Sb-rich sides. The In-rich eutectic com-
position shifts towards higher In content. The Sb-rich eutectic
composition follows the same trend except for 80 nm particles
where Sb solves about 1.00 at.% less In compared to the bulk.

As can be inferred from Equations 5 and 6, the surface energy
contribution of nanowires to the Gibbs energy is half of the con-
tribution of nanoparticles. Therefore, a less prominent decrease
in liquidus and eutectic temperatures with decreasing size is ex-
pected for nanowires. The phase diagram of nanowires with their
relevant InSb surface energy, i.e. InSb{110}, shows that the melt-
ing point of InSb phase decreases to 791.8, 757.3 and 636.7 K for
nanowires with radii of 80, 18 and 5 nm, respectively, comparing
to the bulk melting point of 804.5 K (Fig. 4). The eutectic tem-
peratures also decrease as a function of size. The solubility of In
(Sb) in Sb (In) at eutectic temperature increases with decreasing
of the radius.

Recently, there has been a few attempts to grow InSb nanowires
without using foreign seed particles (usually Au particles). It has
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Table 1 Thermo-physical properties used in the calculation of size-dependent In-Sb phase diagram. The temperature unit is K.

Properties Equations Reference
Surface energy σL

In = 0.556−0.9×10−4(T −429.75)
34

(N/m) σS
In = 0.69−1.2×10−4T

35

σL
Sb = 0.367−0.5×10−4(T −903.8)

34

σS
Sb = 0.68−1.0×10−4T

35

σS
InSb{111} = 0.87−1.1×10−4T This work

σS
InSb{110} = 1.18−1.1×10−4T This work

Molar volume V L
In = 1.63×10−5× (1+9.7×10−5× (T −429.75))

34

(m3/mol) V S
In,tetra = 1.5707×10−5

36

V L
Sb = 1.88×10−5× (1+1.3×10−4× (T −903.8))

34

V S
Sb,Rhombo = 1.819×10−5

36

V S
In,Rhombo = 1.7967×10−5 This work

V S
InSb = 2.04782×10−5

37

Table 2 Temperature and composition shifts on the phase diagrams for varying sizes of nanoparticles and nanowires are compared to the bulk
values. The values are taken from nanoparticle and nanowire phase diagrams calculated for InSb{111} and InSb{110} surface energies, respectively
(corresponding to solid lines of Fig. 4).

Melting point of InSb In-rich eutectic Sb-rich eutectic
Radius (nm) T(K) In at.% T(K) In at.% T(K)
Bulk 804.5 99.6 428.1 30.8 771.2

Nanoparticles 80 787.1 99.0 423.3 29.8 752.6
18 735.2 98.2 410.8 33.6 712.5
5 548.0 92.8 349.8 47.8 547.6

Nanowires 80 791.8 99.5 426.7 31.1 759.7
18 757.3 99.2 419.9 33.8 733.6
5 636.7 96.8 386.9 43.0 632.3

been shown that self-seeded InSb nanowires can be grown using
either In7,9,10,44 or Sb seed particles10, by keeping In- and Sb-rich
conditions during the growth, respectively. Pendyala et al.10 dis-
cussed that if the growth conditions operate close to the In-rich
eutectic in the In-Sb phase diagram, In-seeded InSb nanowires
can be grown. Operating close to the Sb-rich eutectic would re-
sult, instead, in growing Sb-seeded InSb nanowires. We believe
that the size-dependent In-Sb phase diagram can be useful in un-
derstanding the growth mechanism of self-seeded InSb nanowires
as well as the thermodynamics of InSb nanoparticles.

The most common nanowire growth mechanism is the Vapor-
Liquid-Solid (VLS) growth.45 In this mechanism, the gas-phase
nanowire materials (usually metal-organic sources) dissolve into
the solid seed particles and form a liquid alloy according to
the phase diagram. Once the particles are supersaturated, solid
nanowires begin to crystallize from the particles. As an exam-
ple of the application of the size-dependent In-Sb phase diagram,
the nucleation process of Sb-seeded InSb nanowires in connec-
tion to the phase diagram is illustrated in Fig. 6. The growth of
InSb nanowires using the Sb particles has been demonstrated by
Pendyala et. al..10 The nucleation from two particles, a large par-
ticle which resembles the bulk and a particle with 10 nm in radius,

are compared in the figure. As the size decreases, the Sb-rich eu-
tectic point decreases while the solubility of In in Sb increases.
This would eventually lead to a delayed nucleation if the tem-
perature is high enough for decomposition of the metal-organic
sources.

As presented here, the size-dependent phase diagrams can be
calculated by adding the surface energy terms to a thermody-
namic databases. However, there are a few considerations that
should be taken into account with this regard. One important
point to consider is that to determine the correction factor, C,
there should be reliable experimental data on the melting point
of pure elements (or stoichiometric compounds) as a function
of size. In the current assessment, there was no experimen-
tal data on the melting point depression of pure Sb nanoparti-
cles/nanowires, therefore one cannot be sure that the reproduced
melting points of Sb are in accordance with measured tempera-
tures. On the other hand, there are a few studies on measur-
ing the melting point depression of pure In.38–40 However, the
measured temperatures can be reproduced with different correc-
tion factors. For instance, the experimental melting points of In
nanoparticles by Coombes38 can be reproduced by C = 1 whereas,
as it was shown in Section 4.1, the measured temperatures by
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Fig. 4 The calculated phase diagram of bulk and of (a) nanoparticles and (b) nanowires for radius = 5, 18 and 80 nm. The solid lines are the
calculated digram with the assumed relevant surface energy for InSb nanoparticles and nanowires, {111} and {110} surface energies, respectively. For
comparison, phase diagrams for nanoparticles with {110} surface energy of InSb and for nanowires with {111} surface energy of InSb are also
calculated and shown with dashed lines.

Zhang et al.40 were reproduced by C = 0.975. We have used the
data by Zhang et al. because the melting points were measured
through direct calorimetry measurements, whereas Coombes38

and Skripov et al.39 have used diffraction techniques for the ex-
periments.

Another point that should be taken into account is the fact that
the calculations are also sensitive to the choice of surface ener-
gies of pure elements and other phases. For example, there are
different expressions for the surface energy of pure components in
liquid phase according to different references34,36,46,47. The cal-
culated surface energy using each expression through the Butler
equation would result in slightly different composition-dependent
surface energies of the liquid alloys. Thus, one should not fully
trust the calculated surface energies of the alloys when there is no
experimental data to compare with. Our intention in the current
work was to use the surface energy expressions of pure In and Sb
in liquid and solid phases from the same reference, hence those
reported in34 and35 were used respectively.

In summary, we have calculated the phase diagram of In-
Sb nanoparticles/nanowire for varying radii using the CALPHAD
method. The surface energy of the solution phases, liquid and
(Sb), were estimated using the Butler equation. The surface en-
ergy of the InSb intermetallic phase was calculated using DFT.
There is a shift in the liquidus and eutectic temperatures towards
lower temperatures for both nanoparticle and nanowire phase di-
agrams, the latter being less prominent. The eutectic solubilities
of In in Sb and Sb in In increase with a decrease in size of the
nanoparticle/nanowire.
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Supplementary Information

A Thermodynamic equations
The Gibbs energy, G, of a bulk system is expressed in terms of independent variables, temperature (T ), pressure (P) and number of
moles (n):

G = G(T,P,ni) (17)

The differential form is:
dG =−SdT +V dP+∑

i
µidni (18)

where S, V and µi are entropy, volume and chemical potential of component i, respectively. At constant P and T , The bulk Gibbs energy
is only a function of composition. However, the Gibbs energy of small systems also includes the surface energy:

dG =−SdT +V dP+∑
i

µidni +σdA (19)

where σ is the surface energy and A is the surface area. Assuming that the small system is a sphere (with isotropic surface energy), the
surface area, A, and the volume V are:

A = 4πr2 (20)

and
V =

4
3

πr3 (21)

The surface and volume change are given by:

dA = 8πrdr (22)

and
dV = 4πr2dr (23)

Combining Eqs. 22 and 23, we have:

dA =
2
r

dV (24)

Assuming that the excess volume is negligible, Eq. 24 becomes:

dA =
2
r ∑Vidni (25)

Inserting Eq. 24 into Eq. 19, we obtain:

dG =−SdT +V dP+∑
i
(µi +

2σVi

r
)dni (26)

Correspondingly, the chemical potential of the spherical nanoparticle is:

µ
nanoparticle
i = (

∂G
∂ni

)T,P,n j = µ
bulk
i +

2σVi

r
(27)

The surface area and the volume of a nanowire can be written as:

A = 2πr2 +2πrl (28)

and
V = πr2l (29)

where r is the radius and l is the length of the nanowire. Assuming that r << l, dA and dV can be approximated by:

dA = 2πldr (30)

dV = 2πrldr (31)

The chemical potential of a nanowire can then be expressed by:

µ
nanowire
i = µ

bulk
i +

σVi

r
(32)
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B DFT calculations
The primitive unit cells of InSb in < 111 > and < 110 > directions are shown in Fig. 7. The corresponding unit cell vectors and fractional
coordinates of atoms are listed in Table 3.

Fig. 7 Primitive unit cells used for construction of {110} and {111} surfaces of InSb.

Table 3 Relaxed unit cell vectors and fractional coordinates of atoms for the primitive unit cells of {111} and {110} cuts of InSb.

{111} {110}
a1 1 0 0 1 0 0
a2 -1/2

√
3

2 0 0 1 0
a3 0 0 1 0 0 1
In 0 0 0 0 0 1
In 1/3 2/3 1/3 1/2 1/2 1/2
In 2/3 1/3 2/3
Sb 0 0 1/4 0 1/2 1/4
Sb 1/3 2/3 0.5833333333 1/2 0 3/4
Sb 2/3 1/3 0.9166666667

Journal Name, [year], [vol.],1–12 | 11

Page 11 of 12 Nanoscale

N
an

os
ca

le
A

cc
ep

te
d

M
an

us
cr

ip
t



C Thermodynamic database

Table 4 The re-optimized Gibbs energy of pure elements and the interaction parameters of the liquid and (Sb) phases for nanoparticles. The units of
the energy, the temperature and the radius are J.mol−1, K and m, respectively. The bulk Gibbs energies of pure elements are taken from the SGTE
database 42 and the interaction parameters of the bulk system are taken from Ref. [ 43].

Phase Gibbs energy, Interaction parameter
(In) ◦Gnano

In,Tetra = Gbulk
In,Tetra +

2.11341×10−5

r − 3.6754575×10−9

r T

(Sb) ◦Gnano
Sb,Rhombo = Gbulk

Sb,Rhombo +
2.47384×10−5

r − 3.638×10−9

r T
◦Gnano

In,Rhombo = Gbulk
In,Rhombo +

2.47939×10−5

r − 4.31198×10−9

r T

L0 =
−2.53839×10−8

r +(15− 1.26289×10−9

r )T
L1 =

−1.02419×10−7

r + 1.33358×10−10

r T
L2 =

−9.18196×10−9

r − 1.71243×10−10

r T

Liquid ◦Gnano
In,Liq = Gbulk

In,Liq +
1.85878×10−5

r − 9.301×10−10

r T − 2.8460×10−13

r T 2

◦Gnano
Sb,Liq = Gbulk

Sb,Liq +
1.3670984×10−5

r + 3.54756×10−10

r T − 2.444×10−13

r T 2

L0 =−25631.2− 5.15057×10−6

r +(102.9324+ 3.94244×10−9

r )T
L1 =−2115.4− 4.50409×10−7

r +(−1.31907+ 1.22668×10−9

r )T
L2 = 2908.9+ 4.74066×10−7

r − 1.66352×10−10

r T

InSb ◦Gnano
InSb,{111} = Gbulk

InSb +
3.56321×10−5

r − 4.5052×10−9

r T
◦Gnano

InSb,{110} = Gbulk
InSb +

4.8329×10−5

r − 4.5052×10−9

r T
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