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the waveguide to avoid reflections. First, the fundamental mode

of the waveguide was found, then the model was solved in three

dimensions. As the rib of the waveguide is 5 nm and the diameter

of the sphere up to 15 µm, the model is large. Thus, the 3D-model

was run on a computer cluster. After finding the field distribution,

the S-parameters were found for the input and output ends of the

waveguide, with the complex value of S21 giving the phase and

transmission. The backscattering into the waveguide is given by

S11. Optical forces were calculated by integrating the Maxwell

stress tensor over the surface of the sphere4.
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Fig. 3 Outline of the simulation model for a 1 µm sphere. a) Refractive

indices of the materials. b) Field-distribution (norm of electrical field).

The input and output faces are shown with white dashed lines, with

PMLs before the input face and after the output face. c)

Field-distribution on the input face with the rim of the sphere shown.

In order to find the phase change, the phase at the output of the

waveguide (given by S21) was first calculated with the refractive

index of the sphere set to 1.33, i.e. that of water. Then the calcu-

lation was repeated with the refractive index set to 1.59, i.e. that

of polystyrene. The phase-change was taken to be the difference

between the two calculated phases. It was thus sufficient to do

the simulations for a single, straight waveguide, rather than for

the two arms of the Young interferometer.

A fine mesh (λ/5 or λ/7) was used in the waveguide core and

close to the surface of the sphere. In parts of the model with little

or no light, a coarse mesh was used in order to limit the amount

of memory required. The model was verified with various mesh

settings and found to give consistent results. The transmission

with a water-sphere was between 98.8 % and 100.2% at the out-

put of the waveguide for all simulated sphere-sizes. The variation

is due to numerical resolution, as a water-sphere in water, with

zero absorption, ideally gives 100% transmission. The simulated

backscattering from a water-sphere was approximately 0.5%. As

the backscattering for a water-sphere in water should be zero,

this corresponds to the numerical noise-level of the simulations.

It was only resonances for large spheres (> 12 µm) that gave a

backscattering larger than this noise-level. We have thus omit-

ted backscattering from the results presented as simulations with

higher precision are necessary to get reliable results.

The refractive indices used were 1.33 for water, 1.59 for

polystyrene, 1.4496 for silica18 and 2.05 for silicon nitride19.

However, other values are also given in the literature for these

materials and for a wavelength of 1070 nm20,21. Simulations are

presented in the Results-section to check the influence of these

material parameters, and in particular of the refractive index of

the sphere.

2.4 Analysis of the interference pattern

As discussed above, the phase difference between the two arms

of the interferometer create a lateral displacement of the inter-

ference pattern at the output. The intensity-distribution of the

interference pattern is given by16:

I = Ienv cos
2(

ϕ

2
+ kxsin(γ)) (1)

where ϕ is the phase difference between the two arms, γ is is the

angle of inclination between the tapered waveguides, x is the lat-

eral position of the fringes and k = nko = 2πn/λo is the wave num-

ber. The envelope function Ienv depends on the taper width and,

in our case of 25 µm wide tapers, limits the number of fringes to

three. An example of three recorded fringes are shown in Fig. 4.

From eq. 1, the position yi of the peak of fringe i is given by:

ϕ

2
+ kxi sin(γ) = iπ, i = 0,±1,±2, ... (2)

By recording the positions xi of the peaks of the fringes, eq.

2 can be solved for the two unknowns ϕ and K = k sin(γ). We

have fitted gaussian functions to the intensity profile of the fringes

and found the peak positions from the fitted functions. This gave

precise and stable detection of the peak-positions and thus of the

phase.
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Fig. 4 Profile of the interference pattern along the x-direction.

3 Results and discussion

In Fig. 5 we have compared the output phase with the relative

transmission (i.e. output power) as microparticles with 10, 12

and 15 µm diameter are trapped on the Young interferometer.

The first particle is trapped at time 275 sec. on the left arm. Then

a second particle is trapped at 400 sec. on the right arm. Finally,

a third particle is trapped on the left arm. Particles were stably

trapped and propelled along the waveguide until they reached
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the PDMS-layer limiting the sensing window. Thus, particles did

not leave the waveguide.

At 375 sec. the input power was slightly increased, creating

a relatively large change in the transmission, while the corre-

sponding change in phase is similar to the noise-level. This clearly

demonstrates that the transmission is highly sensitive to the input

coupling, while the phase is less influenced by this. In general, the

noise relative to the change in signal due to trapping, is higher

for transmission than for phase. Thus, phase change seems to be

better for detection of trapped particles than amplitude-change.

Both transmission and phase show a continuous drift as function

of time, even though the interferometer is symmetric. Mechan-

ical drift due to changes in room-temperature might change the

input-coupling, and thus cause drift in the measured transmis-

sion. The most likely cause for phase-drift is the PDMS-layer that

covers 19 out of the 20 mm total length of the sensing windows

(see Fig. 1). As the input power was relatively high (400 mW),

this PDMS-layer might absorb some light, giving temperature ef-

fects that influence the transmission and the phase. Fabrication

imperfections may cause these effects to be different for the two

arms. Absorption and temperature-effects are less likely when

silica is used as top-cladding.
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Fig. 5 Evidence of particle detection with output phase and relative

transmission. Blue line shows the output phase (left y-axis) and red line

shows relative transmission (right y-axis). The three rectangular boxes

show the instants when particles get trapped, with particles 1 and 3

being trapped on the left arm (phase increases) and particle 2 on the

right arm (phase decreases). The particles were stably trapped and

propelled to the end of the sensing window.

Fig. 6a shows the output phase as a function of time for

four trapping experiments with four different microparticle sizes.

Trapping of a particle is seen to cause a step-like change of phase,

with the sign of the step depending on trapping on the left or

right arm of the interferometer. The step is larger for larger par-

ticles. After the initial step, there is some relatively large phase-

fluctuations for 10 µm and 12 µm particles, that may indicate

that the particle moves in and out of the evanescent field just af-

ter the initial trapping, and then gets firmly trapped. This is more

visible in Fig. 6b, where two 12 µm particles are trapped succes-

sively. In both events, the particle appears to enter the evanescent

field briefly, then re-enter and eventually ending up being stably

trapped (not visible for second particle). The initial trapping de-

pends on the trap stiffness and the microfluidic forces on the par-

ticle. In addition, it is possible that local surface roughness, flow

in the water, direction and speed of approach can give interac-

tions between the particle and the guided mode, causing the ob-

served phase-fluctuations. The process seems to be random, with

no dependency on the size of the particles. Due to the drift in the

measured phase and the unstable phase right after trapping, we

have, for subsequent measurements, defined the phase-change as

the maximum difference in phase within 20 seconds before and

after the phase-step.

When the particle is trapped, the phase-noise is comparable to

the noise without a trapped particle. The measured phase thus

gives some information about the initial dynamics of the trap-

ping process, while the noise level must be reduced to get in-

formation about the subsequent propulsion along the waveguide.

The phase change can be used to count how many particles are

trapped on the waveguide. If many particles are trapped simul-

taneously, the phase changes will accumulate and the noise will

probably increase, giving a maximum number of particles that

can be counted.
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Fig. 6 a) Phase as a function of time for four trapping experiments with

four different microparticle sizes. While the phase-step is positive for 7

µm, 10 µm and 12 µm particles, it is negative for the 15 µm particle.

This is because the three smaller sizes were trapped on the left arm of

the interferometer, while the 15 µm particle was trapped on the right

arm. b) Phase when two particles of size 12 µm are trapped one after

another.

To further explore the dependency of the phase change on par-

ticle size, the phase change was measured in five different mea-

surements for each size, as shown in Fig. 7. All phase changes

have been converted to negative values to give a graph that does

not depend on trapping on left or right arm of the interferometer.
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The phase change decreases with particle size, while the spread

in the measured values increases. The simulated phase change is

also shown in Fig. 7. For small spheres, approximately 7 µm di-

ameter and less, the simulated phase change is a linear function of

diameter. For larger spheres, morphology-dependent resonances

(MDRs) start to appear, becoming very large for 15 µm diameter

spheres. As the MDRs are sharp and closely spaced for the larger

particles, it would require a large amount of simulations to re-

solve all the resonances by calculating the phase-change for very

small changes in the particle diameter. Only three resonances are

fully resolved in Fig. 7, and the graph thus gives upper and lower

limits for the phase-change, rather than all the values.
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Fig. 7 Phase change as function of the particle diameter. Five

measurements are shown for each particle size.
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Fig. 8 Simulated phase change and transmission as function of the

particle diameter. Note that the resonances are not fully resolved and

the inserted lines are thus only guides to the eye. The three rectangular

boxes (a, b, c) indicate parts that are given with full resolution in Fig. 9.

The simulated phase change is shown in Fig. 8 together with

the simulated transmission due to trapping of particles. The

curves for phase and transmission are similar in shape, and it is

necessary to know the noise-level for each of them to determine

if phase or transmission is best to measure the trapping of parti-

cles. For three resonances, for diameters of 7, 10 and 15 µm, the

simulations have been done sufficiently closely to resolve one or

a few resonances, see Fig. 9. For 7 µm, the resonances cause a

sinusoidal-like variation in phase and amplitude, for 10 µm the

resonances are sharper and for 15 µm the typical shape of a res-

onance can be recognized, with a sharp dip in amplitude and its

derivative for phase.

Regarding the particles used experimentally, they have a small

size-variation as indicated at the bottom of Fig. 9. For the smaller

particles, the variation is smaller than the spacing between the

MDRs. For 15 µm spheres, the variation is larger in absolute

terms and the resonance peaks are sharper, and it is thus possible

that some of the five particles have a diameter giving resonance

while others are off resonance. This may explain the larger varia-

tion in the measured phase change for the larger particles.
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Fig. 9 Simulated phase change and transmission for trapping of

particles exhibiting resonances (MDRs). Resonances are weak for a) 7

µm diameter, sharper for b) 10 µm and the typical shape of a resonance

with high Q-value is shown for c) 15 µm diameter. The variation in the

diameter of the particles used experimentally is indicated by horizontal

error-bars at the bottom of the plots (arbitrary vertical position).

There is a rather large discrepancy between the measured and

the simulated phase change in Fig. 7. For particles with 7 µm

diameter, the resonances have limited influence on the phase-

change, as shown in Fig. 9a. We have thus chosen to explore the

discrepancy between measurements and simulations further for 7

µm particles. As pointed out in the Simulation-section, the refrac-

tive index of the materials is not precisely determined. Changing

the refractive index of the waveguide core from 2.05 to 1.9827,

changed the simulated phase change from -0.28 to -0.29 rad. Fur-

thermore, setting the refractive index of silica to 1.4702 instead

of 1.4496, gave a phase change of -0.26. These changes are thus

small compared to the difference between simulation and mea-

surement. Fig. 10 shows the dependency on the refractive index

of the sphere, ns. According to Mie-theory, the resonance condi-

tion for the sphere depend on the size-parameter ksr = 2πnsr/λ0,

with r the radius of the sphere22. For large values of ns, reso-

nances thus start to appear even for a 7 µm particle, similar to the

resonances for diameter in Fig. 9. However, for values of ns close

to 1.59, the dependency is approximately linear. To conclude,
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variations in diameter or refractive index is thus insufficient to

explain the discrepancy between measurements and simulations

for 7 µm particles.
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Fig. 10 Simulated phase change and transmission as function of

refractive index ns of the sphere.

The phase change depends on the position of the sphere rela-

tive to the centre of the waveguide and on the gap between the

top of the waveguide and the bottom of the sphere, as shown in

Fig. 11. The influence on the transmission is also shown. The

simulated dependencies for phase change and transmission have

the same shape, which resembles the mode profile of the waveg-

uide. The measured phase change for a 7 µm particle was -0.13

rad. For the simulations to give the same value, the sphere must

be displaced 1.4 µm sideways (displacement in x, Fig. 11a) or

there must be a gap of 85 nm between the waveguide and the

sphere (displacement in y, Fig. 11b). As the waveguide is 2 µm

wide, a lateral displacement of 1.4 µm is highly unlikely, as this

implies that the particle would be trapped and propelled forward

with the centre of the particle completely off the waveguide. The

evanescent field of the waveguide stretches some 200 nm into the

water, giving a strong downward force Fy that pulls the particle

down towards the waveguide surface, as shown in Fig. 12. As

the density of the polystyrene is close to that of water, gravitation

will be balanced by buoyancy. As the particle is propelled for-

ward, hydrodynamic forces will push the particle upwards from

the surface. In addition, there are electrostatic forces between the

surface and the sphere, in part due to the silanisation of the sur-

face to get good adherence for PDMS. It is thus likely that there

will be a gap between the waveguide surface and the bottom of

the particle. However, further study is necessary to determine if

the measured phase change is due to this gap.

Finally, we have simulated the vertical force Fy and the hori-

zontal force Fz on the particle, as function of particle diameter,

see Fig. 12. The forces are similar in shape to the phase-change

and transmission in Fig. 8. Again, only three resonances are fully

resolved. For the sharp resonance of a 15 µm sphere, both Fy and

Fz have maxima, which, as Fy is negative and Fz is positive, in-

dicates a small downward force and a large forward propulsion

force. This is consistent with the predictions of analytical Mie-

theory23. A positive Fy was predicted in23, but does not appear

in Fig. 12, probably because the coupling between the waveguide

and the sphere was approximated in the analytical theory.
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Fig. 11 Simulated change in phase and transmission for displacement

in a) x and b) y of the particle relative to the centre of the waveguide

surface. For displacement in y, the graph has an exponential shape as

given by the decay of the evanescent field. Laterally, in x, the graph has

a gaussian shape, with a width given by the half-width of the waveguide

(1 µm).

4 Conclusion

The phase-change due to trapping of microparticles has been

measured and compared with simulations. The measured phase-

change depends on the size of the particle, but for large particles,

the phase change varies considerably for particles with the same

diameter. According to the simulations, the (negative) phase

change decreases with diameter up to approximately 7 µm di-

ameter. For larger diameters, morphology-dependent resonances

(MDRs) start to appear and become dominant for 15 µm diame-

ter. Experimentally, variations in the diameter of nominally iden-

tical spheres can give resonance for some spheres and not for

others, thus explaining the large variation in the measured phase-

change for the large spheres.

For 7 µm particles, there is a rather large discrepancy between

the measured phase change of -0.13 rad and the simulated value

of -0.28 rad. We have looked into several factors that can influ-

ence the phase change. The refractive indices of the waveguide

materials have a limited influence, while the phase change is ap-

proximately proportional to the refractive index of the particle

up to a value giving MDRs. The phase change is influenced by

the location of the sphere relative to the centre of the waveguide.

Laterally, a displacement of 1.4 µm would be necessary to explain

the discrepancy between measured and simulated phase-change,

which is not realistic as the waveguide has a half-width of 1 µm.
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Fig. 12 Simulated forces as function of diameter of the sphere. The line

is a guide to the eye, as the resonances are not resolved.

Vertically, a gap of 85 nm would be sufficient. This is also a rather

large value, but there will be a balance between optical, elec-

trostatic and hydrodynamic forces as the particle moves forward,

giving a gap between the waveguide and the particle. To further

investigate the phase change, it would be interesting to do hydro-

dynamic simulations, measure the velocity and do 3D-tracking of

the particle during trapping. For 3D-tracking, off-focus imaging

can be used24, but it requires fluorescent particles and a high-

magnification objective, e.g. 50x. The field-of-view would thus

be reduced, making it necessary to use a shorter sensing window

as it is necessary to see all trapped particles.

Trapping and propulsion of particles on the surface of a waveg-

uide can be combined with functions for sorting and detection

of particles, to become a lab-on-chip for nano- and microparti-

cles. Measurement of phase change can be one of the building

blocks in such a system. The sensing region can be as small as

the particle size. It requires an interferometer, while detection of

transmission can be done on any waveguide. However, we found

that the noise is smaller for phase change than for transmission.

A Young interferometer was used in this work, which makes it

easy to split changes in phase from changes in amplitude, and it

is convenient to use in a lab-setting. For a lab-on-chip, a Mach-

Zehnder interferometer is probably preferable, as it requires only

one or two detectors, as opposed to a camera or an array-detector

for the Young interferometer.
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The phase change caused by microparticles trapped on a waveguide is simulated and measured using a 
Young interferometer.  
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