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Abstract 

The overwhelming effort in the development of new microscopy methods has been focused on increasing 

the spatial and temporal resolution in all three dimensions to enable the measurement of the molecular 

scale phenomena at the heart of biological processes. However, there exists a significant speed barrier to 

existing 3D imaging methods which is associated with the overhead required to image large volumes. This 

overhead can be overcome to provide nearly unlimited temporal precision by simply focusing on a single 

molecule or particle via real-time 3D single-particle tracking and the newly developed 3D Multi-

resolution Microscopy (3D-MM). Here, we investigate the optical and mechanical limits of real-time 3D 

single-particle tracking in the context of other methods. In particular, we investigate the use of an optical 

cantilever for position sensitive detection, finding that this method yields system magnifications of over 

3000x. We also investigate the ideal PID control parameters and their effect on the power spectrum of 

simulated trajectories. Taken together, these data suggest that the speed limit in real-time 3D single 

particle-tracking is a result of slow piezoelectric stage response as opposed to optical sensitivity or PID 

control. 

 

Introduction 

Imaging is an attempt to capture a static snapshot of the contents of a scene. When a scene is 

dynamically changing, several snapshots, or frames, are taken in rapid succession to capture the progression of 

a temporally evolving event. At the macroscale, our ability to capture dynamic events is limited in the spatial 

domain primarily by the size and number of pixels in our detector, while the temporal resolution is dictated by 

how frequently frames can be read out. With the development of high resolution and high speed cameras, nearly 

any macroscopic event can be captured, from the rupturing of a balloon to the exploding of a bullet from the 

barrel of a gun. 

Imaging in live cell microscopy is aimed at capturing the state and dynamics of cellular behavior. At the 

heart of these cellular scale events are molecules, such as proteins, small molecule co-factors and nucleic acids, 

whose dynamics and interactions lead to all cellular and organism level function. At these microscales, we 

encounter many of the same obstacles as macroscale imaging, with a couple of added challenges. First, spatial 

resolution ceases to be limited by the pixel density of our detector, but rather by the diffractive nature of light, 

which limits the resolvability of objects to about half the wavelength light used, meaning that structures below ~ 

200 nm cannot be resolved with light from the visible spectrum
1
 and that we cannot rely on simple scattering or 

reflection of light to follow a specific molecule, but need specific labeling strategies so that only the molecule 

of interest yields a signal while others do not. As a result, live cell imaging has relied heavily on fluorescence 

labeling to follow specific molecular details, despite existing in a sea of other unlabeled molecules. Live cell 

microscopy also suffers from limited temporal resolution. The reliance on fluorescence, where a single 

molecule may only yield a few thousand photons per second, has led to longer integration times and slower 

“frame rates”. At the same time, narrow depth of field has commonly been overcome by stacking several 
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images together at different focal planes, further reducing the temporal resolution. The combined lack of spatial, 

temporal and 3D resolution has long hampered our ability to observe molecular phenomena on their native 

length scale (down to <1 nm) and on a time scale relevant to molecular dynamics (sub-millisecond), while 

simultaneously placing these interactions and dynamics in their macromolecular biological context. The 

traditional methods of observing molecular biology in context have been optical imaging methods, starting with 

the most predominantly used and commercially available method: confocal microscopy.  

 

Scanning Methods 

Confocal fluorescence microscopy, as originally implemented,
2-4

 Current laser scanning microscopes 

(LSMs) implement resonant galvanic scanners, which can easily achieve video rate scans of a single optical 

section.
5
 However, imaging in LSMs is still fundamentally limited by the amount of time the scanner spends on 

a particular pixel (the pixel dwell time). As the scan rate increases, the pixel dwell time drops. For example, 

when sampling a 512x512 image at 1 Hz, the pixel dwell time is about 4 µsec, assuming zero time for mirror 

flyback. To achieve video rate (30 Hz), the dwell time becomes 133 nsec, drastically reducing the signal to 

noise in each pixel. Today, LSMs based on resonant scanners can achieve modest signal-to-noise 3D volumes 

on the order of 0.1 volumes-per-second (VPS).
6
 To overcome these short pixel dwell times, a parallelized 

approach was needed. Confocal microscopes have been further improved by the implementation of Nipkow 

spinning disks.
7
 These high speed confocal units have really pushed the limits of confocal microscopy, allowing 

rendering of 3D volumes at up to 1 VPS,
8
 with near confocal performance.

9
 While the spinning disk method 

allows faster imaging, it is a difficult method to implement, as the pinhole array is constructed for a particular 

objective (typically 100x, NA=1.4), making switching to larger length scales difficult. Moreover, these time 

scales (≥1 second) are far too slow to monitor chemical dynamics at the cellular or subcellular level. 

Due to the optical diffraction limit, the smallest resolvable features visible to confocal microscopes are 

on the order of 200 nm in the lateral dimensions and 600 nm in the axial dimensions.
1
 Early attempts to increase 

the spatial resolution of these microscopes included the addition of an additional detection/excitation objective 

to increase the solid angle covered by the microscope and to effectively reduce the point-spread function (PSF) 

of the system. This "4Pi" microscopy
10

 increased the axial resolution of a confocal microscope down to ~100 

nm.
11

 Other methods have sought to bypass the diffraction limit entirely. Nonlinear methods, such as stimulated 

emission depletion microscopy (STED)
12

 and reversible saturable optical fluorescence transitions (RESOLFT)
13

 

use shaped excitation pulses to effectively turn off fluorescence emission in a certain area. By carefully shaping 

the laser pulse to define a spherical area with a node of zero intensity at the focal spot, the focal spot size can be 

effectively reduced in size due to the depletion of surrounding emission.  In RESOLFT, photoswitchable probes 

are set to their dark state everywhere except in a small dub-diffraction region around the focus. In STED, the 

depletion pulse promotes stimulated emission to the point that the excited state lifetime is zero and there is a 

very low chance of spontaneous emission. Both of these approaches have been extremely successful in 

surpassing the diffraction limit, with STED reaching isotropic focal spots with resolution down to 30 nm, 

enabling imaging mitochondrial cristae in live cells.
14

  

While all of these point-scanning methods have made huge leaps in the ability to resolve biological 

features approaching the molecular scale, they carry certain limitations when it comes to placing these 

phenomena in the context of larger scale biological processes, such as in multicellular organisms. For point 

scanning methods observing large scales necessarily means trading off for slower observation times, especially 

when the super-resolution voxels necessitate extremely small step sizes. For instance, high speed STED 

imaging has been achieved with frame rates up to 28 Hz, but only for very small imaging areas (2.5 µm x 1.8 

µm).
15

 This video rate temporal resolution is quickly lost when the observation area needs to be expanded. This 
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has been begun to be addressed by using massively parallelized STED,
16

 though this method still requires a few 

hundred camera frames per image, which precludes it from being used for high-speed 3D imaging. Similar 

improvements have been made in RESOLFT, achieving a super-resolved image of a 120 µm x 100 µm field of 

view in less than 1 second.
17

 Of course, these imaging rates will be greatly decreased as these methods are 

scaled to 3 dimensions. 

Super-resolution localization methods 

Other methods have relied on localization of single fluorophores. Despite the limitations of optical 

microscopes, the location of single fluorophores can be known with great precision. The image of a 

fluorophore, which is effectively a point source, is a Gaussian profile which is determined by the PSF of the 

objective lens. The spread of the profile is determined by the diffraction limit, but the precision with which the 

center of the distribution can be measured is determined by the number measurements that are made on the 

molecule of interest. Given enough photons and perfect instrumentation, the location of a single molecule can 

be known down to nanometer resolution.
18,19

 The difficulty with applying this method to real biological systems 

is the difficulty in locating a single molecule among many. Several methods have aimed at solving this problem 

using blinking or photoswitchable probes. Sparse sets of these fluorohores are imaged in a sample repeatedly 

until the full image is reconstructed. These methods (stochastic optical reconstruction microscopy, STORM
20

; 

fluorescence photoactivated localization microscopy, PALM
21

 and fPALM
22

) have shown the ability to resolve 

phenomena down to the 10s of nm scale 

While these methods were initially implemented for investigating phenomena in two dimensions, they 

have been extended to three dimensions via a variety of different methods. One method is the so-called 

astigmatic imaging, which uses a cylindrical lens to deliberately skew the PSF such that the image of a single 

molecule changes as a function of defocus (STORM, 20-30 nm lateral, 60 nm axial).
23,24

 Other methods have 

relied on the simultaneous imaging of two focal planes (biplane imaging, BP-PALM, 30 nm lateral, 75 nm 

axial)
25

 or interferometry (iPALM, 20 nm lateral, 10 nm axial).
26

 Perhaps the most successful approach 

implemented thus far is the double helix PSF (DH-PSF, 10 nm lateral, 10 nm axial),
27

 which uses a spatial light 

modulator or phase mask to encode 3D information into the PSF of a single emitter. Unfortunately, all of these 

efforts to extend these single molecule approaches to three dimensions suffer from limited range. While the 

astigmatism, biplane and double helix PSF methods have proven to be great methods for gathering high 

resolution axial localization data without requiring scanning optical slices, they come with the drawback that 

they only maintain their precision over 1-2 microns at the most,
28

 severely limiting extension to larger 

structures. Further work on the SLM or phase mask approach has extended this range to the 5-6 micron range.
29

 

However, as these PSFs become more complex, the molecules in each frame will need to be separated by 

greater and greater distances for individual spots to be identified. On the temporal side, these approaches require 

the observation of many switching events to isolate individual fluorophores, which initially limited their 

temporal resolution to 10s or more per image. Recent advances, however, have shown improved temporal 

sampling, down to 1-2 seconds per image.
30,31

 Ultimately, the advent of faster imaging sCMOS based cameras 

will improve this limited temporal sampling, which has already shown the potential to achieve 32 frames per 

second.
32

 

Rapid volumetric imaging 

Several methods have aimed to solve the problem of imaging large 3D volumes with high temporal 

resolution. One of these methods is selective plane illumination microscopy (SPIM).
33

 This method uses an 

excitation beam that is spread out by a cylindrical lens and delivered to the sample perpendicular to the 

collection objective, creating a plane of illumination which allows for optical sectioning. Fast imaging of 
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volumes of 400 x 400 x 200 um of neuronal action potentials every 6 seconds have been achieved.
34

 The axial 

resolution of this method is unfortunately limited by the spread of the excitation beam, on the order of 5 

microns. This method has been improved by rapidly scanning a laser beam to create an illumination plane, 

allowing for more intense illumination and faster acquisition times, acquiring volumes of 1000 x 1000 x 600 um 

in 60 – 90 seconds with 300 nm lateral and 1000 nm axial resolution.
35,36

 More recently, Hillman and colleagues 

have taken a different approach, using a rotating polygonal mirror to scan a volume at high speed, showing the 

ability to achieve 3D imaging in at up to 10 volumes per second.
37

 However, these methods are still “cellular” 

scale, which may have great promise in studying organism level behavior, will struggle to study the behavior of 

molecules. 

Probably the most impressive rapid volumetric imaging achieved to date has been the so-called “Bessel-

beam” approach. This approach overcomes the limited axial resolution of the SPIM approach by using a narrow 

excitation beam created using an annular transmission mask and a low magnification objective lens which is 

perpendicular to the observation objective. This narrow excitation beam is then scanned through the sample to 

generate a 3D image. The implementation of this Bessel beam with two-photon excitation enables axial 

resolution down to 500 nm.
6
 Impressively, entire cellular processes can be observed at rates approaching 1 

volume per second.
38

  

Possibly the most well established super-resolution method which aims to combine the benefits of super-

resolution with larger scale observations is the structured illumination microscope (SIM).
39

 By implementing 

excitation fields with frequencies near the spatial frequencies of the sample, a lower beat frequency, observable 

by a traditional microscope objective, can be created. This method has shown the ability to improve the lateral 

resolution down to ~110 nm and axial resolution down to ~350 nm.
40,41

 3D-SIM has been improved to achieve 

0.25 VPS in single color and 0.11 VPS in two color imaging. These speeds have been far surpassed by a 

completely analog version, wherein the need to collect 10-100 digital images per optical sections is eliminated, 

allowing 100 Hz imaging in two dimensions.
42

 

Despite efforts to push for higher temporal and spatial resolution in microscopy, there is still a huge 

range of length and time scales that go unobserved. Figure 1 shows a representative resolution/scale plot for the 

temporal and spatial capabilities of several of the methods above. The plot shows the resolution of each method, 

both spatial and temporal as well as the spatial “scale”, or the spatial extent over which imaging is possible. For 

each method, the best spatial and temporal resolution for 3D measurements was chosen, with spatial resolution 

taken from the worst of lateral or axial resolution. The spatial scale was selected given the results for the highest 

frame rates achieved for each method. Here, we have omitted characterization of the temporal scale, as this is 

difficult to compare without comparing all methods at similar conditions to account for photobleaching, 

toxicity, etc. In the upper right corner of the plot, we find the traditional point scanning methods. Moving to the 

left (towards greater spatial resolution) we find the “super-resolution” methods. For instance, the single 

molecule methods such as DH-PSF and iPALM show remarkable spatial resolution, as illustrated by their 

circles on the left hand side of the plot. In the lower right hand side, we have the rapid volumetric imaging 

methods, which have achieved some improvement in their temporal resolution, but still have relatively limited 

spatial resolution.  

When plotting the data in this way there is a noticeable lack of methods which approach the native 

spatial and temporal scales of molecular interactions (nanometer and microsecond respectively). Upon 

inspection, the reason for this lack is obvious: imaging an entire scene carries far too much observational 

overhead to allow for the capturing of the sub-millisecond dynamics of a single molecule. This can be thought 

of as the inverse of the scaling problem observed in LSM or other point scanning methods. When increasing the 
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spatial scale of our observation, by necessity, the temporal resolution will suffer from the increased data 

overhead at a given spatial resolution. Given this reasoning, it is easy to imagine that unlimited temporal 

sampling can be achieved in the limit of extremely small spatial scale and short exposure time. Effectively, if 

we want to understand the dynamics of a molecule with the highest possible precision, we should focus solely 

on that molecule.  

To address this shortcoming, we developed a new hybrid implementation where the high spatial and 

temporal resolution real-time 3D single-particle tracking
43-46

 is combined with the large-scale contextual 

information of a conventional two-photon scanning fluorescence microscope. This method, called 3D Multi-

resolution Microscopy (3D-MM) is a breakthrough in correlating fast subcellular dynamics in a larger cellular 

context.
47

 3D-MM is implemented through the spectral separation and data synchronization of two imaging 

modalities: a real-time 3D single-particle tracking module and a two-photon LSM. The real-time 3D single 

particle-tracking module locks quickly moving particles in the focus of the objective via a piezoelectric stage 

and an optical feedback loop running at 100 kHz. The repeated centroid measurement of the particle at high rate 

results in spatial resolution down to 10-20 nm, placing it on the left hand side of Fig. 1. Further, the high 

sampling rate imparts time resolution of 10 µs, a vast improvement over other methods. The reason for this 

improved temporal resolution is straightforward. Focusing solely on a single probe in the focal volume of the 

objective and disregarding contextual resolution leads to an extremely narrow spatial scale. The spatial scale is 

essentially equal to the spatial resolution. As a result, real-time 3D single particle tracking is able to best super-

resolution methods in terms of combined spatial and temporal resolution, but is incapable of placing these high 

resolution measurements in a larger scale biological context. In simpler terms, the highest possible 

spatiotemporal precision can be achieved by discarding all observational overhead, with no measurement of the 

areas around the particle. Combining this real-time measurement of a single probe with large scale context 

provided by the two-photon LSM yielded the first fully resolved, real-time 3D data of an extracellular 

nanoparticle approaching and landing on the cell surface. The power of the 3D-MM to address multiple 

spatiotemporal scales is demonstrated in Figure 3. Fluorescently labeled 100 nm nanoparticles labeled with the 

TAT peptide
48

 were prepared as described in Ref. 47 and allowed to bind to the surface of fluorescent protein 

labeled NIH-3T3 cells. The 3D-MM technique allows simultaneous observation of the larger cellular 

environment via the two-photon LSM (Fig. 3a,b) while recording the real-time 3D position of the nanoparticle 

at 100 kHz. By tracing the particle’s position, the isotropic precision ( <15 nm in XYZ) carves out 3D sub-

diffraction structures such as hemispherical and cylindrical membrane protrusions which are unresolvable by 

conventional imaging methods (Fig. 3c,d). Data like these could be revolutionary to the fields of virology and 

drug delivery. 

3D-MM is a powerful technique which is able to bridge multiple spatiotemporal scales in a single 

method, which is a necessity in the evaluation of molecular dynamics in biological systems. Critical to the 

application of the 3D-MM technique is the capacity to follow single particles in real-time in three dimensions 

with high precision. The ability to follow diffusive particles is dependent on two factors. First, there must be an 

optical readout of the particle’s position which is sensitive to very small changes. Second, there needs to be a 

sufficiently fast response mechanism to keep the particle in the focus of the objective. By keeping the particle in 

the small focal volume, we can use single point detectors and achieve near unlimited temporal resolution, as 

shown in Fig. 2.  

Optical Response 

While the optical feedback differs with each implementation,
43-47,49-51

 each real-time 3D single-particle 

tracking method relies on getting position sensitive detection of the particle to be tracked with high temporal 
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resolution. The simplest way one can think of doing this is to magnify the image of the particle onto a position 

sensitive detector. The largest challenge here is achieving large enough magnification such that the detector is 

sensitive to nanometer scale displacements of the particle in real-time. For a typical high magnification system 

(e.g. 100x), a 1 nm displacement of a particle will only result in a 100 nm displacement of the particle image 

given a standard tube lens configuration. If this signal is split onto different detectors, there may not be 

sufficient signal to noise to detect this difference. To achieve higher magnification, the most straightforward 

approach is the use a lens pair after the microscope tube lens in order to increase the total system magnification. 

For example, a combination of a 75 mm and a 750 mm lens pair following the tube lens would result in a 

further 10x magnification, bringing the total system magnification to 1000x. However, this results in a detection 

mechanism which would change greatly with defocus of the target particle. As the goal is 3D particle tracking, 

we do not want our ability to track in X or Y to be affected by the ability to track in Z. The elegant solution to 

this problem is the optical cantilever.
45,46

 

The optical cantilever delivers nanometer resolution to real-time 3D single-particle tracking by optically 

converting nanometer linear displacements of the target into angular variations, which at large distances become 

discernable shifts in the projected images. The mechanism behind the optical cantilever is similar to that of the 

lens pair magnification suggested above, without the final long focal length lens (above: 750 mm). Instead of 

focusing the particle’s image onto the position sensitive detector, the infinity space projection of the particle’s 

image is split, in this case using a prism mirror, onto two different detectors. The principle is shown in the 

cartoon inset of Figure 4. As the particle is displaced in the object plane by a distance ∆, the angle with which 

the light exits the objective back aperture is deflected by an angle θ, given by the relation: 

( )tan
tube

obj cantilever

f

f f
θ

   ∆
= ⋅       

    (1) 

Where fobj, ftube and fcantilever are the focal lengths of the object lens, tube lens and optical cantilever lens, 

respectively. The offset, d, of the infinity space output of the optical cantilever is then given by: 

( )tan
d

L
θ =       (2) 

Where L is the length of the optical cantilever, which is the distance between the cantilever lens and the prism 

mirror. Substituting for tan(θ) yields: 

tube

obj cantilever

f
d L

f f

   ∆
= ⋅ ⋅       

    (3)  

The ratio of L to fcantilever can be thought of as an effective magnification in addition to the magnification from 

the ratio of the tube lens to the objective lens focal lens. The offset of the infinity space beam at the prism 

mirror is linearly proportional to the length of the optical cantilever, meaning to increase the optical resolution 

of the tracking system, one only needs to increase the distance between the optical cantilever lens and the 

position sensitive detector. As an illustrative example, the recent implementation of 3D-MM used a 100X Zeiss 

Plan Apo (NA =1.4, fobj = 1.65 mm), a 200 mm tube lens and a 75 mm optical cantilever lens to track 100 nm 

fluorescent nanoparticles.
47

 For a particle displacement of 1 nm, the simple magnification of the objective and 

tubes lens (Mag ≈  121x) results in a image offset of 121 nm. However, given an optical cantilever length of 2 

meters, this 1 nm displacement becomes a 3.2 µm image offset, yielding an effective magnification of 3200x. 

 The effect of the optical cantilever on the simulated optical response of the position sensitive detectors is 

shown in Figure 4. To model the optical system response, a point source of 500 nm wavelength light (FWHM ≈ 
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268 nm) is imaged onto the prism mirror via the optical cantilever. The point source is imaged onto the 

intermediate image plane via the tube lens, which is then projected into infinity space by the optical cantilever 

lens. It should be noted that the optical cantilever lens serves two purposes here. First, as described above, it 

magnifies the angular displacement of the parallel bundle of rays exiting the microscope. Second, and almost as 

significantly, the optical cantilever lens serves to shrink the bundle of rays. This means that for a given 

displacement at the prism mirror, the optical response will be even greater due to the smaller size of the infinity 

space Gaussian beam, which in this case has FWHM ≈ 1 mm if divergence is neglected. The process variable 

(PV) that is used for real-time tracking can be calculated by splitting this infinity space beam onto two perfectly 

integrating detectors as a function of particle displacement in the object plane. Figure 4 shows the resulting 

calculation of this error function for a range of different optical cantilever lengths, ranging from 100 mm to 100 

m. While cantilever lengths of 10 m or greater are experimentally untenable, they serve as a guide to the 

ultimate limit of this approach. At short cantilever lengths (100 mm), the optical error function is almost 

perfectly linear over at least 2 µm in the object space, but the position readout is shallow, with a slope of ~ 3·10
-

4 
nm

-1
. In the other extreme, an optical cantilever of 100 m would yield a control slope of ~ 0.2 nm

-1
, but would 

only be linear over a distance of about 8 nm. In practice, it is found that an optical cantilever length of about 2 

m gives the best results for real-time 3D single-particle tracking. Under this model, this distance should yield a 

control slope of 4.3·10
-3

 nm
-1

 over a range of at about half a micron. 

 Despite the simplicity of the model used above to predict the optical response as a function of optical 

cantilever length, it agrees quite well with experimentally measured values. To compare the predicted control to 

the real system, 110 nm fluorescent beads (Tetraspeck, Life Technologies) were scanned by a piezoelectric 

stage (MadCity Labs Nano-LPQ). The beads were excited with a 642 nm diode laser (Coherent Cube) operating 

at ~ 5 µW in the focus of a 100x Zeiss Plan Apo objective. Fluorescence was collected through the same 

objective and focused by a 200 mm achromatic doublet tube lens (Thorlabs) onto the intermediate image plane. 

The intermediate image was projected at infinity by a 75 mm achromatic doublet. After a distance of ~ 2 m, the 

collimated output from the 75 mm cantilever lens was split by a prism mirror. The resulting split images were 

focused by 45 mm achromats (Thorlabs) onto two single photon counting APDs (Excelitas SPCM-AQRH-13). 

The particle was scanned in 100 nm steps and fluorescence was collected by both APDs for a period of 10 ms. 

The process variable (PV)  is calculated as the difference of the intensity of the two detectors divided by their 

sum: 

1 2

1 2

I I
PV

I I

−
=

+
      (4) 

The result of the particle scan is shown in Figure 5 (green circles), along with the predicted control for a 2 m 

optical cantilever (red line). The two curves show remarkably good agreement near the focus, with nearly 

identical control slopes. The main differences between the two curves likely arise from the difference between 

the actual experimental setup and the simplified calculation. First of all, the experiment relies on real detectors 

with small (~ 180 µm) active areas. As a result, the detector may not collect all the photons as the particle 

displaces further and further from the prism mirror center. This, along with the presence of non-zero 

background (dark counts and background scattering), preclude the experimental process variable from reaching 

±1 at the extremes of particle displacement. Secondly, the calculated slope seems to slightly outperform the 

experimental realization. This is likely due to not accounting for beam divergence over the length of the optical 

cantilever. Even in the case of small divergence, the infinity beam will become wider at the prism mirror than in 

the divergence-free case, resulting in a slightly reduced control slope. 
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 In addition to lateral position sensing, change in the axial position of the particle must also be measured 

in real-time with high precision. This can be achieved by imaging the particle onto an offset confocal pinhole 

with a short focal length lens (here f = 2.9 mm). As in typical confocal microscopy, objects which lie above or 

below the optical section defined by the pinhole will yield a lower signal. Displacing the confocal pinhole away 

from the focus of the tracked particle allows a nearly linear index into the particle’s position. Figure 6 shows the 

predicted optical tracking response for 5, 10 and 15 micron pinholes at various displacements from the 

objective’s focal volume. For all three pinholes tested, there is a flat response at small displacements (< 0.5 µm 

in the object space), followed by a rapid drop in the Z process variable, which is the Z-detector readout (Iz) after 

normalization to the XY detectors discussed above for the optical cantilever (Ix + Iy). While the 5 µm pinhole 

yields the sharpest control slope, it also restricts light collection to the highest degree. The 15 µm pinhole has 

higher throughput, but shallower control. The 10 µm pinhole shows a good intermediate response. For 

comparison, the simulated 10 µm pinhole response is compared to an experimentally measured scan of a 

fluorescent particle as described above. In this case, the particle is scanned through the objective’s focal volume 

in the Z-direction. 

Feedback Control 

 The optical response is only one factor which governs the performance of real-time 3D single particle 

tracking microscopies. Detecting deviations in the particle’s position at high speeds are only half the battle. The 

other half of the challenge is active feedback control to maintain the particle in the focal volume of the 

objective, which is what ultimately allows extremely high sampling rates (as allowed due to the small spatial 

scale, see Fig. 2). Generally, this feedback control is applied using optical position sensitive detection, 

proportional-integral-derivative (PID) control
52

 and high-speed, 3D piezoelectric stages. The process variable 

from the optical readout is converted to an analog voltage as dictated by the PID control parameters and fed to 

the stage to move the sample and maintain the tracked particle in the focal volume of the objective lens.  

 Both the PID control parameters and the response speed and accuracy of the piezoelectric stage 

contribute to the ultimate limits of real-time 3D single-particle tracking. In general PID control, the control 

applied to maintain a certain setpoint in a system is governed by the following equation: 

( )1
0

i

i P i I n D i i

n

C K err K err K PV PV −
=

= ⋅ + ⋅ + ⋅ −∑  (5) 

where Ci is the control signal to be applied, KP, KI and KD are the proportional, integral and derivative control 

weights. KP operates purely on the current state of the system, KI operates on the integrated state of the system 

over time and KD operates on the recent change of the system. The system error, err, is defined as follows: 

i ierr SP PV= −      (6) 

SP is the setpoint that is the maintained by the control loop and PV is the current state of the system. In the case 

of the optical cantilever detection described above, the goal is to keep the particle’s image centered with respect 

to the prism mirror. This occurs when both detectors have the same reading and the error function will have a 

value of zero (as in Figs. 4 and 5). This means that to maintain the particle in the center of the focus of the 

objective lens, SP is set to 0. As the particle is displaced away from the center, the PV will take on a nonzero 

value which will be used as the input for PID control.  

While there are a number of approximate methods for predicting the values of the control weights, they 

are routinely optimized based on the response of the system to the control. In this case, the control weights are 

chosen based on which yield the longest trajectories on the most quickly diffusing particles. Here, we develop a 
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simple methodology for predicting the values of the control weights and show the results for one dimension. 

First, 1D trajectories of 60 nm diffusing particles are generated with 10 µsec step sizes. Then, a simulated 

control algorithm is applied which uses the empirically measured optical response function for the 2 m optical 

cantilever detection described above. The output of the simulated control is run through a 500 Hz low pass 

filter, which simulates the behavior of the piezoelectric stage. This low-pass filter is a good approximation for 

the piezoelectric stage for two reasons. First, the fastest piezoelectric stages have small step response times on 

the order a few milliseconds. Second, these stages typically have resonant frequencies on the order of 1 kHz 

when unloaded and down to 500 Hz when loaded. Near these frequencies, the stage position oscillates for even 

low amplitude signals. To avoid this, control signals are either designed specifically to avoid high frequencies, 

or a low-pass filter is deliberately inserted into the system to block them. 

This simulated tracking system was then used to pinpoint the values of the best control parameters. 

Different values of KP and KI were applied to 10 trajectories lasting 1 ms each (100 data points). The integrated 

squared error between the simulated stage and particle positions was integrated over all ten trajectories and used 

as an evaluation of the tested parameters. Figure 7 shows the result of testing trajectories for 50 logarithmically 

spaced values of KP and KI from 10
-10 

to 10
-2

, with KD being held at zero. As can be clearly seen from the plot, 

high values of both KP and KI lead to tracking instability. Interestingly, the empirically found best parameters 

(shown as the red spot on the plot in Fig. 7) can be seen as a local minimum of the control surface. Within this 

local minimum, there is relatively little effect of value of KP of KI on the tracking error. It is also apparent that 

these empirically derived values lie significantly far from the optimal control parameters, which appear as a 

“ravine” in the control space (as indicated by the green arrow in Figure 7). These values produce simulated 

tracking errors which are 10
2
 smaller than in the case of the empirical parameters, which could lead to the 

tracking of much smaller and faster molecules. 

To further investigate the behavior of the simulated tracking system under these different control 

conditions, Figure 8a shows a simulated trajectory for the empirically determined parameters (top) and the ideal 

parameters (bottom). The empirically determined parameters issue stage commands (green) which closely 

match the actual particle position (blue). The resulting stage position (red) appears as a smoothed and slightly 

delayed signal which tracks the particle position. This differs greatly from the newly calculated ideal PID 

parameters, which drive the stage command with high amplitude such that the stage position almost exactly 

matches the particle position. The power spectrum of the different control methods shown in Figure 8c gives 

some insight into the reason that the ideal parameters are not found to be the same as the empirical parameters. 

Shown in blue is the power spectrum of the diffusive particle, which shows a distinctively Brownian character. 

The empirical parameters (green) yield a power spectrum which closely matches the particle spectrum, with a 

small increase in frequencies above 10 kHz. The ideal parameters (red), however, show much higher amplitude 

signals in the regime beyond 1 kHz. If these parameters are applied to a real stage, which does not behave 

strictly as a low pass filter, there will be significant ringing and overshoot, leading to poor tracking or even 

damage to the stage. As such, these calculations would suggest that the response of real-time tracking systems is 

more dominated by the piezoelectric stage than the optical detection modalities. 

The one parameter which is frequently neglected in the experimental case is KD, as typically no 

noticeable difference in tracking is observed for any value of KD. To see if any value of KD can be used to 

improve speed and accuracy in tracking, we simulated the tracking response for 100 values of KD, 

logarithmically spaced between 10
-6

 and 10
6
. As shown in Figure 8d, there is no effect of KD on the tracking 

performance (negative values were also tested). This is not a surprising result, as a diffusing particle is highly 

random and the next step in the process will have almost no relation to the previous step. Further, derivative 

Page 9 of 23 Faraday Discussions



control is notoriously susceptible to noise, which would overwhelm any possible benefit that derivative control 

might add to this system. 

Conclusion and Outlook 

In the overarching goal of changing real-time 3D single-particle tracking to real-time 3D single-

molecule tracking, it is necessary that fast and sensitive detection and feedback mechanisms are found. From 

the above, it is clear the limiting factor in real-time 3D single-particle tracking is the limited temporal and 

frequency response of 3D piezoelectric stages. As an illustrative example, Figure 9 shows the mean step size for 

particles with varying hydrodynamic diameter. The blue curve shows that a 60 nm particle makes a mean step 

size of ~127 nm in 1 ms. In other words, in this time window a particle can go from the center of the focal 

volume to the edge between measurements. This is significant because this is the typical response time of a 

piezoelectric stage and the empirically determined fastest particle that can be tracked by the optical cantilever 

method has a radius of 60 nm. This strongly suggests that the response time of the stage limits tracking of faster 

particles. If faster response mechanisms allow an order of magnitude faster response (yellow curve, 0.1 ms step 

size), this could pave the way to following the behavior of single molecules in aqueous environments, allowing 

the study of single molecule dynamics in nearly any environment. 
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Figure Captions 

Figure 1. Spatiotemporal resolution of common imaging methods. Each rectangle represents the spatial and 

temporal precision of a 3D imaging method. The left bound of each rectangle represents the spatial precision of 

each method. In the case of methods where there is anisotropy between lateral and axial resolution (as is 

commonly the case), the worse of the two is plotted. The right edge of each rectangle represents the maximum 

spatial scale each method can address. Again, the smaller of the lateral and axial scale is plotted. On the 

temporal axis, the bottom of each rectangle represents the fastest imaging rate for each method in 3D for the 

given spatial precision and scale. While the spatial scales along the x-axis have been fully covered, it has been 

done at the expense of temporal precision, as demonstrated by the lack of methods that can reach time scales 

below 10 ms. 

Figure 2. Imaging rates versus spatial scale. For all imaging methods, there is a trade-off between the 

maximum spatial scale that can be addressed and the imaging or frame rate. This is most obvious in the case of 

point scanning methods such as LSM or STED. The plot shows the relationship between maximum spatial scale 

addressed, pixel dwell time and the overall imaging rates. When imaging volumes on the 10s of micron scale, 

the highest achievable rates are on the order of 1 volume per second (VPS), even with a pixel dwell time of 1 

µsec. As the spatial scale and pixel dwell time are reduced, the imaging rate increases exponentially. This 

implies that to achieve the highest possible measurement rates, it is necessary to minimize both the pixel 

integration time and the spatial scale addressed, which is exactly what real-time 3D single-particle tracking 

achieves. 

Figure 3. 3D-MM measurement of a membrane bound nanoparticle. (A) 100 nm TAT labeled fluorescent 

nanoparticles were tracked along the 3D cellular surface using the 3D-MM method. The nanoparticles were 

allowed to bind to NIH-3T3 cells expressing cytosolic GFP and CFP NLS, which served as labels for the 2P-

LSM readout. The green surfaces represent the extent of the cytosol, while the blue surface shows the nucleus. 

The black arrow shows the location of the 3D nanoparticle trajectory within the 70 µm x 70 µm x 4 µm field of 

view. (B) Zoom in of the 3D-MM trajectory in (A), showing the particle diffusing along the membrane. As the 

particle diffuses, it traces out 3D structures such as hemispherical (blue arrow) and cylindrical (red arrow) 

protrusions. (C) Edge-on view of the particle diffusing along the membrane surface, with multiple membrane 

features resolved by the particle’s trajectory. (D) Zoom in on a cylindrical protrusion of ~250 nm in diameter 

carved out by the diffusing nanoparticle. Note the high precision of the real-time 3D tracking is converted into a 

high-resolution structure by integrating the oversampled position over long times. 

Figure 4. The optical cantilever. The cartoon inset demonstrates the mechanism of the optical cantilever. As a 

particle is displaced in the object plane, the output light collected by the objective exits the back focal plane at 

an angle determined by the focal length of the lens. This infinity space light is then projected onto a prism 

mirror which splits the light onto two detectors. The angular deviation of the beam leads to displacement of the 

center of the beam at the prism mirror and this displacement is linearly proportional to the distance between the 

back focal plane of the lens and the prism mirror, which is referred to as the optical cantilever. The plot shows 

the simulated response of the normalized difference of two detectors as a function of particle displacement in 

the object plane for different optical cantilever lengths. For short lengths (100 mm), the response is linear over a 

long range, but has low sensitivity to particle displacement. For long lengths (100 m), the response becomes 

very steep, but is only linear over about 8 nm. The ideal response occurs for cantilever lengths on the order of a 

few meters. 
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Figure 5. Calculated versus experimental response curves of a 2 m optical cantilever. The experimental 

response of a 2 m optical cantilever was measured by scanning a 110 nm fluorescent nanoparticle through the 

focal volume of a 100x objective lens (fobj = 1.65 mm). Following the optical cantilever (ftube = 200 mm, 

fcantilever = 75 mm, L = 2 m) the emission light is split by a prism mirror onto two single-photon counting APDs. 

The normalized difference of the intensities of the two detectors are calculated as a function of particle position. 

The calculated (red line) and measured (green circles) responses of the system are in remarkably good 

agreement. 

Figure 6. The offset pinhole enables high resolution Z tracking. A short focal length lens (f = 2.9 mm) is 

used to image the target particle onto a pinhole. The plot shows the relative light intensity collected by a 

detector immediately after the pinhole normalized to the light collected for XY tracking. The size of the pinhole 

and offset from the XY focal volume affects both the steepness and range of control allowed, with a 10 µm 

pinhole providing a compromise between the two factors. The purple circles show the results of a fluorescent 

nanoparticle scanned through the tracking volume and detected with the 10 µm offset pinhole, showing good 

agreement with the predicted behavior. 

Figure 7. PID tuning for optical tracking response. The effect of different values of KP and KI were 

simulated by tracking a 60 nm nanoparticle undergoing a Brownian random walk in one dimension. The optical 

response was taken from the data in Figure 4, while the stage response was modeled as a 500 Hz low pass filter. 

The plot shows the empirically derived values (red region) lie in a local minimum, which is relatively flat. The 

plot also reveals a global minimum in tracking error at a critical value of KP that is relatively independent of KI 

(green arrow). 

Figure 8. Simulated 1D tracking for empirically derived and ideal PID parameters.  (A) Tracking was 

simulated for empirically derived (top) as well as “ideal” (bottom) PID parameters as found in Figure 5. For the 

empirical parameters, the tracked stage position (red) is smoothed relative to the actual particle position (blue), 

while for the ideal parameters, the tracked stage position almost identically matches the particle position. (B) 

Zoom in of the trajectories shown in (A). The empirical tracking (top, red curve) is smoothed and delayed 

relative to the particle position (top, blue curve). In the case of the ideal parameters (bottom), the stage control 

(green) is driven with high frequency and high amplitude to match the particle’s position. (C) Power spectrum 

of the simulated particle position (blue), empirical PID stage commands (green) and ideal PID stage commands 

(red). The empirical PID parameters closely follow the frequency response of the particle itself, avoiding high 

frequencies which lead to overshoot and ringing in the piezoelectric stage. The ideal parameters show large 

amplitude high frequency components above the piezoelectric stage resonant frequency (~ 1 kHz). (D) 

Evaluation of the effect of KD on simulated trajectories, showing that no value has a significant effect on the 

tracking error. 

Figure 9. Mean step size versus response time. The blue curve shows the mean diffusive step size expected at 

1 ms delay for Brownian diffusion. The red circle highlights that for a 60 nm particle this step size is ~127 nm, 

on the order of the radius of the PSF of a 100x objective lens. The yellow curve shows that if the response time 

of the system can be reduced to 0.1 ms, the expected step size can be maintained below this cut-off for all 

particle diameters, even down to the scale of single molecules. 
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