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Broader context: A long-term aim of the solid state ionics community is to optimise the total conductivity of polycrystalline

oxides based on ceria or zirconia for application as the oxygen-ion conducting electrolyte in intermediate-temperature solid oxide

fuel cells (IT-SOFC). As the total conductivity of such materials includes contributions both from a conductive bulk phase and

from less conductive grain boundaries, optimisation requires a deep, quantitative understanding of point-defect behaviour both

in the bulk and at grain boundaries. In particular, interactions between point defects need to be taken into account, since defect

concentrations in such materials are well beyond the dilute limit. We propose a theoretical framework that is able to predict

point-defect behaviour at grain boundaries in concentrated solid solutions.

Abstract: The standard Poisson–Boltzmann approach to modeling the near-interface defect behaviour in solid electrolytes per-

forms well at low dopant concentrations but its applicability is questionable at higher dopant levels where interactions become

important. Here we present a new approach, which combines Poisson–Boltzmann with the Cahn–Hilliard model for concen-

trated solid solutions. This ‘Poisson–Cahn’ theory yields activity coefficients for point defects that consider both local and

non-local chemical interactions. Taking the fluorite-structured solid solution CeO2–Gd2O3 as a model system, we predict defect

behaviour near grain boundaries over the entire concentration range. Examination of the near-interface defect-concentration and

electrostatic-potential profiles reveals behaviour that matches existing space-charge theory at low overall dopant concentrations,

becoming more complex, in accord with experiment and atomistic simulations, as concentrations increase. Inclusion of an exist-

ing conductivity model that considers the effects of local dopant concentration leads to the successful prediction of both bulk and

total (bulk + grain boundary) conductivities in both concentrated and dilute cases. The Poisson–Cahn approach is not limited to

grain boundaries in oxygen-ion conducting fluorite oxides, but is applicable to all extended defects—grain boundaries, surfaces

and dislocations—in ion-conducting systems.

Solid electrolytes based on zirconia, ZrO2–M2O3, or ceria,

CeO2–M2O3, are the best known, the most thoroughly stud-

ied and the most widely used oxygen-ion conducting elec-

trolytes.1–4 The ionic conductivity of such crystalline solids

at elevated temperatures easily exceeds 10−1 S cm−1, a value

comparable to the ionic conductivity of aqueous solutions at

room temperature. And, as high as these values are, even

higher values would be attainable were it not for two frustrat-

ing issues.

The first concerns the bulk conductivity. The ZrO2 or CeO2

lattice is partially substituted with M2O3 in order to gener-

ate ionic charge carriers, namely, oxygen vacancies. The
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ionic conductivity σ does not, however, increase monotoni-

cally with increasing charge-carrier concentration, i.e., with

increasing vacancy site fraction nv, to peak at nv = 0.5 [for

non-interacting particles, σ ∝ nv(1− nv)]; instead the ionic

conductivity peaks much earlier, at around nv ≈ 0.04. This

behaviour can be explained quantitatively in terms of defect

interactions:5–11 attractive interactions between acceptor M3+

cations and oxygen vacancies; repulsive interactions between

the oxygen vacancies themselves; and increased activation en-

thalpies of migration for oxygen vacancies adjacent to M3+

cations.

The second issue is that the conductivity of polycrystalline

samples is only a small fraction of the conductivity of the

corresponding single-crystal samples. In other words, grain

boundaries (GBs) are regions of strongly decreased conductiv-

ity. Early investigations found highly resistive second phases

based on SiO2 separating individual grains.12–18 Low GB con-

ductivity persisted, however, in ceramics with clean GBs—

that is, on removal of these second phases.19–24 This intrin-

1–6 | 1

Page 1 of 6 Energy & Environmental Science

E
ne

rg
y

&
E

nv
ir

on
m

en
ta

lS
ci

en
ce

A
cc

ep
te

d
M

an
us

cr
ip

t



sic GB resistance is attributed to a space-charge effect: the

re-distribution of oxygen vacancies from the bulk to the GB

core23,25,26 generates positively charged GBs and negatively

charged space-charge zones, in which oxygen vacancies are

strongly depleted and acceptor-dopant cations, if sufficiently

mobile, are accumulated. It is the strong depletion of oxygen

vacancies in the space-charge zones immediately adjacent to

the GB that is responsible for the diminished GB conductivity.

The current model of space-charge zones that is applied

quantitatively to GBs in ZrO2–M2O3 and CeO2–M2O3 is

based on two assumptions. First, that the electrochemical po-

tential of the mobile defect ‘def’ takes the standard form,27–29

µ̃def = µ◦
def +RT lnndef + zdefFφ , (1)

where µ◦
def is the standard chemical potential of def; and ndef

and zdef are the site fraction and charge number of def, re-

spectively. In essence, point defects are treated in the sim-

plest terms of dilute, non-interacting moieties. Eqn (1) and

the requirement that electrochemical potentials are constant

throughout the bulk lead to the Boltzmann model for the local

ion density. The second assumption is that material parame-

ters, such as standard defect chemical potentials, defect mobil-

ities, etc., exhibit step functions as the system is traversed from

bulk, through the GB core, to the bulk.30 That is, space-charge

layers are assumed to be regions of constant defect mobilities,

but of altered defect concentrations. It is the difference in the

standard chemical potential of oxygen vacancies in GB and

bulk that drives the formation of space-charge layers.23,25,26,29

While both assumptions are reasonable at low M2O3 lev-

els, validity is lost when treatments of bulk defect chem-

istry require defect–defect interactions to be taken into ac-

count, as is generally the case for dopant concentrations of 1%

or higher.5–11 Indeed, there are already some indications of

more complicated behaviour at high dopant levels in the liter-

ature.23,26,31–33 Tschöpe et al. experimentally determined the

bulk and total conductivities (the latter includes GB contribu-

tions) of a range of CeO2–Gd2O3 compositions; dilute space-

charge theory, however, only predicted the GB conductivity of

the weakly doped compositions.23 Kim et al. 31 found, for a

concentrated CeO2–Y2O3 ceramic, discrepancies between GB

space-charge potentials obtained by two different analytical

approaches, one of which relies on dilute space-charge theory.

Shibata et al. 32 examined a special boundary in (Zr,Y)O2 with

Transmission Electron Microscopy (TEM) and measured Y

segregation profiles that extended several nm, an order of mag-

nitude larger than the expected Debye length. And Lee et al.

performed atomistic simulations of concentrated (Ce,Gd)O2

and observed co-accumulation of dopants and oxygen vacan-

cies close to grain boundaries26 and surfaces33 followed by

short regions of vacancy depletion—behaviour that is incon-

sistent with dilute space-charge theory.

In this study we present a framework that is able to model

defect re-distribution at grain boundaries over the entire con-

centration range, from dilute (doped) systems, all the way up

to concentrated solid solutions. We focus on CeO2 because

the material is cubic over the entire concentration range (in

contrast to ZrO2). For simplicity we consider only two de-

fects (acceptor dopants and charge compensating oxygen va-

cancies) and we assume both to be mobile at all temperatures.

Additional charge carriers (e.g. electrons) or a more realistic

treatment of cation mobility (finite at sintering temperatures,

but zero at lower (measurement) temperatures23) are easy to

include but here would divert attention away from this first

presentation of the framework.

The framework replaces the Boltzmann model for the local

ion density with the Cahn–Hilliard theory of inhomogeneous

systems.34,35 For an ionic solid with mobile acceptor dopants

(site fraction na) and mobile, charge-compensating oxygen va-

cancies (site fraction nv), electrochemical potentials can be de-

rived by taking appropriate variational derivatives of a free en-

ergy functional that includes terms for defect interactions and

gradient effects (for mathematical details see Refs. [34–36]

and [37]),

µ̃v = µ◦
v + fvvnv + favna +RT ln

nv

1−nv
+2Fφ −βv∇

2nv

(2a)

µ̃a = µ◦
a + faana + favnv +RT ln

na

1−na
−Fφ −βa∇

2na,

(2b)

where fvv and faa are defect self-interaction energies, fav is the

dopant–vacancy interaction energy, and βv and βa are gradient

energy coefficients. In addition to the standard chemical po-

tential, configurational and electrostatic terms of eqn (1), each

electrochemical potential includes an excess chemical poten-

tial,38 which can be divided into local ( f ) and non-local (β )

terms; considered together, these terms comprise an effective

activity coefficient. The sole assumptions, it is emphasised,

that are made in deriving eqn (2) are that the local defect inter-

actions can be represented by quadratic terms appearing in the

free energy functional; that the free energy can be expanded

in gradients of the concentration according to Cahn–Hilliard

theory; and that crystal anisotropy can be neglected. The con-

dition for equilibrium is, as before, that the electrochemical

potentials of all mobile defects are constant throughout the

system; the electrostatic potential follows Poisson’s equation.

Of critical importance (as shown below) are the gradient

energy terms. They arise from symmetry breaking: spatially

fluctuating defect concentrations prevent the formation of low-

energy ordered configurations that extend in all directions.

Gradient energy coefficients are thus strictly positive—they

have been derived rigourously from first principles for the case

of an Ising model.36 In analogy to the electric field, this non-

local chemical interaction is a force associated with the gradi-
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Fig. 1 shows defect-concentration and electrostatic-

potential profiles calculated with the Poisson–Cahn theory

for increasing bulk dopant concentrations. Starting with the

vacancy-concentration profiles of Fig. 1(a), one sees, near the

interface, steep increases in the vacancy concentration, which

reflect the segregation of oxygen vacancies to the interface.

This segregation zone has a finite thickness at all dopant con-

centrations, although it sharpens as concentrations decrease

and defect interactions become correspondingly less impor-

tant. Considering now the concentration profiles of vacancies

and dopants together [Fig. 1(a) and (b)], one recognises the

familiar dilute behaviour at 0.01% and 0.1% Gd: vacancy de-

pletion is accompagnied by dopant accumulation, and a strong

increase in n bulk
a leads to a strong decrease in the extent of the

space-charge zone. This behaviour is in quantitative agree-

ment with the standard Gouy–Chapman description.28,29,39 At

1%, however, this standard description breaks down: the near-

interface vacancy profile displays both depletion and enrich-

ment; and it extends over 4 nm into the bulk, even as the Debye

length drops to 0.3 nm. As n bulk
a increases further, the deple-

tion zone continues to shrink in severity and extent. By 20%

dopant concentration (the highest value examined), the deple-

tion of vacancies never falls below 20% of its bulk value, even

though the space-charge potential is over 0.8 V.

Concentrations of vacancies and dopant cations at the inter-

face are plotted in Figure 2 as a function of bulk dopant con-

centration (as the values are not apparent in Fig. 1). One finds

that the composition of the interface is somewhat insensitive

to changes in the bulk dopant concentration: n GB
v increases by

a factor of 0.3 and n GB
a by a factor of 4, as n bulk

a increases by

a factor of 103.

Good agreement is seen for the concentrated case between

the Poisson–Cahn approach and atomistic simulations:26,33 in

both cases, changes in defect concentration—co-accumulation

of dopants and vacancies, followed by a vacancy depletion

region—occur over a length scale of several nm. Such be-

haviour can only arise in a continuum formulation from the

chemical gradient energy, as this is the source of the long-

range chemical interaction responsible for broadening the

sharp accumulation profile of vacancies at the GB into the

bulk phase. We emphasise this point by examining in Fig. 3

the effect of the gradient energy coefficient on near-interface

oxygen-vacancy profiles for a relatively dilute composition

(0.1% bulk dopant concentration) at 440 ◦C. At the lowest

gradient energy, the enrichment region is very thin, and the

corresponding vacancy depletion zone is approximately 1.5

nm wide. As the gradient energy coefficient increases, the

enrichment region broadens into the bulk and the depletion

zone shrinks in both size and severity, until at a value of

βv = 25.0 eV nm2 the minimum near-surface vacancy con-

centration is 30% of the bulk concentration. Not shown are

the corresponding dopant concentration profiles, which also

Fig. 2 Oxygen-vacancy (©, left axis) and dopant-cation (×, right

axis) site fractions at the interface for 440 ◦C according to the

Poisson–Cahn simulations, using parameters appearing in Table 1

broaden as the vacancy gradient energy (βv) increases due to

the vacancy–dopant attraction ( fav). Parametric tests of the

model reveal cases (especially those with higher gradient en-

ergy coefficients for oxygen vacancies) in which the depletion

zone disappears altogether at high bulk dopant concentrations,

with a co-enriched zone of dopant and vacancies in the near-

interface region.

A critical test for any model of the near-interface defect

structure is its ability to reproduce the experimentally ob-

served changes in ionic conductivity with dopant concentra-

tion in polycrystalline materials. Figure 4 shows the ionic

conductivity of the CeO2–Gd2O3 system at 440 ◦C (sepa-

rated into bulk and total contributions) predicted by combin-

ing the results of the Poisson–Cahn framework—with the pa-

rameter values listed in Table 1—together with a model for

oxygen-ion conductivity in doped fluorite electrolytes given

by Nakayama and Martin.7 This model takes into account the

effect of dopant–vacancy interactions on the mobility and the

effect of dopants on the activation barriers for ion migration:

as the local chemical environment (dopant and vacancy con-

centrations) varies with position within the space-charge layer,

so will the local mobility of oxygen vacancies. Only nearest-

neighbour and next-nearest-neighbour interactions are consid-

ered, and vacancy–vacancy interactions are not considered at

all.∗ Nevertheless, the combination of Poisson–Cahn theory

and the Nakayama–Martin model reproduces qualitatively the

behaviour over the entire concentration range of CeO2–Gd2O3

∗Grain size was controlled through varying the size of the simulation domain;

the grain size used to produce these results was 20 µm. Only conductivity

perpendicular to the grain boundaries was considered.
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in the concentrated case, which show variously co-enrichment

of vacancies and dopant or shallow depletion followed by en-

richment of vacancies. The formalism reproduced qualita-

tively the experimental conductivity behaviour of polycrys-

talline gadolinia-doped ceria as a function of dopant concen-

tration. The origin of GB resistance remains the appearance of

space-charge zones whose formation is driven by the segrega-

tion of oxygen vacancies to the interface. The importance of

considering changes in both the concentration and the mobil-

ity of charge carriers in space-charge regions is emphasised.
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