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Hydrogen embrittlement (HE) is a well-known material phenomenon that causes significant loss in the 

mechanical strength of structural iron and often leads to catastrophic failures.  In order to provide a detailed 

atomistic description of HE we have used a reactive bond order potential to describe adequately the 

diffusion of hydrogen as well as its chemical interaction with other hydrogen atoms, defects, and the host 

metal. The currently published ReaxFF force field for Fe/C/H systems was originally developed to describe 

Fischer-Tropsch (FT) catalysis [C. Zou, A. C. T. van Duin and D. C. Sorescu, Top. Catal., 2012, 55, 391–

401]and had been especially trained for surface formation energies, binding energies of small hydrocarbon 

radicals on different surfaces of iron and the barrier heights of surface reactions.  We merged this force 

field with the latest ReaxFF carbon parameters [S. Goverapet Srinivasan, A. C. T. van Duin and P. Ganesh, 

J. Phys. Chem. A, 2015, 119, 1089-5639] and used the same training data set to refit the Fe/C interaction 

parameters. The present work is focused on evaluating the applicability of this reactive force field to 

describe material characteristics, and to study the role of defects and impurities in the bulk and at the 

precipitator interfaces. We study the interactions of hydrogen with pure and defective α-iron (ferrite), Fe3C 

(cementite), and ferrite-cementite interfaces with a vacancy cluster. We also investigate the growth of nano 

voids in α-iron using a grand canonical Monte Carlo (GCMC) scheme.  The calculated hydrogen diffusion 

coefficients for both ferrite and cementite phases predict a decrease in the work of separation with 

increasing hydrogen concentration at a ferrite-cementite interface, suggesting a hydrogen-induced 

decohesion behavior. Hydrogen accumulation at the interface was observed during molecular dynamics 

(MD) simulations, which is consistent with experimental findings. These results demonstrate the ability of 

the ReaxFF potential to elucidate various aspects of hydrogen embrittlement in α-iron and hydrogen 

interaction at a more complex metal/metal carbide interface.   

 

1. Introduction 

Hydrogen is well known for its deleterious effect on mechanical 

properties of metals and alloys.1–4 In metallic systems, such as carbon 

steels, the presence of hydrogen often embrittles the material, a 

phenomenon known as hydrogen embrittlement (HE). The structural 

iron used in refinery industries and in oil and gas pipelines are 

particularly susceptible to HE due to their exposure to the hydrogen-

rich environment. HE has received an enormous amount of research 

attention over the last few decades.5–7  Many mechanisms have been 

proposed to explain HE. The inclusion of a few parts per million 

(ppm) of hydrogen in carbon steels can dramatically reduce fracture 

stress, strain, and ductility while also enhances brittleness, these often 

leads to disastrous brittle failure without plastic strain.8,9 A hydrogen-

induced delayed fracture mechanism has also been proposed, wherein 

the presence of hydrogen is known to initiate a crack in the material 

at an applied load that is lower than the yield stress of the material.10 

Beachem11 suggests that subcritical crack growth in the material due 

to localized plastic deformation is prompted by the interaction of 

hydrogen with  dislocations. The hydrogen-enhanced localized 

plasticity (HELP) theory predicts material failure due to the  

hydrogen-induced high mobility of  dislocations, resulting in an 

increased local plasticity and agglomeration of dislocations, leading 

to a plastic failure.12  The mechanism of hydrogen enhanced 

decohesion (HEDE) has also been discussed widely as a mechanism 

for embrittlement in structural iron.13,14 HEDE postulates that the 

accumulation of hydrogen in the lattice sites weakens the bonding 

strength between atoms of the host metal and reduces the material 

strength. The Griffith criteria suggests that the presence of hydrogen 

lowers surface energy and accelerates cleavage-like failures along the 

crystal planes of the material. HEDE damage occurs in crack tips and 

interfaces, where the presence of hydrogen lowers atomic cohesive 

strength and initiates interfacial debonding; consequently, cracks 

propagate at a lower applied tensile loading.15 In general, these 

proposed models explain certain aspects of HE; however, a 

comprehensive mechanism has not been derived so far.6,16–18 

Hydrogen inclusion in a material may happen during manufacturing, 

processing, or when the material is exposed to a hydrogen rich 

environment during its service life.  Hydrogen traps at various lattice 

defects — dislocations, microvoids, grain boundaries, and precipitator 

interfaces — result in an increased amount of dissolved hydrogen in 

carbon steels. This is due to the fact that the trapping sites are 

generally lower in energy than the regular lattice sites.19,20 Once 

introduced in the bulk iron, hydrogen diffuses quickly through the 

tetrahedral interstitial sites until it finds a trap or a surface such as a 
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vacancy or an interface.15 Therefore, the processes of hydrogen 

trapping and diffusion in metallic materials are considered to be 

important elementary steps for developing an improved understanding 

of the mechanisms of HE.  

Furthermore, numerous reports suggest that the inclusion of various 

non-metallic phases in high-strength carbon steel plays a significant 

role in the process of HE and in determining mechanical properties of 

the materials. Non-metallic precipitators may act as a strong trapping 

site and a retardant for the diffusing hydrogen atoms.10 Hydrogen 

trapping at an interface could impact the decohesion of the host metal 

and initiate a crack.6 Chan et al.21 reported that the ferrite-cementite 

interfaces are dominant trapping sites for hydrogens owing to a 

relatively lower interfacial energy. Ramunni et al.22 described the 

cementite phase as a major trapping site for hydrogen. Lee and co-

workers23,24 studied hydrogen trapping by TiC particles and the 

activation energy for the trapping of hydrogen. Other researchers25,26 

suggest that the presence of inclusions introduces voids, increases 

hydrogen concentration in the voids, and supports the growth of voids 

under the application of tensile loading. Consequently, crack initiation 

and propagation happens along the inclusion-metal interfaces.    

Despite a great deal of research effort to explain the interaction of 

hydrogen with structural steel, a detailed understanding at an atomistic 

level has not been fully developed. The high mobility and low 

solubility of hydrogen in α-iron impedes experimental techniques to 

offer a detailed characterization of the hydrogen interaction.27 In this 

regard, atomistic simulations can effectively assist to probe different 

proposed hypotheses to gain insight into the underlying mechanism of 

HE on a length and time scale that is not accessible in experiments. 

Both the ab-initio and the classical molecular dynamics simulations 

have been employed in studying the iron-hydrogen systems. The static 

Density Functional Theory (DFT)-based ab-initio calculations focus 

primarily on ground-state energies of elementary steps to derive an 

understanding of the reaction paths as well as barriers of the reaction 

steps for hydrogen interactions with α-iron while the classical 

simulations based on non-reactive force field focused on predicting 

the mechanical properties and the impact of hydrogen. Many atomistic 

simulation studies on iron-hydrogen systems are available in the 

literature, such as diffusion of hydrogen through bulk iron,28–31 the 

trapping of hydrogen at vacancies,32–34 and hydrogen accumulation at 

the crack tips.2 

Moreover, the literature shows that efforts were made to implement a 

kinetic Monte Carlo (KMC) scheme to simulate the time evolution of 

a complex phenomenon like HE from the list of elementary steps 

together with their rates being identified using the high level DFT 

calculations.35,36 Such a scheme is attractive and advantageous as it 

provides a more fundamental insight if the list of transitions in the 

transition table is complete. The latter is more challenging, especially 

when it involves surfaces and interfaces. In addition, owing to the 

complexity of the interfacial structures, no ab-initio or classical 

molecular dynamics studies have been conducted on hydrogen 

interaction with a ferrite-cementite interface. In this regard, the 

ReaxFF method is an attractive option as it is computationally less 

demanding compared to the ab-initio MD and/or the efforts needed 

upfront to explore the detailed DFT based potential energy surface for 

a KMC simulation.  In addition, ReaxFF has demonstrated its ability 

to describe complex interfaces in a number of studies.37–39   

In this study, we employed the ReaxFF reactive force field method to 

investigate vacancy-hydrogen interaction in a bulk α-iron phase, the 

interaction of hydrogen at the ferrite-cementite interfaces, and void         

nucleation and growth of nanovoids in the α-iron. In addition, this 

work also explores the applicability of the Fe/C/H ReaxFF force 

field—which was originally developed and recently updated against 

the training set to describe elementary reactions in Fischer-Tropsch 

catalysis40—to investigate the chemistry of hydrogen interaction with 

the bulk iron and at the interfaces of ferrite-cementite phases.   

The next section briefly describes the ReaxFF formalism and is 

followed by force field validation results for pure and defective iron, 

as well as for the α-iron and Fe3C surfaces. Subsequent sections 

highlight the molecular dynamics simulation results on the diffusion 

of hydrogen in bulk α-iron and Fe3C phases, growth of nanovoids, and 

hydrogen interaction with α-iron in presence of a nanovoid and at 

interfaces 

2. ReaxFF Background and Force Field Description 

ReaxFF is a general bond order41,42 (BO) based empirical force field 

method which allows bond breaking and formation in a dynamic  

simulation. The general form of the ReaxFF energy is shown below: 

Esystem = Ebond + Eover + Eunder + Elp + Eval + Etor + EvdWaals + ECoulomb 

It includes, respectively, partial energy contributions from the bond, 

over-coordination penalty and under-coordination stability, lone pair, 

valence, and torsion, non-bonded interactions van der Waals, and 

Coulomb energies.  

ReaxFF uses the concept of bond orders to determine the bonded 

interactions among all atoms in a system.  BO is a continuous 

function of distance between bonded atoms and accounts for 

contributions from sigma, pi, and double-pi bonds using the 

following expression.  

                   𝐵𝑂′𝑖𝑗 = 𝐵𝑂𝑖𝑗
𝜎 + 𝐵𝑂𝑖𝑗

𝜋 + 𝐵𝑂𝑖𝑗
𝜋𝜋

= 𝑒𝑥𝑝 [𝑝𝑏𝑜1. (
𝑟𝑖𝑗

𝑟𝑜
𝜎)

𝑝𝑏𝑜2

] + 𝑒𝑥𝑝 [𝑝𝑏𝑜3. (
𝑟𝑖𝑗

𝑟𝑜
𝜋)

𝑝𝑏𝑜4

]

+ 𝑒𝑥𝑝 [𝑝𝑏𝑜5. (
𝑟𝑖𝑗

𝑟𝑜
𝜋𝜋)

𝑝𝑏𝑜6

] 

where 𝐵𝑂𝑖𝑗
𝜎 , 𝐵𝑂𝑖𝑗

𝜋,  and 𝐵𝑂𝑖𝑗
𝜋𝜋 are the partial contributions of σ, 

π- and double π-bonds between atoms i and j , rij is the distance 

between i and j , ro
σ , ro

π , and  ro
ππ are the bond radii of σ, π- and 

double π-bonds, respectively, and pbo terms are empirical parameters 

fit to either experimental or quantum data. 

All of the connectivity-dependent interactions, i.e. the valence and 

torsion energy, are contingent on BO, therefore, as bond breaks their 

energy contribution also diminishes. Bonded and non-bonded 

interaction energies are calculated independently. Non-bonded 

interactions, i.e. the van der Waals and Coulomb, are calculated 

between every pair of atoms, regardless of their connectivity. 

Excessive repulsion at short distances is circumvented by adding a 

shielding parameter in non-bonded energy expressions and a 7th order 

taper function is used to eliminate any energy discontinuity.43,44 The 

combination of covalent and Coulomb interactions enables ReaxFF to 

describe a wide range of systems, including covalent,45,46 metallic,47 

metal hydride,48 and carbide40 systems. ReaxFF uses a geometry-

dependent charge calculation scheme, the Electronegativity 

Equalization Method (EEM)49 for charge calculation. ReaxFF method 

have been widely used to investigate a wide range of applications in 

materials,50–53 catalysis54, and other chemical systems.55,56 For a more 
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detailed description of the ReaxFF method, see van Duin et al.,46 

Chenoweth et al.,45 and Russo Jr et al..57 

The original Fe/C/H ReaxFF force field40 parameters were developed 

through extensive training against high-level quantum data for 

describing the equation of state of α- and γ-phases of iron, and Fe3C, 

hydrogen interaction at different surfaces of α-iron, surface formation 

energies of α-iron and Fe5C2, binding energies of small hydrocarbon 

radicals on different surfaces of iron, and hydrogen dissolution in bulk 

iron at different concentrations. A detailed description of the force 

field development can be found in Ref.[40]. For this work, we retained 

the Fe/Fe and Fe/H parameters from the FT catalysis force field40 and 

merged these with the recently developed ReaxFF carbon 

parameters.58 Next, we performed refitting for Fe-C bond and 6 angle 

parameters, viz., Fe-C-Fe, H-C-Fe, C-Fe-C, C-Fe-H, C-H-Fe and Fe-

C-H to restore the force field error to the same level as the original 

Fe/C/H force field.40 This refitting was performed using the same 

training set data as used in ref.[1]. Key force field parameters are 

presented in Table I-IV. Detailed force field parameters are given in 

the supporting information.      

One of the value added claims for any force field is transferability and 

this work demonstrates that the force field developed to address 

Fischer-Tropsch catalysis can be used to describe vacancies, vacancy 

migration, vacancy void formation and vacancy-hydrogen cluster 

formation in α-iron and hydrogen interactions with the ferrite-

cementite interfaces.  While, the force field used in this study has been 

developed based on the two previously published work, none of those 

works evaluated the applicability of the force field for vacancy, 

hydrogen-vacancy interactions, interface energies, work of adhesion 

or diffusion of hydrogen.  

 

Table I. Fe/C/H selected atom parameters 

 ro (Å) η (eV) χ (eV) γ(Å) pov/un 

Fe 1.9306 8.6241 1.7785 0.4744 -16.0573 

C 1.3674 7.0000 4.8446 0.8485 -4.1021 

H 0.8930 9.6093 3.7248 0.8203 -19.4571 

For a definition of the parameters, see reference [46] 

Table II. Fe/C/H selected bond parameters 

 De
σ 

(kcal/mol) 
pbe,1 pbe,2 pbo,1 pbo,2 pkov 

Fe-Fe 44.2147 0.2236 0.4922 -0.0552 6.7583 0.2849 

C-Fe 103.5536 0.8440 0.7522 -0.1509 4.0000 0.0100 

H-Fe 78.2669 0.4668 0.5673 -0.1543 5.4965 0.1766 

For a definition of the parameters, see reference [46] 

 

Table III: Fe/C/H selected off diagonal bond parameters  

 Dij (kcal/mol) RvdW (Å) α ro
σ(Å) 

Fe-C 0.3999 1.4558 11.0036 1.3918 

Fe-H 0.0200 1.9451 10.8595 1.4157 

C-H 0.1200 1.3861 9.8561 1.1254 

For a definition of the parameters, see reference [46] 

 

 

Table IV. Fe/C/H selected angle parameters 

 

 θo 

(degree) 

ka 

(kcal/mol) 

kb 

(1/rad)2 

pv,1 pv,2 

Fe-C-Fe 29.2204 18.5882 4.2644 0.0832 1.1249 

H-C-Fe 0.3090 16.1111 1.4583 0.0100 1.4801 

C-Fe-C 0.0100 39.5131 4.3816 0.5791 3.7111 

C-Fe-H 48.0872 0.3787 0.0108 0.3648 1.5939 

C-H-Fe 0.0100 2.8313 2.3314 2.7564 2.7554 

Fe-C-H 0.3090 16.1111 1.4583 0.0100 1.4801 

For a definition of the parameters, see reference [46] 

3. Force Field Validation 

In the present study, we performed a set of calculations to evaluate the 

capability of the Fe/C/H force field.  Our objective was to investigate 

the interactions of hydrogen with the pure and defective bulk α-iron, 

as well as at the ferrite-cementite interfaces.  For this purpose, we 

evaluated our force field performance in a series of relevant cases and 

compared our calculated values with the data available in literature 

either from experiments or from high-level ab-initio computations.  

3.1 Bulk Properties of α-Iron and Fe3C 

The bulk mechanical properties of α-iron and Fe3C phases were 

investigated. In order to calculate the equilibrium lattice 

constants and the bulk moduli of both α-iron and Fe3C, we 

performed simulations to obtain the energy-volume 

relationships. In this simulation, we applied both compression 

and expansion with respect to the equilibrium volume and 

recorded the corresponding energies. The equations of states as 

calculated from ReaxFF simulations and the corresponding DFT 

data for α-iron59 and Fe3C60 are shown in Fig.1. The minimum of 

the energy-volume curve provides the equilibrium lattice 

constant and bulk modulus were calculated by fitting the data 

using Murnaghan equation of state. ReaxFF predicted 

equilibrium lattice constants of α-iron and Fe3C are respectively:  

a=2.85Å, and a=5.09, b=6.74, c=4.53 Å, which are in good 

agreement with the experimental data.61,62 The bulk modulus 

values of the α-iron and Fe3C phase as calculated from the 

Murnaghan equation of state are:148 and 136 GPa, and they are 

in accordance with the reported literature value of 16862 and 

174±6 GPa,63 respectively. 
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Fig. 1. Equation of states of (a) α-iron and (b) Fe3C phases as 

calculated using ReaxFF method and corresponding DFT values. 

Color scheme: carbon (ochre), and Iron (blue)  

 

3.2 Hydrogen Binding and Diffusion in Bulk Iron 

For the computation of hydrogen binding energies in bulk α-iron, 

we considered an 8x8x8 supercell of the α-iron. The bcc lattice 

has two high symmetry interstitial sites, namely, octahedral (O-

site) and tetrahedral (T-site). It is well known that hydrogen 

dissolution in the bulk-iron is endothermic. Our calculated 

hydrogen dissolution energies are, respectively, 0.40 and 0.64 eV 

corresponding to the tetrahedral and octahedral sites. These 

values are in agreement with the data reported by other authors, such 

as 0.33-0.35 eV for the T-site,64 and 0.43-0.55 eV for the                                                               

O-site.31,65 Hydrogen prefers to occupy the T-sites, and it is reported 

in the literature as the ground state for interstitial hydrogen,34 while 

O-sites are not preferred due to the requirement of a larger lattice 

expansion to accommodate the hydrogen.31 However, at elevated 

temperatures, hydrogen tends to occupy the octahedral sites. Jiang et 

al.31 reported from their first principles calculations that the hydrogen 

dissolution energies at the T-sites are quite insensitive to the hydrogen 

concentration in the bulk-iron due to the absence of strong H-H 

interactions. Therefore, the presence of multiple hydrogens does not 

significantly affect the per hydrogen binding energy in the bulk-iron.  

Hydrogen diffusion barriers are also calculated for interstitial 

hopping. Two predominant diffusion pathways, such as T-T and T-O-

T, are reported in literature. ReaxFF predicted diffusion barriers for 

T-T and T-O-T are, respectively, 0.032 and 0.3 eV, which are 

qualitatively consistent with the DFT calculated values of, 

respectively,  0.082 eV31 and 0.19 eV.65   

 

3.3 Vacancy Formation and Interaction with Hydrogen 

 

A vacancy is a configuration in which an atom is missing from a 

regular lattice site. Vacancy plays an important role in Fe-H 

interactions. We calculated a monovacancy formation energy as 2.5 

eV, which is in agreement with the results from other DFT studies 

(1.95-2.76 eV )66–68 and close to the reported experimental range of 

1.6-2.1 eV.34,69 The monovacancy formation energy was calculated 

using supercells of different sizes to eliminate the size effect. The 

vacancy migration barriers to the first and second nearest neighbors 

as calculated from the ReaxFF are, respectively, 0.83 eV and 2.95 eV, 

while the reported values in the literature are, respectively, 0.69 and 

2.50 eV.69 ReaxFF slightly overpredicts the vacancy migration 

barriers. It was observed that the presence of hydrogen in a lattice 

reduces vacancy formation energies.69 The monovacancy formation 

energy in the vicinity of n hydrogen cluster is calculated using the 

following formula: 

𝐸𝑉
𝑓

= 𝐸(𝐻𝑛𝑉) −
𝑁 − 1

𝑁
𝐸0 − 𝑛[𝐸(𝐻𝑇 − 𝐸0] 

 

where, E (HnV) is the energy with a vacancy-hydrogen cluster, N is 

the number of iron atoms in the perfect lattice with energy E0, n is the 

number of hydrogens, and ET is the energy with a hydrogen atom at 

the T-site.   

 

Fig. 2. Vacancy formation energies in presence of hydrogen 

clusters of various sizes in the vicinity of a monovacancy 

 

ReaxFF predicts a systematic reduction in vacancy formation energies 

with the increasing number of hydrogens in the cluster that is 

consistent with previous DFT result.69 Vacancy formation energy 

reduces to 0.08 eV in the presence of a cluster of six hydrogens around 

a monovacancy. ReaxFF predicted results of the vacancy formation 

energies in the presence of hydrogen clusters of various sizes are 

shown in Fig. 2.     

 
Fig. 3. The barriers to diffusion of a hydrogen-vacancy pair in bulk 

α-iron. The hydrogen-vacancy pair configurations are shown 

schematically. White square and red sphere represent vacancy and 
hydrogen, respectively. 
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In a bcc-lattice, there are six possible sites around a monovacancy for 

trapping hydrogens. These sites are located near the octahedral sites 

of a bcc-lattice adjacent to the monovacancy as stated by Myers et 

al.70 Vacancies form a strong trap for the hydrogen diffusing through 

the bulk. The incremental hydrogen trap energy in a monovacancy is 

calculated as: 

 

Etrap(m,n)=[E(m,n-1)-E(0,m)]-[E(m,n)+E(0,0)] 

 

where n and m are the number of hydrogens and vacancies, 

respectively. ReaxFF predicted hydrogen binding energies in a 

monovacancy site are tabulated in Table V. One can see that the 

ReaxFF results are in reasonable agreement with the available 

literature data.34  

 

Table V. Hydrogen binding in a monovacancy site of α-iron. For 

comparison results are shown from the previous DFT studies 

performed by Tateyama et al.36 

 

Nr. of H ReaxFF (eV) Ref. [34] (eV) 

1 0.50 0.55 

2 0.45 0.51 

3 0.50 0.40 

4 0.32 0.27 

5 0.24 0.33 

6 -0.30 -0.019 

 

We also calculated hydrogen diffusion barriers in the presence of a 

monovacancy. The energy barriers are calculated for hydrogen 

diffusion from one octahedral site to three other tetrahedral sites. The 

schematics of diffusion pathways are shown in Fig. 3 along with the 

corresponding relative energies. Comparison of the results with the 

DFT data from Hayward et al.69 suggests a good agreement for the 

calculated energy barriers. All of these calculations establish the 

quality of the force field in predicting the vacancy-hydrogen 

interactions in α-iron.  

 

3.4 Surface Formation Energies of α-iron and Fe3C 

We computed surface formation energies of both α-iron and Fe3C and 

compared them with literature values. Three different α-iron surfaces 

were considered in this study, namely, (110), (100), and (111). 

Surface formation energies were checked for the convergence with the 

number of layers, and in these computations, eight layers were found 

to be sufficient for the convergence in the energy within 0.01 Jm-2. 

Surface formation energies are calculated using the following relation: 

∆𝐸𝑠 =
1

2𝐴𝑠

(𝐸𝑠𝑙𝑎𝑏 − 𝑛𝐸𝑏𝑢𝑙𝑘)  

where, As is the surface area and Eslab and Ebulk are the energies of the 

slab and the bulk iron, respectively. ReaxFF predicted (110), (100), 

(111) surface formation energies are 2.15, 2.29, 2.59 Jm-2
, 

respectively, while at the QM level, the values correspond to 2.29, 

2.30, 2.59 Jm-2.71 It can be seen that ReaxFF accurately reproduces 

the QM surface formation energies and the relative stability of each 

of the surfaces. ReaxFF predicted the (110) surface of α-iron as the 

most stable surface and this is in agreement with the findings using 

high level quantum calculations.71  

We considered three different Fe3C surfaces—(001), (010), and 

(100)—for surface formation energy calculations. Surface formation 

energies predicted by the ReaxFF for (001), (010), and (100) are, 

respectively, 2.06, 1.98, and 2.52 Jm-2, in close proximity with the 

corresponding QM data72 of 2.05, 2.26, and 2.47 Jm-2, respectively. 

However, the ReaxFF prediction of the lowest energy surface is in 

contradiction with the results from quantum computations.72 ReaxFF 

calculations show nearly an equal stability for both the (001) and 

(010) surfaces, while the result from quantum computations directs 

the (001) surface as the lowest energy surface.  

3.5 H-binding in Fe3C Surfaces 

We carried out the DFT calculations for the binding energy of 

hydrogen at different Fe3C surfaces. The Vienna ab initio 

simulation package (VASP) was employed to solve Kohn-Sham 

equations with a plane-wave basis set.73,74 We used Blöchl’s all-

electron frozen core projector augmented wave (PAW) method75 

to represent core electron regions with valence configurations of 

3d7 4s1 for Fe atoms and 1s1 for H atoms and the generalized 

gradient approximation (GGA) of PBE was used to treat the 

exchange-correlation functional. A 15Å vacuum was introduced 

in the surface normal direction while periodic boundary 

condition was used in the other two directions. The atomic force 

convergence criterion for the structural optimizations was set as 

0.05 eV Å−1. The Monkhorst-Pack (MP) Brillouin zone sampling 

method was used with a 9x11x10 k-point spacing and an energy 

cutoff of 450eV. In these calculations, zero point energy for the 

hydrogen was not considered. Our calculated DFT energies for 

the binding of a hydrogen atom at the (100), (010), and (001) 

surfaces are, respectively, -0.65, -0.60, and -0.46 eV, while the 

ReaxFF predicted energies are, respectively, -0.56, -0.67, and -

0.57 eV. ReaxFF qualitatively reproduces DFT energies for the 

binding of hydrogen at the Fe3C surfaces considered in this 

study. Hydrogen binds at the three-folded sites of (100) and (010) 

surfaces, while for (001) surface hydrogen binds at a bridge site 

between two iron atoms. Three-fold binding sites are more stable 

than the bridge sites, and this is evident from the DFT energies 

as well. However, the ReaxFF predictions for the binding 

energies at the (100) and (010) surfaces are quite similar. In this 

study, it was important for the ReaxFF to capture the qualitative 

trend for hydrogen binding with the surfaces to describe the 

hydrogen interactions at the interfaces. For hydrogen binding 

data at the α-iron surfaces, readers are referred to the ref. [40]. 

4. Results and Discussion 

4.1 Hydrogen Diffusion Coefficients in Bulk α-iron and Fe3C 

 

To calculate the diffusion coefficient of hydrogen in the bulk α-

iron, we performed NVT-MD simulations at various 

temperatures, such as, 300K, 400K, 500K, and 600K, with a 

temperature damping constant and a MD time step of 500 and 

0.25 femtoseconds, respectively. Hydrogen atoms were 

randomly loaded in the bcc-lattice of iron at varying 

concentrations. Various system sizes and hydrogen 

concentrations were considered for this study. Supercell sizes of 

8x8x8, 10x10x10, 14x14x14, and 18x18 x18 unit cells were 

chosen. The range of hydrogen concentration from 10-4 to 10-2 

(hydrogen concentration is defined as the ratio of number of 

hydrogen to the number of iron atoms) was investigated. A 

periodic boundary condition was employed in all three 

directions. A conjugate gradient energy minimization scheme 

was used to perform the structural relaxation. During the MD 

simulations, trajectories were saved at every 0.125 picosecond.  

Diffusion coefficients were computed using the mean square 

displacement (MSD) of hydrogen atoms that was determined 

from the unfolded atomic coordinates after the system achieved 
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equilibrium at the simulation temperature. MSDs and diffusion 

coefficients (DCs) were calculated using the Einstein’s relation: 

𝑀𝑆𝐷 =< |𝑟(𝑡) − 𝑟(0)|2 > 
 

𝐷 =
1

6
lim

𝛥𝑡→∞

𝑀𝑆𝐷(𝑡 + 𝛥𝑡) − 𝑀𝑆𝐷(𝑡)

𝛥𝑡
 

where r is the position of the particle, t is the time, and D is the 

diffusion coefficient.  

 

 

 
Fig. 4. MSD vs. time plot at various temperatures for diffusion 

of hydrogen in (a) α-iron (b) Fe3C phase 

 

The apparent DC were calculated using the following Arrhenius 

equation:76   

𝐷(𝑇) = 𝐷𝑜exp (−
𝐸𝑎

𝑘𝑇
) 

where D0 is the pre-exponential factor, Ea is the activation 

energy, k is the Boltzmann constant, and T is the temperature. 

The activation energy and the pre-exponential factors are 

independent of temperature and were computed using an 

exponential regression analysis of a D vs. 1/T plot. Figure 4(a) 

shows MSD vs. time plot for the hydrogen concentration of 10-2 

in the bulk α-iron. The statistical average of the diffusion 

coefficient results derived from ten different simulations at four 

different temperatures is shown in Fig. 5 with error bars. The 

mean hydrogen diffusion coefficient at 300K is calculated as 

7.1x10-10 m2s-1. ReaxFF underestimates the experimental 

diffusion coefficient by about 50% in comparison with the 

experimental data in [77]. The magnitude of this deviation can be 

attributed to the relatively higher hydrogen concentration 

considered in this study as well to the time-scales used in these 

computations.  Pre-exponential factors and activation barriers are 

calculated using least-square regression analysis. We represent 

the diffusion coefficient as a function of temperature with the 

following expression: D (T) = 5x10-8 exp (-1318/T) m2s-1. The 

activation barrier for hydrogen diffusion is calculated as 0.11 eV. 

The activation barrier calculated from the MSD plot is relatively 

higher than the barrier calculated from the static calculation for 

the minimum energy diffusion pathway (T-T jump), which 

implies—H diffusion mechanism cannot be solely attributed to 

the T-T jump. Due to the temperature effect, T-O-T jump also 

has a finite probability.  At a higher temperature, higher entropy 

also facilitates T-O-T jump. In addition, hydrogen-hydrogen 

interaction affects hydrogen diffusion barrier in our dynamic 

simulations.78  The hydrogen diffusion mechanism in pure α-iron 

can be attributed to the interstitial diffusion only—

predominantly through the T-T site, however, T-O-T diffusion 

was also observed during the simulation. 

 

Fig. 5. Diffusion coefficient of hydrogen in the α-iron and Fe3C 

phases as a function of temperature (Y-axis is in logarithmic 

scale) 

 

We also calculated the hydrogen diffusion coefficient at the Fe3C 

phase following the same procedure described for the α-iron 

simulations. The hydrogen concentration range was between 10-

4 - 10-2 for the Fe3C. ReaxFF predicted mean hydrogen diffusion 

coefficient in the Fe3C at 300K is 1.84x10-11 m2s-1, which is an 

order of magnitude slower than the corresponding α-iron case. 

From the Arrhenius plot, the activation barrier and pre-

exponential factor are calculated as 0.80 eV and 3x10-8 m2s-1. 

The predicted higher activation barrier resulted in slower 

hydrogen diffusion in the Fe3C phase. The calculated average 

diffusion coefficients at various temperature are shown in Fig. 5 

along with error bars. The hydrogen diffusion coefficient as a 

function of temperature can be expressed as: D (T) = 3x10-8 exp 

(-2243/T) m2s-1. Overall, the agreement between ReaxFF and the 

available literature demonstrates that the Fe/C/H potential can be 

used to derive hydrogen diffusion properties in the bulk α-iron 

and Fe3C over a range of temperatures and hydrogen 

concentrations. 

 

4.2 Void Nucleation and Growth in α-Iron 

Structural materials exposed to the irradiation environment undergo 

changes in structure and physical properties. Irradiating particle 

displaces atoms from their lattice positions and creates vacancies and 

self-interstitial defects.79,80 Iron structures of the fission and fusion 

reactors experience extreme radiation fields. However, the prediction 

of irradiation induced vacancies and their growth to form nanovoids 

requires a time scale (seconds to year), which is prohibitive for the 
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conventional MD methods.81 Previously, KMC82 and rate theory83 

were used to study the void growth; however, these methods depend 

heavily on the reaction rates and barriers derived from atomistic 

simulations. In this study, we employed a relatively simplified 

approach—the grand canonical Monte Carlo (GCMC) scheme84—to 

investigate the nucleation and formation of vacancy clusters.  The 

migration of monovacancies and their combination with other 

vacancies leads to the formation of a vacancy cluster. The Metropolis 

criteria based swap move of the GCMC scheme enabled us to 

investigate vacancy cluster formation. An α-iron 8x8x8 supercell is 

used for this simulation. The initial geometry contains 50 randomly 

distributed monovacancies. This high vacancy concentration 

represents a super-abundant vacancy configuration.29  

 

Fig. 6. Vacancy cluster formation during a GCMC simulation (a) 

initial vacancy distribution (b) formation of vacancy clusters 

(vacancies are represented as green sphere and lattice iron atoms are 

not shown for clarity)  

A GCMC swap move was allowed only to swap a vacancy with a 

lattice site. The GCMC move was accepted when vacancy swapping 

is energetically favored. The results from this simulation are shown in 

Fig. 6. Large vacancy clusters comprising of 29 and 21vacancies were 

observed during the GCMC move.  Coalescence of the isolated 

vacancies to  large vacancy clusters supports the experimental 

evidence of nanovoids formation in irradiated iron.85 

4.3 Diffusion of Hydrogen in Presence of a Vacancy Cluster 

Hydrogen precipitation at dislocations and voids in the α-iron is a 

well-known phenomenon.86 Strong attraction of the hydrogen towards 

the defect sites is a cause of increased hydrogen concentration in the 

voids. We performed MD simulations to study this phenomenon. We 

created a cubic lattice of 8x8x8 supercell of α- iron, and a spherical 

void of 10Å diameter was introduced by removing lattice iron atoms. 

Twenty hydrogen atoms were randomly inserted in the simulation 

cell. Periodic boundary conditions were used in all three directions. 

After performing a structural relaxation simulation, we conducted a 

NVT-MD simulation at 500K with a temperature damping constant of 

500fs. The simulation cell and the hydrogen trajectories from the MD 

simulation are shown in Fig. 7.  

 

Fig. 7. Hydrogen binding at a vacancy cluster in a 500K NVT MD 

simulation, (a) Initial configuration, (b) Equilibrated hydrogen 

trajectories during this simulation.  Color scheme: Iron (blue). 

Hydrogen atoms diffused through the lattice, and once they arrived at 

the vacancy site they bonded with the inner surface. Hydrogen 

accumulation at the void inner surface was increased as simulation 

proceeded. Thus within 400ps of simulation, all the hydrogen atoms 

bonded at the vacancy site. This trapping of hydrogen at the vacancy 

cluster and an increased concentration of hydrogen at the void is 

consistent with the experimental observation of hydrogen induced 

blister formation in the pipeline steel.25 

4.4 Ferrite-Cementite Interface Simulations 

Typically, interfaces are formed due to the presence of different 

precipitators in a structural iron. Commonly observed precipitators are 

Fe3C, Fe2C5, and TiC.24,87 In this study, we considered the Fe3C 

precipitator in an α-iron phase and investigated the interaction of 

hydrogens at interfaces and also with the individual phases. Interfaces 

were modeled by a slab, which consists of a finite number of layers of 

ferrite and cementite structure. In our slab model, we considered 

Bagarytsky interfaces (BI) that are commonly observed in the ferrite-
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cementite system.88 Two BIs are considered in this study, namely, 

C100/F11̅0, and C010/F111, where C and F represent cementite and 

ferrite surfaces, respectively. Surfaces were cut from the individual 

bulk phases, and we constructed surface supercells of both phases so 

that upon interface formation, lattice mismatch is minimized. Cell 

dimensions of C100/F11̅0, and C010/F111 interfaces were, 

respectively,  20.0 x 32.0 x 60.0 and 36.0 x 20.0 x 60.0Å. Lattice 

misfit for C100/F11̅0, and C010/F111 interfaces are, respectively, 

~0.5% and ~3%. We constructed these interface geometries in the 

Materials studio 7. Periodic boundary conditions were employed in 

the y and z-directions while the x-direction was set as non-periodic 

(Fig 9).   

In structural iron, adhesion between a precipitator and the metal 

interface plays a significant role in predicting their mechanical 

strength. Hydrogen accumulation at an interface enhances the 

tendency of embrittlement. It was experimentally observed that the 

presence of hydrogens at the interface weakens the bonding, thus 

leading to the propagation of decohesion-induced failure along the 

interfacial boundary.25 To examine this effect, we performed a set of 

simulations where we placed hydrogen atoms at the interfaces at 

various concentrations and performed structural relaxation 

simulations using the conjugate gradient scheme.  

The work of separation (Wsep), as introduced by Finnis et al.89 is vital 

for quantifying the interfacial adhesion.  Wsep is defined as the 

reversible work needed to separate an interface into two free surfaces, 

which is a measure of the strength of the interfaces89 and calculated 

as:  

𝑊𝑠𝑒𝑝 = 𝜎𝐹𝑒−𝑠𝑣 + 𝜎𝐹𝑒3𝐶−𝑠𝑣 − 𝜎𝐹𝑒/𝐹𝑒3𝐶 

           = (𝐸𝐹𝑒 + 𝐸𝐹𝑒3𝐶 − 𝐸𝐹𝑒/𝐹𝑒3𝐶)/2𝐴 

where,  σFe-sv, 𝜎𝐹𝑒3𝐶−𝑠𝑣 are the solid-vapor surface energies, and 

𝜎𝐹𝑒/𝐹𝑒3𝐶 is the interface energy; EFe and 𝐸𝐹𝑒3𝐶  are the total energies 

for the iron, cementite slab, respectively. 𝐸𝐹𝑒/𝐹𝑒3𝐶 is the total energy 

of the slab model with interfaces, and A is the interfacial area.  

 

Fig. 8. Work of separation as a function of hydrogen concentration at 

the C100/F11̅0 and C010/F111 Bagaryatskys’ interfaces. C and F 

stands for cementite and ferrite surfaces, respectively. 

We calculated Wsep for both of the BI interfaces at different hydrogen 

concentrations. Fig. 8 represents the relation between Wsep and 

hydrogen concentrations at the interfaces.  Note that the reported Wsep 

values do not account for the effect of uncertainty stemming from 

different arrangement of hydrogens. In the current approach, we begin 

with a random placement of hydrogens and rely on the optimizer to 

fully relax and minimize the structure. However, the optimizer could 

only ensure us to provide the nearby local minimum for a given initial 

geometry and not the global minimum.  Alternatively, one could start 

with “n” different starting configurations and aim to arrive at an 

estimate of uncertainty by fully relaxing them.  Since, the uncertainty 

thus calculated would still not reflect the true measure of it as there is 

no way to ensure that one has tried all possible arrangements of 

hydrogens.  Consequently, our intent in Fig. 8 is not to provide a 

quantitative measure of Wsep instead to demonstrate qualitatively the 

trend in Wsep with increasing hydrogens at the interface. One can see 

that in Fig. 8 for both of the interfacial configurations, Wsep decreases 

with the increasing hydrogen concentration at the interfaces, which 

indicates the weakening of the interfaces—i.e. lower energy is needed 

to cleave the interface into two surfaces. This finding corroborates 

with the observation of the hydrogen induced decohesion at the 

interfaces.25 Wang and co-workers’90 study on Cu/Al2O3 interfaces 

also revealed hydrogen-assisted reduction in Wsep.   

 

Fig. 9. Diffusivity and segregation of hydrogen at Bagaryatskys’ 

Interfaces at t=0ps, t=100ps and t=400-600ps. Top panel: C100/F11̅0 

and bottom panel: C010/F111. Color scheme: equilibrated hydrogen 

trajectories (red dots), hydrogen (red), carbon (ochre), and iron (blue). 

Furthermore, hydrogen diffusion kinetics were studied in ferrite-

cementite interface geometries. Twenty hydrogen atoms were 

randomly placed in each of the phases, and MD simulations were 

performed. The structural relaxation simulations followed by the 

NVT-MD simulations were performed at 500K temperature. Fig. 9 

shows the evolution of the diffusivity of hydrogen atoms at 0ps, 100ps 

and the trajectory of equilibrated hydrogen atoms (shown as red dots) 

for 400-600ps at both interfaces. During the NVT-MD simulation, 

hydrogen atoms diffuse towards the interface from both phases and 

hydrogen accumulation is observed at the interface. The higher 

hydrogen diffusion coefficient at the ferrite phase facilitates the 

diffusion of hydrogen atoms to the interface at an expedited rate, while 

hydrogen segregation from the cementite phase to the interface takes 

place at a slower rate.  Hanada et al.91 reported that hydrogen atoms 

diffusing through the ferrite phase are being attracted to the cementite 

precipitators due to the negative gradient of the trapping potential of 

the cementite. The stress field induced in the ferrite matrix by the 

cementite at the interface is also responsible for the hydrogen 

accumulation at the interfaces.91 Our results on the hydrogen 

segregation at the interfaces are consistent with the experimental 

observation.91 Diffusion coefficient of the hydrogen atoms—trapped 

at the interfaces—is found three order of magnitude slower than the 

bcc-iron phase. For example, diffusion coefficient of hydrogen atoms 
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trapped at the C010/F111 interface is calculated as 2.40x10-13 ms-2.  

Since interfaces act as a strong trap site for the hydrogen, we did not 

observe any hydrogen atoms to cross the interface from either of the 

phases.  

5. Conclusions 

We employed the Fe/C/H ReaxFF force field to explore 

experimentally observed phenomenon of hydrogen interaction with 

pure and defective α-iron and with two types of Bagarytsky interfaces 

(BI) between the ferrite and cementite phases. ReaxFF simulations 

reasonably predict the diffusion coefficients of hydrogen in the α-iron 

and Fe3C phases and hydrogen trapping at nanovoids. The prediction 

of phase dependent hydrogen diffusivity and hydrogen segregation at 

the interfaces agrees with experimental observations. The values of 

predicted hydrogen diffusion coefficient in three different phases 

follows a sequence of Dα-iron > DFe3C > Dinterfaces. The Grand Canonical 

Monte Carlo (GCMC) simulation demonstrates the ability of the 

ReaxFF method in describing vacancy cluster formation and the 

growth of nanovoids. ReaxFF captures the phenomenon of hydrogen-

induced decohesion type failures at the interfaces. Increase in 

hydrogen concentration at the interfaces reduces the work of 

separation, suggesting the possibility of crack propagation along the 

interfaces. Overall, the simulation results obtained in this study 

demonstrates that the Fe/C/H force field can satisfactorily describe 

hydrogen, vacancy, ferrite, and cementite interactions, which 

encourages us to extend our studies towards other aspects of hydrogen 

embrittlement using ReaxFF.  Investigations are underway to explore 

the effect of hydrogen on the mechanical properties of iron nanowire 

and crack propagation behavior in α-iron in the presence of hydrogen 

and precipitator interface. Most importantly, the present work 

highlights the transferability of the Fe/C/H force field that is trained 

against the data for describing Fischer-Tropsch catalysis to materials’ 

characterization and emphasizes ReaxFF force field validation as a 

prerequisite while engaging ReaxFF capability for its unique strength 

to enable investigations of the effect of chemistry on the mechanical 

properties of the material.  Additional work is in progress to extend 

the length scales of reactive MD to hundreds of nanometers by using 

an adaptive hybrid force field scheme that involves a computationally 

intensive ReaxFF reactive force field description for the complex 

surface chemistry and computationally less expensive Tersoff or 

EAM potential to adequately describe the mechanical properties of the 

material.   
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Hydrogen embrittlement (HE) is a well-known material phenomenon that causes significant loss in the 
mechanical strength of structural iron and often leads to catastrophic failures.  In order to provide a 
detailed atomistic description of HE we have used a reactive bond order potential to describe adequately 
the diffusion of hydrogen as well as its chemical interaction with other hydrogen atoms, defects, and the 
host metal. The currently published ReaxFF force field for Fe/C/H systems was originally developed to 
describe Fischer-Tropsch (FT) catalysis [C. Zou, A. C. T. van Duin and D. C. Sorescu, Top. Catal., 
2012, 55, 391–401]and had been especially trained for surface formation energies, binding energies of 
small hydrocarbon radicals on different surfaces of iron and the barrier heights of surface reactions.  We 
merged this force field with the latest ReaxFF carbon parameters [S. Goverapet Srinivasan, A. C. T. van 
Duin and P. Ganesh, J. Phys. Chem. A, 2015, 119, 1089-5639] and used the same training data set to refit 
the Fe/C interaction parameters. The present work is focused on evaluating the applicability of this 
reactive force field to describe material characteristics, and to study the role of defects and impurities in 
the bulk and at the precipitator interfaces. We study the interactions of hydrogen with pure and defective 
α-iron (ferrite), Fe3C (cementite), and ferrite-cementite interfaces with a vacancy cluster. We also 
investigate the growth of nano voids in α-iron using a grand canonical Monte Carlo (GCMC) scheme.  
The calculated hydrogen diffusion coefficients for both ferrite and cementite phases predict a decrease in 
the work of separation with increasing hydrogen concentration at a ferrite-cementite interface, suggesting 
a hydrogen-induced decohesion behavior. Hydrogen accumulation at the interface was observed during 
molecular dynamics (MD) simulations, which is consistent with experimental findings. These results 
demonstrate the ability of the ReaxFF potential to elucidate various aspects of hydrogen embrittlement in 
α-iron and hydrogen interaction at a more complex metal/metal carbide interface.   

 

1. Introduction 

Hydrogen is well known for its deleterious effect on mechanical 
properties of metals and alloys.1–4 In metallic systems, such as 
carbon steels, the presence of hydrogen often embrittles the material, 
a phenomenon known as hydrogen embrittlement (HE). The 
structural iron used in refinery industries and in oil and gas pipelines 
are particularly susceptible to HE due to their exposure to the 
hydrogen-rich environment. HE has received an enormous amount 
of research attention over the last few decades.5–7  Many 
mechanisms have been proposed to explain HE. The inclusion of a 
few parts per million (ppm) of hydrogen in carbon steels can 
dramatically reduce fracture stress, strain, and ductility while also 
enhances brittleness, these often leads to disastrous brittle failure 
without plastic strain.8,9 A hydrogen-induced delayed fracture 
mechanism has also been proposed, wherein the presence of 
hydrogen is known to initiate a crack in the material at an applied 
load that is lower than the yield stress of the material.10 Beachem11 
suggests that subcritical crack growth in the material due to localized 
plastic deformation is prompted by the interaction of hydrogen with  
dislocations. The hydrogen-enhanced localized plasticity (HELP) 
theory predicts material failure due to the  hydrogen-induced high 
mobility of  dislocations, resulting in an increased local plasticity 

and agglomeration of dislocations, leading to a plastic failure.12  The 
mechanism of hydrogen enhanced decohesion (HEDE) has also been 
discussed widely as a mechanism for embrittlement in structural 
iron.13,14 HEDE postulates that the accumulation of hydrogen in the 
lattice sites weakens the bonding strength between atoms of the host 
metal and reduces the material strength. The Griffith criteria 
suggests that the presence of hydrogen lowers surface energy and 
accelerates cleavage-like failures along the crystal planes of the 
material. HEDE damage occurs in crack tips and interfaces, where 
the presence of hydrogen lowers atomic cohesive strength and 
initiates interfacial debonding; consequently, cracks propagate at a 
lower applied tensile loading.15 In general, these proposed models 
explain certain aspects of HE; however, a comprehensive 
mechanism has not been derived so far.6,16–18 

Hydrogen inclusion in a material may happen during manufacturing, 
processing, or when the material is exposed to a hydrogen rich 
environment during its service life.  Hydrogen traps at various lattice 
defects — dislocations, microvoids, grain boundaries, and 
precipitator interfaces — result in an increased amount of dissolved 
hydrogen in carbon steels. This is due to the fact that the trapping 
sites are generally lower in energy than the regular lattice sites.19,20 
Once introduced in the bulk iron, hydrogen diffuses quickly through 
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the tetrahedral interstitial sites until it finds a trap or a surface such 
as a vacancy or an interface.15 Therefore, the processes of hydrogen 
trapping and diffusion in metallic materials are considered to be 
important elementary steps for developing an improved 
understanding of the mechanisms of HE.  

Furthermore, numerous reports suggest that the inclusion of various 
non-metallic phases in high-strength carbon steel plays a significant 
role in the process of HE and in determining mechanical properties 
of the materials. Non-metallic precipitators may act as a strong 
trapping site and a retardant for the diffusing hydrogen atoms.10 
Hydrogen trapping at an interface could impact the decohesion of the 
host metal and initiate a crack.6 Chan et al.21 reported that the ferrite-
cementite interfaces are dominant trapping sites for hydrogens owing 
to a relatively lower interfacial energy. Ramunni et al.22 described 
the cementite phase as a major trapping site for hydrogen. Lee and 
co-workers23,24 studied hydrogen trapping by TiC particles and the 
activation energy for the trapping of hydrogen. Other researchers25,26 
suggest that the presence of inclusions introduces voids, increases 
hydrogen concentration in the voids, and supports the growth of 
voids under the application of tensile loading. Consequently, crack 
initiation and propagation happens along the inclusion-metal 
interfaces.    

Despite a great deal of research effort to explain the interaction of 
hydrogen with structural steel, a detailed understanding at an 
atomistic level has not been fully developed. The high mobility and 
low solubility of hydrogen in α-iron impedes experimental 
techniques to offer a detailed characterization of the hydrogen 
interaction.27 In this regard, atomistic simulations can effectively 
assist to probe different proposed hypotheses to gain insight into the 
underlying mechanism of HE on a length and time scale that is not 
accessible in experiments. Both the ab-initio and the classical 
molecular dynamics simulations have been employed in studying the 
iron-hydrogen systems. The static Density Functional Theory 
(DFT)-based ab-initio calculations focus primarily on ground-state 
energies of elementary steps to derive an understanding of the 
reaction paths as well as barriers of the reaction steps for hydrogen 
interactions with α-iron while the classical simulations based on non-
reactive force field focused on predicting the mechanical properties 
and the impact of hydrogen. Many atomistic simulation studies on 
iron-hydrogen systems are available in the literature, such as 
diffusion of hydrogen through bulk iron,28–31 the trapping of 
hydrogen at vacancies,32–34 and hydrogen accumulation at the crack 
tips.2 

Moreover, the literature shows that efforts were made to implement 
a kinetic Monte Carlo (KMC) scheme to simulate the time evolution 
of a complex phenomenon like HE from the list of elementary steps 
together with their rates being identified using the high level DFT 
calculations.35,36 Such a scheme is attractive and advantageous as it 
provides a more fundamental insight if the list of transitions in the 
transition table is complete. The latter is more challenging, 
especially when it involves surfaces and interfaces. In addition, 
owing to the complexity of the interfacial structures, no ab-initio or 
classical molecular dynamics studies have been conducted on 
hydrogen interaction with a ferrite-cementite interface. In this 
regard, the ReaxFF method is an attractive option as it is 
computationally less demanding compared to the ab-initio MD 
and/or the efforts needed upfront to explore the detailed DFT based 
potential energy surface for a KMC simulation.  In addition, ReaxFF 
has demonstrated its ability to describe complex interfaces in a 
number of studies.37–39   

In this study, we employed the ReaxFF reactive force field method 
to investigate vacancy-hydrogen interaction in a bulk α-iron phase, 
the interaction of hydrogen at the ferrite-cementite interfaces, and 
void         nucleation and growth of nanovoids in the α-iron. In 
addition, this work also explores the applicability of the Fe/C/H 
ReaxFF force field—which was originally developed and recently 
updated against the training set to describe elementary reactions in 
Fischer-Tropsch catalysis40—to investigate the chemistry of 
hydrogen interaction with the bulk iron and at the interfaces of 
ferrite-cementite phases.   

The next section briefly describes the ReaxFF formalism and is 
followed by force field validation results for pure and defective iron, 
as well as for the α-iron and Fe3C surfaces. Subsequent sections 
highlight the molecular dynamics simulation results on the diffusion 
of hydrogen in bulk α-iron and Fe3C phases, growth of nanovoids, 
and hydrogen interaction with α-iron in presence of a nanovoid and 
at interfaces 

2. ReaxFF Background and Force Field 

Description 

ReaxFF is a general bond order41,42 (BO) based empirical force field 
method which allows bond breaking and formation in a dynamic  
simulation. The general form of the ReaxFF energy is shown below: 

Esystem = Ebond + Eover + Eunder + Elp + Eval + Etor + EvdWaals + ECoulomb 

It includes, respectively, partial energy contributions from the bond, 
over-coordination penalty and under-coordination stability, lone pair, 
valence, and torsion, non-bonded interactions van der Waals, and 
Coulomb energies.  

ReaxFF uses the concept of bond orders to determine the bonded 
interactions among all atoms in a system.  BO is a continuous 
function of distance between bonded atoms and accounts for 
contributions from sigma, pi, and double-pi bonds using the 
following expression.  

																			��′�� = ����� + ����
 + ����



= �� ����. �
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where �����, ����
,	 and ����

 are the partial contributions of σ, 
π- and double π-bonds between atoms i and j , rij is the distance 
between i and j , ro

σ , ro
π , and  ro

ππ are the bond radii of σ, π- and 
double π-bonds, respectively, and pbo terms are empirical parameters 
fit to either experimental or quantum data. 

All of the connectivity-dependent interactions, i.e. the valence and 
torsion energy, are contingent on BO, therefore, as bond breaks their 
energy contribution also diminishes. Bonded and non-bonded 
interaction energies are calculated independently. Non-bonded 
interactions, i.e. the van der Waals and Coulomb, are calculated 
between every pair of atoms, regardless of their connectivity. 
Excessive repulsion at short distances is circumvented by adding a 
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shielding parameter in non-bonded energy expressions and a 7th 
order taper function is used to eliminate any energy 
discontinuity.43,44 The combination of covalent and Coulomb 
interactions enables ReaxFF to describe a wide range of systems, 
including covalent,45,46 metallic,47 metal hydride,48 and carbide40 
systems. ReaxFF uses a geometry-dependent charge calculation 
scheme, the Electronegativity Equalization Method (EEM)49 for 
charge calculation. ReaxFF method have been widely used to 
investigate a wide range of applications in materials,50–53 catalysis54, 
and other chemical systems.55,56 For a more detailed description of 
the ReaxFF method, see van Duin et al.,46 Chenoweth et al.,45 and 
Russo Jr et al..57 

The original Fe/C/H ReaxFF force field40 parameters were 
developed through extensive training against high-level quantum 
data for describing the equation of state of α- and γ-phases of iron, 
and Fe3C, hydrogen interaction at different surfaces of α-iron, 
surface formation energies of α-iron and Fe5C2, binding energies of 
small hydrocarbon radicals on different surfaces of iron, and 
hydrogen dissolution in bulk iron at different concentrations. A 
detailed description of the force field development can be found in 
Ref.[40]. For this work, we retained the Fe/Fe and Fe/H parameters 
from the FT catalysis force field40 and merged these with the 
recently developed ReaxFF carbon parameters.58 Next, we 
performed refitting for Fe-C bond and 6 angle parameters, viz., Fe-
C-Fe, H-C-Fe, C-Fe-C, C-Fe-H, C-H-Fe and Fe-C-H to restore the 
force field error to the same level as the original Fe/C/H force 
field.40 This refitting was performed using the same training set data 
as used in ref.[1]. Key force field parameters are presented in Table 
I-IV. Detailed force field parameters are given in the supporting 
information.      

One of the value added claims for any force field is transferability 
and this work demonstrates that the force field developed to address 
Fischer-Tropsch catalysis can be used to describe vacancies, vacancy 
migration, vacancy void formation and vacancy-hydrogen cluster 
formation in α-iron and hydrogen interactions with the ferrite-
cementite interfaces.  While, the force field used in this study has 
been developed based on the two previously published work, none of 
those works evaluated the applicability of the force field for 
vacancy, hydrogen-vacancy interactions, interface energies, work of 
separation or diffusion of hydrogen.  

 
Table I. Fe/C/H selected atom parameters 

 ro (Å) η (eV) χ (eV) γ(Å) pov/un 

Fe 1.9306 8.6241 1.7785 0.4744 -16.0573 

C 1.3674 7.0000 4.8446 0.8485 -4.1021 

H 0.8930 9.6093 3.7248 0.8203 -19.4571 

For a definition of the parameters, see reference [46] 

Table II. Fe/C/H selected bond parameters 

 De
σ 

(kcal/mol) 
pbe,1 pbe,2 pbo,1 pbo,2 pkov 

Fe-Fe 44.2147 0.2236 0.4922 -0.0552 6.7583 0.2849 
C-Fe 103.5536 0.8440 0.7522 -0.1509 4.0000 0.0100 
H-Fe 78.2669 0.4668 0.5673 -0.1543 5.4965 0.1766 

For a definition of the parameters, see reference [46] 

 
Table III: Fe/C/H selected off diagonal bond parameters  

 Dij (kcal/mol) RvdW (Å) α ro
σ(Å) 

Fe-C 0.3999 1.4558 11.0036 1.3918 

Fe-H 0.0200 1.9451 10.8595 1.4157 

C-H 0.1200 1.3861 9.8561 1.1254 

For a definition of the parameters, see reference [46] 

 

 

Table IV. Fe/C/H selected angle parameters 

 

 θo 

(degree) 

ka 

(kcal/mol) 

kb 

(1/rad)2 

pv,1 pv,2 

Fe-C-Fe 29.2204 18.5882 4.2644 0.0832 1.1249 

H-C-Fe 0.3090 16.1111 1.4583 0.0100 1.4801 

C-Fe-C 0.0100 39.5131 4.3816 0.5791 3.7111 

C-Fe-H 48.0872 0.3787 0.0108 0.3648 1.5939 

C-H-Fe 0.0100 2.8313 2.3314 2.7564 2.7554 

Fe-C-H 0.3090 16.1111 1.4583 0.0100 1.4801 

For a definition of the parameters, see reference [46] 

3. Force Field Validation 

In the present study, we performed a set of calculations to evaluate 
the capability of the Fe/C/H force field.  Our objective was to 
investigate the interactions of hydrogen with the pure and defective 
bulk α-iron, as well as at the ferrite-cementite interfaces.  For this 
purpose, we evaluated our force field performance in a series of 
relevant cases and compared our calculated values with the data 
available in literature either from experiments or from high-level ab-

initio computations.  

3.1 Bulk Properties of α-Iron and Fe3C 

The bulk mechanical properties of α-iron and Fe3C phases were 
investigated. In order to calculate the equilibrium lattice 
constants and the bulk moduli of both α-iron and Fe3C, we 
performed simulations to obtain the energy-volume 
relationships. In this simulation, we applied both compression 
and expansion with respect to the equilibrium volume and 
recorded the corresponding energies. The equations of states as 
calculated from ReaxFF simulations and the corresponding 
DFT data for α-iron59 and Fe3C

60 are shown in Fig.1. The 
minimum of the energy-volume curve provides the equilibrium 
lattice constant and bulk modulus were calculated by fitting the 
data using Murnaghan equation of state. ReaxFF predicted 
equilibrium lattice constants of α-iron and Fe3C are 
respectively:  a=2.85Å, and a=5.09, b=6.74, c=4.53 Å, which 
are in good agreement with the experimental data.61,62 The bulk 
modulus values of the α-iron and Fe3C phase as calculated from 
the Murnaghan equation of state are:148 and 136 GPa, and they 
are in accordance with the reported literature value of 16862 and 
174±6 GPa,63 respectively. 

Page 13 of 20 Physical Chemistry Chemical Physics

P
hy

si
ca

lC
he

m
is

tr
y

C
he

m
ic

al
P

hy
si

cs
A

cc
ep

te
d

M
an

us
cr

ip
t



ARTICLE Journal Name 

4 | J. Name., 2012, 00, 1-3 This journal is © The Royal Society of Chemistry 2012 

 

Fig. 1. Equation of states of (a) α-iron and (b) Fe3C phases as 
calculated using ReaxFF method and corresponding DFT 

values. Color scheme: carbon (ochre), and Iron (blue)  

 

3.2 Hydrogen Binding and Diffusion in Bulk Iron 

For the computation of hydrogen binding energies in bulk α-
iron, we considered an 8x8x8 supercell of the α-iron. The bcc 
lattice has two high symmetry interstitial sites, namely, 
octahedral (O-site) and tetrahedral (T-site). It is well known 
that hydrogen dissolution in the bulk-iron is endothermic. Our 
calculated hydrogen dissolution energies are, respectively, 0.40 
and 0.64 eV corresponding to the tetrahedral and octahedral 
sites. These values are in agreement with the data reported by other 
authors, such as 0.33-0.35 eV for the T-site,64 and 0.43-0.55 eV for 
the                                                               O-site.31,65 Hydrogen 
prefers to occupy the T-sites, and it is reported in the literature as the 
ground state for interstitial hydrogen,34 while O-sites are not 
preferred due to the requirement of a larger lattice expansion to 
accommodate the hydrogen.31 However, at elevated temperatures, 
hydrogen tends to occupy the octahedral sites. Jiang et al.31 reported 
from their first principles calculations that the hydrogen dissolution 
energies at the T-sites are quite insensitive to the hydrogen 
concentration in the bulk-iron due to the absence of strong H-H 
interactions. Therefore, the presence of multiple hydrogens does not 
significantly affect the per hydrogen binding energy in the bulk-iron.  
Hydrogen diffusion barriers are also calculated for interstitial 
hopping. Two predominant diffusion pathways, such as T-T and T-
O-T, are reported in literature. ReaxFF predicted diffusion barriers 
for T-T and T-O-T are, respectively, 0.032 and 0.3 eV, which are 
qualitatively consistent with the DFT calculated values of, 
respectively,  0.082 eV31 and 0.19 eV.65   

 
3.3 Vacancy Formation and Interaction with Hydrogen 

 

A vacancy is a configuration in which an atom is missing from a 
regular lattice site. Vacancy plays an important role in Fe-H 
interactions. We calculated a monovacancy formation energy as 2.5 
eV, which is in agreement with the results from other DFT studies 
(1.95-2.76 eV )66–68 and close to the reported experimental range of 
1.6-2.1 eV.34,69 The monovacancy formation energy was calculated 
using supercells of different sizes to eliminate the size effect. The 
vacancy migration barriers to the first and second nearest neighbors 
as calculated from the ReaxFF are, respectively, 0.83 eV and 2.95 
eV, while the reported values in the literature are, respectively, 0.69 
and 2.50 eV.69 ReaxFF slightly overpredicts the vacancy migration 
barriers. It was observed that the presence of hydrogen in a lattice 
reduces vacancy formation energies.69 The monovacancy formation 
energy in the vicinity of n hydrogen cluster is calculated using the 
following formula: 

��
� = � !"#$ % & % 1

& �( % )*� !+ % �(, 
 
where, E (HnV) is the energy with a vacancy-hydrogen cluster, N is 
the number of iron atoms in the perfect lattice with energy E0, n is 
the number of hydrogens, and ET is the energy with a hydrogen atom 
at the T-site.   

 

Fig. 2. Vacancy formation energies in presence of hydrogen 
clusters of various sizes in the vicinity of a monovacancy 
 
ReaxFF predicts a systematic reduction in vacancy formation 
energies with the increasing number of hydrogens in the cluster that 
is consistent with previous DFT result.69 Vacancy formation energy 
reduces to 0.08 eV in the presence of a cluster of six hydrogens 
around a monovacancy. ReaxFF predicted results of the vacancy 
formation energies in the presence of hydrogen clusters of various 
sizes are shown in Fig. 2.     

 
Fig. 3. The barriers to diffusion of a hydrogen-vacancy pair in bulk 

α-iron. The hydrogen-vacancy pair configurations are shown 
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schematically. White square and red sphere represent vacancy and 
hydrogen, respectively. 

In a bcc-lattice, there are six possible sites around a monovacancy 
for trapping hydrogens. These sites are located near the octahedral 
sites of a bcc-lattice adjacent to the monovacancy as stated by Myers 
et al.70 Vacancies form a strong trap for the hydrogen diffusing 
through the bulk. The incremental hydrogen trap energy in a 
monovacancy is calculated as: 
 

Etrap(m,n)=[E(m,n-1)-E(0,m)]-[E(m,n)+E(0,0)] 
 
where n and m are the number of hydrogens and vacancies, 
respectively. ReaxFF predicted hydrogen binding energies in a 
monovacancy site are tabulated in Table V. One can see that the 
ReaxFF results are in reasonable agreement with the available 
literature data.34  
 
Table V. Hydrogen binding in a monovacancy site of α-iron. For 
comparison results are shown from the previous DFT studies 
performed by Tateyama et al.36 
 

Nr. of H ReaxFF (eV) Ref. [34] (eV) 
1 0.50 0.55 
2 0.45 0.51 
3 0.50 0.40 
4 0.32 0.27 
5 0.24 0.33 
6 -0.30 -0.019 

 
We also calculated hydrogen diffusion barriers in the presence of a 
monovacancy. The energy barriers are calculated for hydrogen 
diffusion from one octahedral site to three other tetrahedral sites. 
The schematics of diffusion pathways are shown in Fig. 3 along with 
the corresponding relative energies. Comparison of the results with 
the DFT data from Hayward et al.69 suggests a good agreement for 
the calculated energy barriers. All of these calculations establish the 
quality of the force field in predicting the vacancy-hydrogen 
interactions in α-iron.  
 
3.4 Surface Formation Energies of α-iron and Fe3C 

We computed surface formation energies of both α-iron and Fe3C 
and compared them with literature values. Three different α-iron 
surfaces were considered in this study, namely, (110), (100), and 
(111). Surface formation energies were checked for the convergence 
with the number of layers, and in these computations, eight layers 
were found to be sufficient for the convergence in the energy within 
0.01 Jm-2. Surface formation energies are calculated using the 
following relation: 

∆�. = 1
20.

 �.123 % )�3415$	 

where, As is the surface area and Eslab and Ebulk are the energies of 
the slab and the bulk iron, respectively. ReaxFF predicted (110), 
(100), (111) surface formation energies are 2.15, 2.29, 2.59 Jm-2

, 
respectively, while at the QM level, the values correspond to 2.29, 
2.30, 2.59 Jm-2.71 It can be seen that ReaxFF accurately reproduces 
the QM surface formation energies and the relative stability of each 
of the surfaces. ReaxFF predicted the (110) surface of α-iron as the 
most stable surface and this is in agreement with the findings using 
high level quantum calculations.71  

We considered three different Fe3C surfaces—(001), (010), and 
(100)—for surface formation energy calculations. Surface formation 
energies predicted by the ReaxFF for (001), (010), and (100) are, 
respectively, 2.06, 1.98, and 2.52 Jm-2, in close proximity with the 
corresponding QM data72 of 2.05, 2.26, and 2.47 Jm-2, respectively. 
However, the ReaxFF prediction of the lowest energy surface is in 
contradiction with the results from quantum computations.72 ReaxFF 
calculations show nearly an equal stability for both the (001) and 
(010) surfaces, while the result from quantum computations directs 
the (001) surface as the lowest energy surface.  

3.5 H-binding in Fe3C Surfaces 

We carried out the DFT calculations for the binding energy of 
hydrogen at different Fe3C surfaces. The Vienna ab initio 
simulation package (VASP) was employed to solve Kohn-
Sham equations with a plane-wave basis set.73,74 We used 
Blöchl’s all-electron frozen core projector augmented wave 
(PAW) method75 to represent core electron regions with 
valence configurations of 3d7 4s1 for Fe atoms and 1s1 for H 
atoms and the generalized gradient approximation (GGA) of 
PBE was used to treat the exchange-correlation functional. A 
15Å vacuum was introduced in the surface normal direction 
while periodic boundary condition was used in the other two 
directions. The atomic force convergence criterion for the 
structural optimizations was set as 0.05 eV Å−1. The 
Monkhorst-Pack (MP) Brillouin zone sampling method was 
used with a 9x11x10 k-point spacing and an energy cutoff of 
450eV. In these calculations, zero point energy for the 
hydrogen was not considered. Our calculated DFT energies for 
the binding of a hydrogen atom at the (100), (010), and (001) 
surfaces are, respectively, -0.65, -0.60, and -0.46 eV, while the 
ReaxFF predicted energies are, respectively, -0.56, -0.67, and -
0.57 eV. ReaxFF qualitatively reproduces DFT energies for the 
binding of hydrogen at the Fe3C surfaces considered in this 
study. Hydrogen binds at the three-folded sites of (100) and 
(010) surfaces, while for (001) surface hydrogen binds at a 
bridge site between two iron atoms. Three-fold binding sites are 
more stable than the bridge sites, and this is evident from the 
DFT energies as well. However, the ReaxFF predictions for the 
binding energies at the (100) and (010) surfaces are quite 
similar. In this study, it was important for the ReaxFF to 
capture the qualitative trend for hydrogen binding with the 
surfaces to describe the hydrogen interactions at the interfaces. 
For hydrogen binding data at the α-iron surfaces, readers are 
referred to the ref. [40]. 

4. Results and Discussion 

4.1 Hydrogen Diffusion Coefficients in Bulk α-iron and 

Fe3C 

 

To calculate the diffusion coefficient of hydrogen in the bulk α-
iron, we performed NVT-MD simulations at various 
temperatures, such as, 300K, 400K, 500K, and 600K, with a 
temperature damping constant and a MD time step of 500 and 
0.25 femtoseconds, respectively. Hydrogen atoms were 
randomly loaded in the bcc-lattice of iron at varying 
concentrations. Various system sizes and hydrogen 
concentrations were considered for this study. Supercell sizes 
of 8x8x8, 10x10x10, 14x14x14, and 18x18 x18 unit cells were 
chosen. The range of hydrogen concentration from 10-4 to 10-2 

(hydrogen concentration is defined as the ratio of number of 
hydrogen to the number of iron atoms) was investigated. A 
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periodic boundary condition was employed in all three 
directions. A conjugate gradient energy minimization scheme 
was used to perform the structural relaxation. During the MD 
simulations, trajectories were saved at every 0.125 picosecond.  
Diffusion coefficients were computed using the mean square 
displacement (MSD) of hydrogen atoms that was determined 
from the unfolded atomic coordinates after the system achieved 
equilibrium at the simulation temperature. MSDs and diffusion 
coefficients (DCs) were calculated using the Einstein’s relation: 

678 =9 |; <$ % ; 0$|> ? 
 

8 = 1
6 limDE→G

678 < + H<$ % 678 <$
H<  

where r is the position of the particle, t is the time, and D is the 
diffusion coefficient.  
 
 

 
Fig. 4. MSD vs. time plot at various temperatures for diffusion 
of hydrogen in (a) α-iron (b) Fe3C phase 
 
The apparent DC were calculated using the following Arrhenius 
equation:76   

8 I$ = 8Jexp	 % �2
NI$ 

where D0 is the pre-exponential factor, Ea is the activation 
energy, k is the Boltzmann constant, and T is the temperature. 
The activation energy and the pre-exponential factors are 
independent of temperature and were computed using an 
exponential regression analysis of a D vs. 1/T plot. Figure 4(a) 
shows MSD vs. time plot for the hydrogen concentration of 10-2 
in the bulk α-iron. The statistical average of the diffusion 
coefficient results derived from ten different simulations at four 

different temperatures is shown in Fig. 5 with error bars. The 
mean hydrogen diffusion coefficient at 300K is calculated as 
7.1x10-10 m2s-1. ReaxFF underestimates the experimental 
diffusion coefficient by about 50% in comparison with the 
experimental data in [77]. The magnitude of this deviation can 
be attributed to the relatively higher hydrogen concentration 
considered in this study as well to the time-scales used in these 
computations.  Pre-exponential factors and activation barriers 
are calculated using least-square regression analysis. We 
represent the diffusion coefficient as a function of temperature 
with the following expression: D (T) = 5x10-8 exp (-1318/T) 
m2s-1. The activation barrier for hydrogen diffusion is 
calculated as 0.11 eV. 
The activation barrier calculated from the MSD plot is 
relatively higher than the barrier calculated from the static 
calculation for the minimum energy diffusion pathway (T-T 
jump), which implies—H diffusion mechanism cannot be solely 
attributed to the T-T jump. Due to the temperature effect, T-O-
T jump also has a finite probability.  At a higher temperature, 
higher entropy also facilitates T-O-T jump. In addition, 
hydrogen-hydrogen interaction affects hydrogen diffusion 
barrier in our dynamic simulations.78  The hydrogen diffusion 
mechanism in pure α-iron can be attributed to the interstitial 
diffusion only—predominantly through the T-T site, however, 
T-O-T diffusion was also observed during the simulation. 

 

Fig. 5. Diffusion coefficient of hydrogen in the α-iron and Fe3C 
phases as a function of temperature (Y-axis is in logarithmic 
scale) 
 
We also calculated the hydrogen diffusion coefficient at the 
Fe3C phase following the same procedure described for the α-
iron simulations. The hydrogen concentration range was 
between 10-4 - 10-2 for the Fe3C. ReaxFF predicted mean 
hydrogen diffusion coefficient in the Fe3C at 300K is 1.84x10-11 
m2s-1, which is an order of magnitude slower than the 
corresponding α-iron case. From the Arrhenius plot, the 
activation barrier and pre-exponential factor are calculated as 
0.80 eV and 3x10-8 m2s-1. The predicted higher activation 
barrier resulted in slower hydrogen diffusion in the Fe3C phase. 
The calculated average diffusion coefficients at various 
temperature are shown in Fig. 5 along with error bars. The 
hydrogen diffusion coefficient as a function of temperature can 
be expressed as: D (T) = 3x10-8 exp (-2243/T) m2s-1. Overall, 
the agreement between ReaxFF and the available literature 
demonstrates that the Fe/C/H potential can be used to derive 
hydrogen diffusion properties in the bulk α-iron and Fe3C over 
a range of temperatures and hydrogen concentrations. 
 
4.2 Void Nucleation and Growth in α-Iron 
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Structural materials exposed to the irradiation environment undergo 
changes in structure and physical properties. Irradiating particle 
displaces atoms from their lattice positions and creates vacancies and 
self-interstitial defects.79,80 Iron structures of the fission and fusion 
reactors experience extreme radiation fields. However, the prediction 
of irradiation induced vacancies and their growth to form nanovoids 
requires a time scale (seconds to year), which is prohibitive for the 
conventional MD methods.81 Previously, KMC82 and rate theory83 
were used to study the void growth; however, these methods depend 
heavily on the reaction rates and barriers derived from atomistic 
simulations. In this study, we employed a relatively simplified 
approach—the grand canonical Monte Carlo (GCMC) scheme84—to 
investigate the nucleation and formation of vacancy clusters.  The 
migration of monovacancies and their combination with other 
vacancies leads to the formation of a vacancy cluster. The 
Metropolis criteria based swap move of the GCMC scheme enabled 
us to investigate vacancy cluster formation. An α-iron 8x8x8 
supercell is used for this simulation. The initial geometry contains 50 
randomly distributed monovacancies. This high vacancy 
concentration represents a super-abundant vacancy configuration.29  

 

Fig. 6. Vacancy cluster formation during a GCMC simulation (a) 
initial vacancy distribution (b) formation of vacancy clusters 
(vacancies are represented as green sphere and lattice iron atoms are 
not shown for clarity)  

A GCMC swap move was allowed only to swap a vacancy with a 
lattice site. The GCMC move was accepted when vacancy swapping 
is energetically favored. The results from this simulation are shown 
in Fig. 6. Large vacancy clusters comprising of 29 and 21vacancies 
were observed during the GCMC move.  Coalescence of the isolated 

vacancies to  large vacancy clusters supports the experimental 
evidence of nanovoids formation in irradiated iron.85 

4.3 Diffusion of Hydrogen in Presence of a Vacancy Cluster 

Hydrogen precipitation at dislocations and voids in the α-iron is a 
well-known phenomenon.86 Strong attraction of the hydrogen 
towards the defect sites is a cause of increased hydrogen 
concentration in the voids. We performed MD simulations to study 
this phenomenon. We created a cubic lattice of 8x8x8 supercell of α- 
iron, and a spherical void of 10Å diameter was introduced by 
removing lattice iron atoms. Twenty hydrogen atoms were randomly 
inserted in the simulation cell. Periodic boundary conditions were 
used in all three directions. After performing a structural relaxation 
simulation, we conducted a NVT-MD simulation at 500K with a 
temperature damping constant of 500fs. The simulation cell and the 
hydrogen trajectories from the MD simulation are shown in Fig. 7.  

 

Fig. 7. Hydrogen binding at a vacancy cluster in a 500K NVT MD 
simulation, (a) Initial configuration, (b) Equilibrated hydrogen 
trajectories during this simulation.  Color scheme: Iron (blue). 

Hydrogen atoms diffused through the lattice, and once they arrived 
at the vacancy site they bonded with the inner surface. Hydrogen 
accumulation at the void inner surface was increased as simulation 
proceeded. Thus within 400ps of simulation, all the hydrogen atoms 
bonded at the vacancy site. This trapping of hydrogen at the vacancy 
cluster and an increased concentration of hydrogen at the void is 
consistent with the experimental observation of hydrogen induced 
blister formation in the pipeline steel.25 

4.4 Ferrite-Cementite Interface Simulations 
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Typically, interfaces are formed due to the presence of different 
precipitators in a structural iron. Commonly observed precipitators 
are Fe3C, Fe2C5, and TiC.24,87 In this study, we considered the Fe3C 
precipitator in an α-iron phase and investigated the interaction of 
hydrogens at interfaces and also with the individual phases. 
Interfaces were modeled by a slab, which consists of a finite number 
of layers of ferrite and cementite structure. In our slab model, we 
considered Bagarytsky interfaces (BI) that are commonly observed 
in the ferrite-cementite system.88 Two BIs are considered in this 
study, namely, C100/F11O0, and C010/F111, where C and F represent 
cementite and ferrite surfaces, respectively. Surfaces were cut from 
the individual bulk phases, and we constructed surface supercells of 
both phases so that upon interface formation, lattice mismatch is 
minimized. Cell dimensions of C100/F11O0, and C010/F111 
interfaces were, respectively,  20.0 x 32.0 x 60.0 and 36.0 x 20.0 x 
60.0Å. Lattice misfit for C100/F11O0, and C010/F111 interfaces are, 
respectively, ~0.5% and ~3%. We constructed these interface 
geometries in the Materials studio 7. Periodic boundary conditions 
were employed in the y and z-directions while the x-direction was 
set as non-periodic (Fig 9).   

In structural iron, adhesion between a precipitator and the metal 
interface plays a significant role in predicting their mechanical 
strength. Hydrogen accumulation at an interface enhances the 
tendency of embrittlement. It was experimentally observed that the 
presence of hydrogens at the interface weakens the bonding, thus 
leading to the propagation of decohesion-induced failure along the 
interfacial boundary.25 To examine this effect, we performed a set of 
simulations where we placed hydrogen atoms at the interfaces at 
various concentrations and performed structural relaxation 
simulations using the conjugate gradient scheme.  

The work of separation (Wsep), as introduced by Finnis et al.89 is vital 
for quantifying the interfacial adhesion.  Wsep is defined as the 
reversible work needed to separate an interface into two free 
surfaces, which is a measure of the strength of the interfaces89 and 
calculated as:  

P.QR = STQU.V + STQWXU.V % STQ/TQWX 

											=  �TQ + �TQWX % �TQ/TQWX$/20 

where,  σFe-sv, STQWXU.V are the solid-vapor surface energies, and 

STQ/TQWX is the interface energy; EFe and �TQWX  are the total energies 

for the iron, cementite slab, respectively. �TQ/TQWX is the total energy 
of the slab model with interfaces, and A is the interfacial area.  

 

Fig. 8. Work of separation as a function of hydrogen concentration at 
the C100/F11O0 and C010/F111 Bagaryatskys’ interfaces. C and F 
stands for cementite and ferrite surfaces, respectively. 

We calculated Wsep for both of the BI interfaces at different 
hydrogen concentrations. Fig. 8 represents the relation between Wsep 
and hydrogen concentrations at the interfaces.  Note that the reported 
Wsep values do not account for the effect of uncertainty stemming 
from different arrangement of hydrogens. In the current approach, 
we begin with a random placement of hydrogens and rely on the 
optimizer to fully relax and minimize the structure. However, the 
optimizer could only ensure us to provide the nearby local minimum 
for a given initial geometry and not the global minimum.  
Alternatively, one could start with “n” different starting 
configurations and aim to arrive at an estimate of uncertainty by 
fully relaxing them.  Since, the uncertainty thus calculated would 
still not reflect the true measure of it as there is no way to ensure that 
one has tried all possible arrangements of hydrogens.  Consequently, 
our intent in Fig. 8 is not to provide a quantitative measure of Wsep 
instead to demonstrate qualitatively the trend in Wsep with increasing 
hydrogens at the interface. One can see that in Fig. 8 for both of the 
interfacial configurations, Wsep decreases with the increasing 
hydrogen concentration at the interfaces, which indicates the 
weakening of the interfaces—i.e. lower energy is needed to cleave 
the interface into two surfaces. This finding corroborates with the 
observation of the hydrogen induced decohesion at the interfaces.25 
Wang and co-workers’90 study on Cu/Al2O3 interfaces also revealed 
hydrogen-assisted reduction in Wsep.   

 

Fig. 9. Diffusivity and segregation of hydrogen at Bagaryatskys’ 
Interfaces at t=0ps, t=100ps and t=400-600ps. Top panel: 
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C100/F11O0 and bottom panel: C010/F111. Color scheme: 
equilibrated hydrogen trajectories (red dots), hydrogen (red), carbon 
(ochre), and iron (blue). 

Furthermore, hydrogen diffusion kinetics were studied in ferrite-
cementite interface geometries. Twenty hydrogen atoms were 
randomly placed in each of the phases, and MD simulations were 
performed. The structural relaxation simulations followed by the 
NVT-MD simulations were performed at 500K temperature. Fig. 9 
shows the evolution of the diffusivity of hydrogen atoms at 0ps, 
100ps and the trajectory of equilibrated hydrogen atoms (shown as 
red dots) for 400-600ps at both interfaces. During the NVT-MD 
simulation, hydrogen atoms diffuse towards the interface from both 
phases and hydrogen accumulation is observed at the interface. The 
higher hydrogen diffusion coefficient at the ferrite phase facilitates 
the diffusion of hydrogen atoms to the interface at an expedited rate, 
while hydrogen segregation from the cementite phase to the interface 
takes place at a slower rate.  Hanada et al.91 reported that hydrogen 
atoms diffusing through the ferrite phase are being attracted to the 
cementite precipitators due to the negative gradient of the trapping 
potential of the cementite. The stress field induced in the ferrite 
matrix by the cementite at the interface is also responsible for the 
hydrogen accumulation at the interfaces.91 Our results on the 
hydrogen segregation at the interfaces are consistent with the 
experimental observation.91 Diffusion coefficient of the hydrogen 
atoms—trapped at the interfaces—is found three order of magnitude 
slower than the bcc-iron phase. For example, diffusion coefficient of 
hydrogen atoms trapped at the C010/F111 interface is calculated as 
2.40x10-13 ms-2.  Since interfaces act as a strong trap site for the 
hydrogen, we did not observe any hydrogen atoms to cross the 
interface from either of the phases.  

5. Conclusions 

We employed the Fe/C/H ReaxFF force field to explore 
experimentally observed phenomenon of hydrogen interaction with 
pure and defective α-iron and with two types of Bagarytsky 
interfaces (BI) between the ferrite and cementite phases. ReaxFF 
simulations reasonably predict the diffusion coefficients of hydrogen 
in the α-iron and Fe3C phases and hydrogen trapping at nanovoids. 
The prediction of phase dependent hydrogen diffusivity and 
hydrogen segregation at the interfaces agrees with experimental 
observations. The values of predicted hydrogen diffusion coefficient 
in three different phases follows a sequence of Dα-iron > DFe3C > 
Dinterfaces. The Grand Canonical Monte Carlo (GCMC) simulation 
demonstrates the ability of the ReaxFF method in describing 
vacancy cluster formation and the growth of nanovoids. ReaxFF 
captures the phenomenon of hydrogen-induced decohesion type 
failures at the interfaces. Increase in hydrogen concentration at the 
interfaces reduces the work of separation, suggesting the possibility 
of crack propagation along the interfaces. Overall, the simulation 
results obtained in this study demonstrates that the Fe/C/H force 
field can satisfactorily describe hydrogen, vacancy, ferrite, and 
cementite interactions, which encourages us to extend our studies 
towards other aspects of hydrogen embrittlement using ReaxFF.  
Investigations are underway to explore the effect of hydrogen on the 
mechanical properties of iron nanowire and crack propagation 
behavior in α-iron in the presence of hydrogen and precipitator 
interface. Most importantly, the present work highlights the 
transferability of the Fe/C/H force field that is trained against the 
data for describing Fischer-Tropsch catalysis to materials’ 
characterization and emphasizes ReaxFF force field validation as a 
prerequisite while engaging ReaxFF capability for its unique 
strength to enable investigations of the effect of chemistry on the 

mechanical properties of the material.  Additional work is in 
progress to extend the length scales of reactive MD to hundreds of 
nanometers by using an adaptive hybrid force field scheme that 
involves a computationally intensive ReaxFF reactive force field 
description for the complex surface chemistry and computationally 
less expensive Tersoff or EAM potential to adequately describe the 
mechanical properties of the material.   
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