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The band edge positions of photocatalysts relative to the redox potentials of water play an important role in determining the

efficiency of photoelectrochemical cells. These band positions depend on the structure of the solid-liquid interface, but direct

ab initio molecular dynamics calculations of these interfaces, while expected to be accurate, are too computationally demanding

for high-throughput materials screening. Thus rapid theoretical screening of new photocatalyst materials requires simplified

continuum solvation models that are suitable for treating solid-liquid interfaces. In this paper, we evaluate the accuracy of the

recently developed CANDLE and SaLSA continuum solvation models for predicting solvation effects on the band positions of

several well-studied surfaces [Si(111), TiO2(110), IrO2(110) and WO3(001)] in water. We find that the solvation effects vary

considerably, ranging from < 0.5 eV for hydrophobic surfaces, 0.5− 1 eV for many hydrophilic oxide surfaces, to ∼ 2 eV

for oxygen-deficient surfaces. The solvation model predictions are in excellent agreement (within ∼ 0.1 eV) with ab initio

molecular dynamics results where available, and in good agreement (within ∼ 0.2− 0.3 eV) with experimental measurements.

We also predict the energetics for surface oxygen vacancies and their effect on the band positions of the hydrated WO3(001)

surface, leading to an explanation for why the solvation shift observed experimentally is substantially larger than predicted for

the ideal surface. Based on the correlation between solvation shift and the type of surface and solvent, we suggest approaches to

engineer the band positions of surfaces in aqueous and non-aqueous solutions.

Introduction

Artificial photosynthesis, the reduction of water to H2 or CO2

to carbon-based fuels using the energy from sunlight in a

photoelectrochemical cell (PEC), provides a promising path

towards clean renewable energy while reducing CO2 emis-

sions.1,2 In addition to high catalytic activity for the reaction

of interest, the reliability and efficiency of photocatalysts in a

PEC depend critically on the alignment of their band edges,

for example, with the redox potentials of water for water split-

ting solar cells.3

The discovery of new stable and efficient photocatalysts is

the target of considerable recent theoretical and experimen-

tal effort.4–8 However, most theoretical predictions are based

on electronic structure calculations in vacuum5,9,10 which ne-

glect the substantial solvation effects on the electronic states of

the photocatalysts. Depending on the interaction between wa-

ter and the photocatalyst surfaces, the shift of electronic states

due to solvation can be as large as 1-2 eV.11 Consequently, ne-

glecting solvation effects can qualitatively change predictions
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for certain materials.

In fact, ab initio molecular dynamics (AIMD) calcula-

tions of explicit liquid water / photocatalyst interfaces have

been validated to provide accurate estimates of the band posi-

tions.11 Unfortunately, these calculations are highly computa-

tionally expensive, requiring long simulation times to obtain

statistically meaningful results. Evaluating reaction mecha-

nisms at the solid/liquid interface introduces additional chal-

lenges and computational cost in such AIMD calculations,

making it impractical today as a systematic tool for rapid the-

oretical screening of new photocatalysts.

Continuum solvation models directly abstract the

thermodynamically-averaged effect of the liquid in an

electronic structure calculation of the solute alone, and poten-

tially provide an accurate but computationally affordable way

of including solvent effects in the rapid theoretical screening

of photocatalyst materials. However, these models are

parametrized primarily to describe the solvated free energies

of organic molecules,12–14 and do not extrapolate well to

strongly ionic surfaces.15 The absence of unambiguous

thermodynamic data for transition metal oxide surfaces,

analogous to the solvation energies available for molecules,

precludes the direct parametrization of empirical solvation

models for these systems. Consequently, band offsets in

solvated ionic surfaces have not yet been validated, requiring

This journal is ©The Royal Society of Chemistry, 2015 Physical Chemistry Chemical Physics, 2015 [vol], 1–11 | 1
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the development of reliable non-empirical methods.

Here, we evaluate the accuracy of the recently-developed

non-empirical SaLSA solvation model,16 and the empirical

CANDLE solvation model17 derived from SaLSA, for the pre-

diction of band positions in solution. We find good agree-

ment for both models with available experimental measure-

ments and with AIMD simulations of well-studied photocata-

lysts, such as Si, TiO2 and WO3. We also explore the effect of

surface oxygen vacancies on the solvated band edge positions

of WO3, which is known to exhibit highly oxygen-deficient

surfaces.18,19 Our study compares solvation effects on various

surfaces, including hydrophobic, hydrophilic, ionic and non-

ionic in order to provide a general understanding of the mag-

nitude of solvation shifts for different types of surfaces and to

guide discovery of new materials.

We start with a brief description of solvation models and our

protocol for calculating the solvation shift on the electronic

states in the Methods section. The Results section begins with

a comparison of solvation models with AIMD predictions for

functionalized Si surfaces, and presents comparisons between

theoretical predictions and experimental measurements on the

solvation shift of the band positions of the stable TiO2, IrO2

and WO3 surfaces. We also discuss the effect of oxygen va-

cancies on the WO3 band positions and conclude the Results

section with the trends of solvation shifts for surfaces in dif-

ferent solvents. The final two sections summarize these re-

sults, point out the general trends in solvation shifts that are

relevant for ab initio photocatalyst design, and suggest future

approaches to engineer band positions in solution.

Methods

We performed first principles calculations of Si, TiO2, IrO2

and WO3 slabs in vacuum and solution using the open-source

plane-wave density functional theory software, JDFTx.20 This

software is designed specifically for electronic structure calcu-

lations of systems in solution within the framework of joint

density functional theory,21 and enables the rapid develop-

ment of solvation models (such as SaLSA16 and CANDLE17)

using the algebraic formulations for electronic and classical

density functional theories.22,23 We used the PBE24 general-

ized gradient approximation (GGA) along with DFT-D2 pair-

potential dispersion corrections,25 and GBRV ultrasoft pseu-

dopotentials.26 See the supporting information (SI) for further

computational details of the DFT calculations and detailed

structures of all calculations presented below.

Density functional predictions for the band gaps and ab-

solute positions of the valence band maximum (VBM) and

conduction band minimum (CBM) are inaccurate in com-

parison to experiment27, especially for semi-local exchange-

correlation functionals such as the PBE GGA. Consequently,

we calculate the shift of the electronic states due to solvation

which is mainly an electrostatic effect; and compare it to the

experimental solvation shift deduced from vacuum and elec-

trochemical measurements, as detailed below. Specifically,

we calculate the theoretical solvation shift by subtracting the

planar-averaged electrostatic potential obtained from solvated

and vacuum calculations. This electrostatic potential differ-

ence is insensitive to the choice of exchange-correlation ap-

proximation with differences only ∼ 0.1 eV between PBE,

hybrid functionals and even many-body perturbation theory

(GW approximation) calculations,28–31 and can be reliably

compared to experiment.

We constructed inversion-symmetric slab models for each

material with sufficient number of layers (4 to 6) to con-

verge the electrostatic potential in vacuum as well as solu-

tion, and optimized all ionic positions self-consistently both

in vacuum and solvent. Inversion symmetry ensures iden-

tical top and bottom surface configurations of the slab with

zero net dipole in the unit cell in all directions. We employ

truncated Coulomb potentials32–34 to eliminate spurious in-

teractions between periodic images and accelerate the conver-

gence with respect to the thickness of the vacuum or solvent

region. The electrostatic potential decays to zero away from

the slab in all cases, because of the truncation in vacuum cal-

culations and the Debye screening due to the electrolyte in the

solvated ones.35 This establishes a well-defined vacuum refer-

ence (zero potential at infinity) in solvent as well as vacuum,

thereby enabling reliable electrostatic potential difference cal-

culations.

Solvation models replace the thermodynamically-averaged

effect of the liquid by the electrostatic response of a continuum

dielectric cavity along with corrections for cavity formation

and dispersion energies.12 The distance of the cavity surface

from the solute atoms determines the strength of the electro-

static response and hence the solvation shift in the electronic

states. This distance is conventionally fit to reproduce the sol-

vation energies of organic solutes but such models are often

unreliable for application to the ionic inorganic surfaces of in-

terest here.15 The SaLSA solvation model16 directly captures

the nonlocal response of the solvent and accurately captures its

electrostatic response without any fit parameters,∗ and is there-

fore ideal for applications to photocatalyst surfaces which are

far removed from the fit sets of conventional solvation models.

However, SaLSA systematically underestimates the solva-

tion energies of organic anions which, although unimportant

for the present study, might be relevant for future studies of

reaction mechanisms on these catalyst surfaces. The CAN-

DLE solvation model17 is an empirical solvation model de-

rived from SaLSA which adds two empirical parameters: one

to capture the nonlocal response with an effective local re-

∗The SaLSA model contains a single parameter for the dispersion correction, 36

but this does not affect the electrostatic response and hence the solvation shifts

in the band positions.
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sponse and another parameter to correct for the asymmetric

error in anion solvation. CANDLE is systematically more ac-

curate for solvation free energies with a mean absolute error

of 1.8 kcal/mol on an extensive set of 240 neutral molecules,

51 cations and 55 anions, and 3.5 kcal/mol for the anions

alone,17 compared to 4.5 kcal/mol and 20 kcal/mol respec-

tively for SaLSA on the same set.16 However, the accuracy of

neither SaLSA nor CANDLE has been tested previously for

ionic surfaces, so we evaluate the accuracy of both models for

predicting the solvation shift on the band positions of several

photocatalyst surfaces.

Continuum solvation models can describe electrostatic

solvent-solute interactions, but ignore stronger chemical

bonding effects of the solvent molecules with the surface. In

order to investigate these effects, we apply the solvation model

both to the bare surface in solution and to the case in which

we include a single layer of explicit water molecules adsorbed

or chemisorbed on the surface. The solvent monolayer de-

scribes chemical bonding well, but without AIMD, it may not

accurately describe the solvation shift due to liquid water be-

cause fluctuations between numerous low-energy configura-

tions may introduce fluctuations in the interfacial dipoles. To

estimate this error, we also consider multiple low-energy con-

figurations of the explicit solvent layer.

Experimentally, the band edge positions in liquid are esti-

mated from the flat-band potential Ufb, the applied potential

at which the band bending of the semiconductor at the solid-

liquid interface disappears. The flat-band potential measured

relative to a reference electrode, such as the normal hydrogen

electrode (NHE), satisfies

U
(NHE)
fb = A+∆EF +ENHE

0 +VpH +Vdip (1)

where A is the band edge positions of the majority carrier ref-

erenced to vacuum; which equals to the electron affinity (con-

duction band minimum Ec) for an n-type semiconductor and

the ionization potential (valence band maximum Ev) for a p-

type semiconductor. ∆EF is the difference between the Fermi

energy and A, and ENHE
0 = 4.44 eV37 is the absolute position

of the reference NHE potential below vacuum.† VpH captures

the variation of the flat-band potential with pH and is defined

to be zero at the pH of zero charge (pHPZC). Our calculations

do not account for explicit adsorption of ions on the surface;

thus they correspond to the pHPZC condition where the net

charge of adsorbed ions at the surface is zero. Vdip includes

only the potential drop across the solid-liquid interface due to

the effect of interfacial dipoles. This is exactly what the solva-

tion model captures, and so we can compare Vdip directly with

† The recommended absolute NHE potential is 4.281 eV below vacuum for cal-

culating electron transfer energies in quantum chemistry methods, 38 whereas

it is 4.44 eV below vacuum when comparing electrochemical measurements

with work functions from photoemission measurements, 37 as we do here. See

Ref. 39 for a detailed discussion of the distinction between these two absolute

scales of electrochemical potential.

its theoretical counterpart: the difference between the elec-

trostatic potential in vacuum and solvated calculations. Note

that some studies assume VH ≡ Vdip +VpH = 0 at pHPZC i.e.

Vdip = 0,40 which completely neglects the effect of dipoles at

the solid-liquid interface in direct contrast to our findings.

Experimentally, A in Eq.1 is obtained from photoemission

spectra in vacuum. Many body perturbation theory within the

GW approximation well describes the one-particle excitation

involved in the photoemission process,41,42 and predicts ion-

ization energies and electron affinities in good agreement with

experiment.43–45 We could therefore make theoretical predic-

tions for the absolute band positions in liquid based on Eq 1,

but as discussed above, we focus on the solvation shifts (Vdip),

since they are insensitive to the choice of the electronic struc-

ture method.

Finally, we need to account for the effect of pH on the band

edge positions in order to extract the interfacial dipole con-

tribution Vdip from experimental data. Fortunately, the band

edge positions in an electrolyte follow the Nernst equation for

many oxides3 including TiO2
46 and WO3,47 because H+and

OH- are the only charge-determining ions on these surfaces.

Consequently,

VpH = ln10
kBT

e
︸ ︷︷ ︸

≈ 59 meV

(pH−pHPZC), (2)

since we defined VpH to be zero at pHPZC. We can now calcu-

late Vdip using (1) and (2) from photoemission measurements

of band positions in vacuum and electrochemical measure-

ments of band positions in liquid relative to NHE (typically

at pH = 0).1–3

In summary, we calculate the solvation shift from the elec-

trostatic potential difference between vacuum and solvated

calculations, and compare it to the experimental difference in

band edge positions from photoemission and electrochemical

flat-band potential measurements referenced to pHPZC via the

Nernst equation.

Results

Functionalized Si (111) surfaces

Crystalline silicon is an efficient and popular semiconductor

for PEC applications because of its suitable band gap and band

edge positions relative to water redox potentials. The stabil-

ity of silicon against corrosion in electrolyte environments de-

pends on its surface termination, and hence different termina-

tions of Si(111) surfaces have been investigated both theoret-

ically and experimentally.31,48–52 Of particular interest is the

recent AIMD study of band edge positions and electrostatic

potentials in functionalized Si(111)/liquid H2O interfaces.11

As discussed previously, although computationally expensive,

This journal is ©The Royal Society of Chemistry, 2015 Physical Chemistry Chemical Physics, 2015 [vol], 1–11 | 3
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Fig. 7 Correlation of the predicted solvation shift of IrO2(110) band

positions in various solvents with various combinations of solvent

dielectric constant ε and vdW radius RvdW.

Band position shifts in non-aqueous solvents

The previous section indicates the possibility of adjusting

band positions by controlling surface preparation. Alternately,

band positions would also vary with solvent, which could be

particularly important for carbon dioxide reduction (CO2RR)

in non-aqueous solvents. Here, we present a preliminary study

of the variation of band positions with solvent, which has not

been previously studied either experimentally or theoretically.

For simplicity, we focus on the hydrophilic IrO2(110) surface

since it has a non-negligible solvation shift in water that could

be described by the solvation models accurately without in-

cluding explicit solvent molecules. We include a range of

non-polar to polar solvents for which the SaLSA or CANDLE

solvation models have been previously constructed: carbon

tetrachloride (SaLSA), chloroform (SaLSA) and acetonitrile

(CANDLE).

We expect intuitively that the effect should increase with

the dielectric constant, ε, of the solvent and decrease with the

distance, d, of the solute charge from the dielectric surface. In

fact, for a point charge in a dielectric cavity of radius d, the

solvent shift in the potential is proportional to (1− ε
−1)d−1.

The solvation shift Vdip for a surface depends on its charge dis-

tribution in a complicated manner, but we can use the above

spherical-cavity form to examine the correlations, with the

solvent vdW radius76 as an estimate of the distance d.

Figure 7 shows the solvation shifts in the band positions of

the IrO2(110) surface. Indeed the shifts correlate well with

the solvent dielectric function and solvent molecule size in the

form (1− ε
−1)R−1

vdW, as discussed above. It also shows that

the shift does not correlate well with dielectric constant alone,

neither linearly nor inversely. Water sets the upper bound on

solvation shifts, since it has a high dielectric constant and a

small molecule size; increasing the dielectric constant further

does not have an appreciable effect due to the (1−ε
−1) depen-

dence. However, it is possible to reduce the solvation shifts by

selecting solvents with either larger molecules or smaller di-

electric constants.

Discussion

The effect of solvation on band positions is an important

consideration in determining the alignment of semiconductor

band edges with redox potentials across the solid-electrolyte

interface. The magnitude of the solvation shift varies tremen-

dously from one system to another, but our results indicate

that it is possible to estimate them based on the nature of the

surface (specifically its hydrophobicity).

Non-ionic hydrophobic surfaces, such as the hydrogen

and methyl-terminated silicon surfaces in our study, inter-

act weakly with water and exhibit small solvation shifts less

than 0.5 eV. Vacuum calculations might suffice for such sur-

faces, especially for qualitative estimates seeking an accuracy

∼ 0.5 eV, as discussed in Ref 11.

Ionic hydrophilic surfaces interact strongly with water, and

especially for oxides, the solvation shift of the band edge po-

sitions tends to fall in the 0.5−1.0 eV range. In general, pre-

dictions using vacuum calculations alone can be qualitatively

incorrect for these surfaces and therefore the effect of H2O

should be included.

In some cases, defects on the surface can lead to larger sol-

vation shifts, as we found for oxygen vacancies at the surface

of WO3. In this case, water molecules bind to the oxygen va-

cancy sites with the hydrogen atoms pointing outwards, which

contributes a large positive dipole that can shift the electronic

states by as much as 2 eV. Such surfaces require particular

care, and calculations should account for restructuring of the

surface and should analyze concentrations of possible surface

defects, in addition to accounting for direct solvation effects.

In terms of the performance of the solvation models for pre-

dicting the solvation effects of the band positions of various

surfaces, we find that the CANDLE and SaLSA continuum

solvation models can accurately describe the solvation shifts

for hydrophobic surfaces, when applied directly to the surface

with no explicit water molecules. They agree qualitatively

with experimental results for hydrophilic surfaces, but miss

the stronger bonds of the surface with water and consistently

underestimate the solvation shift by ∼ 0.2 eV. The agreement

is considerably improved by including a layer of explicit wa-

ter molecules, where these strong interactions are now han-

dled by electronic density functional theory instead, but this

introduces the complexity of dealing with many possible water

configurations. The solvation models are adequate to describe

the effect of subsequent layers of water, which keeps the num-

ber of water configurations manageable and mitigates the need

for explicit statistical sampling via molecular dynamics. Addi-

tionally, we could also reparametrize empirical solvation mod-

els such as CANDLE to remove this underestimate: this could

This journal is ©The Royal Society of Chemistry, 2015 Physical Chemistry Chemical Physics, 2015 [vol], 1–11 | 9
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be useful for accurate high-throughput theoretical screening of

PEC materials.

In addition, we also find that the results of the empiri-

cal CANDLE solvation model agree very well with the non-

empirical and more computationally-expensive SaLSA model.

This is particularly important for studies of reaction mecha-

nisms with charged species, since CANDLE corrects the sys-

tematic under-solvation of anions in SaLSA (and most other

solvation models). We also note that SaLSA and CANDLE

show a systematic offset of ∼ 0.1 eV in the predicted solva-

tion shifts. In fact, correlating theoretical and experimental

potentials of zero charge of single crystalline metal surfaces

predicts ENHE
0 = 4.55 eV for the SaLSA model and 4.66 eV

for the CANDLE model,17 which also differ by ∼ 0.1 eV (and

agree well with the experimental estimate ∼ 4.44 eV37). This

is, therefore, a systematic difference in the dipole layer of the

liquid at the interface, independent of the solid surface.

Finally, our results indicate two avenues for engineering

band positions of surfaces in solution. First, surface prepa-

ration techniques that produce oxygen-deficient surfaces may

be used to shift band positions of oxides e.g. WO3 further

towards the vacuum level. An experimental investigation of

whether such surfaces remain stable in water is necessary to

determine the feasibility of this approach in order to optimize

band alignment with water redox potentials. Second, solvents

consisting of larger molecules with lower dielectric constants

may be used to reduce the solvation shift. This is particularly

relevant for carbon dioxide reduction, which may be carried

out in non-aqueous solvents. Additionally, solvent effects can

modify the interface energetics and charge transfer between

photoelectrodes and catalysts by introducing a porous struc-

ture of the catalysts, where the water can penetrate the catalyst

layer and be in contact with photoelectrodes, e.g. in WO3/IrO2

interfaces.62 Such effects have been successfully predicted us-

ing atomistic models of the interface combined with solvation

models,64 and can be systematically exploited to improve the

efficiency of the PEC.

Conclusions

We studied the solvation shifts of the electronic states of

various surfaces using recently-developed continuum solva-

tion models suitable for such systems. This computationally-

efficient approach agrees well with much more expensive

AIMD simulations of explicit solid-liquid interfaces, and is

far more accurate than vacuum calculations alone while re-

quiring minimal computational overhead.∗∗ Accounting for

∗∗The solvation models scale linearly with system size. Thus, the solvated DFT

calculations asymptotically cost the same as vacuum DFT calculations for

large numbers of electrons, and cost less than twice the vacuum DFT calcula-

tions for the typical surface unit cells in this work.

Table 7 Summary of solvation shifts [eV] in band positions of var-

ious systems: solvation model predictions compared to experiment

and AIMD results. Here, SM refers to solvation models alone (range

includes SaLSA and CANDLE predictions), ML is monolayer of ex-

plicit water alone and ML+SM is solvation models in addition to ex-

plicit monolayer. See tables 1–4 and 6 for more details.

System Expt/AIMD SM ML+SM ML

Si(111)-H 0.3 0.2 – 0.3 – –

Si(111)-CH3 0.3 0.2 – 0.3 – –

Si(111)-COOH 1.6 1.4 – 1.8 – –

TiO2(110) 0.9 – 1.1 0.5 – 0.7 1.1 – 1.2 0.9

IrO2(110) – 0.6 0.8 0.6

WO3(001)
2.1 – 2.4

0.6 – 0.7 1.0 – 1.1 0.8

(+vacancy) – 2.1 1.8

strong surface-liquid interactions such as formation of chemi-

cal bonds by using a single layer of explicit water molecules,

we found good agreement with experimental band positions

for highly ionic TiO2 and WO3 surfaces, and predicted the

as-yet unmeasured Fermi level position of IrO2 in liquid wa-

ter. The solvation shifts vary considerably depending on the

nature of the surface and the solvation model predictions are

typically accurate to within ∼ 0.2 eV, as summarized in Ta-

ble 7. Most importantly, we correlated the magnitude of the

solvation shift with the surface type, the dielectric constant

and molecule size of the solvent, and the strength of their mu-

tual interaction, which provides valuable guidance for the dis-

covery of new efficient photocatalyst materials.
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