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Abstract 

We show photodissociation spectroscopy and computational analysis of three monocationic Cu-

bipyridine complexes with one additional ligand of different interaction strength (N2, H2O and 

Cl) in the visible and UV. All three complexes show similar ππ* bands with origins slightly 

above 4 eV and vibrational band contours that are due to bipyridine ring deformation modes. 

Experiments at low temperature show that excited-state lifetime is the limiting factor for the 

width of the vibrational features. In the case of Cl as a ligand, there is a lower lying bright 

ligand-to-ligand charge-transfer state around 2.75 eV. The assignment of the transitions was 

made based on equation-of-motion coupled-cluster calculations. While the nature of the ligand 

does not significantly change the position of the bright ππ* state, it drastically changes the 

excited-state dynamics.  

                                                 
*
Corresponding author; email: weberjm@jila.colorado.edu  
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I. Introduction 

Copper complexes are important species in many areas of chemistry due to the abundance 

and low cost of copper and the availability of well-established syntheses for many types of 

copper-based metal organic complexes. For example, there is great hope that copper-based 

catalysts can replace some of the more expensive catalysts based on platinum group metals for 

water oxidation.
1
 In photochemical and photophysical applications, Cu(I) complexes are 

particularly interesting, since the absence of low lying d-d excited states removes some of the 

most important radiationless de-excitation pathways, affording longer excited-state lifetimes and 

fluorescence applications.
2
  

In metal-organic chemistry, imine-type ligands constitute one of the most important ligand 

classes, and bipyridine ligands are particularly interesting due to their relative simplicity and 

their ability to interact with many different metals.  

The photophysics of bipyridine has received much attention in the past 30 years.
3-10

 In the 

present work, we exclusively use 2,2’-bipyridine (bipy) and we will restrict our discussion to this 

isomer. The lowest excited states of bipy are in the UV spectral region. Since bipy is of C2v 

symmetry, only transitions to A1, B1 and B2 states are optically allowed. Transitions from the 

ground state to the S1 (1
1
A2, nπ*) state are symmetry forbidden, while the S2 (1

1
B1, nπ*) state is 

only weakly optically accessible, and the first bright transition is to the S3 (1
1
B2, ππ*) state. 

Notably, some of the character of the electronic transitions of bipy is preserved in complexes 

with transition metals. 

Copper(I) polypyridyl complexes have been widely studied, such as homoleptic Cu
I
(pp)2 (pp 

= polypyridyl ligand, e. g., bipy or phenanthroline derivatives).
11-17

 In solution, the photophysics 

of such systems sensitively depends on the solvent.
11-14

 A very powerful way of tuning the 
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photophysical and photochemical properties of such complexes lies in using different 

substituents on the organic ligands. In copper(I) complexes with more than one pp ligand, strong 

metal-to-ligand charge-transfer (MLCT) bands are usually observed. Similar to other transition 

metal complexes, this opens possible applications in solar energy conversion.
18-25

   

In contrast to the more widely studied copper(I) complexes with more than one pp ligand, 

systems with only one pp ligand have not been thoroughly investigated. In solution, the 

complexity brought about by speciation can make the study of the intrinsic photophysics of 

molecular species difficult. Additionally, solvation effects generally broaden the spectroscopic 

response of the molecule under study. Spectroscopy of mass selected ions in vacuo circumvents 

these difficulties and allows investigation of the electronic structure of molecular ions in greater 

detail than possible in condensed phase experiments. This also makes it easier to benchmark 

quantum chemical calculations without worrying about solvent effects. 

 

Figure 1. Copper complexes under study in this work. The complexes with L = N2 and H2O (left 

and center) have singlet ground states, while the ground state of the complex with L = Cl (right) 

is a doublet. 

 

In the present work, our focus lies on the photophysics of heteroleptic monocationic copper 

complexes with one bipy and one additional ligand (see Figure 1; for simplicity, we abbreviate 

(bipy)Cu as Cu). In this joint experimental and computational work, we present electronic 

spectra of complexes of the form [Cu-L]
+
 with L = N2, H2O and Cl, representing very different 
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strengths of ligand-copper interaction. Spectra at room temperature and at cryogenic 

temperatures (70 K and below) are compared in order to investigate the influence of ligand 

species on the excited-state lifetime and electronic structure.  

 

II. Methods 

II.1. Experimental 

The newly constructed experimental setup at JILA consists of an electrospray ionization 

(ESI) source interfaced to a cryogenic ion trap, a reflectron-time-of flight (RETOF) mass 

spectrometer and a UV-Vis tunable laser (see Figure 2). The apparatus is a variation on a theme 

also used by other groups,
26-33

 and an extension of our previous setup
34

 towards cryogenic 

temperatures. Details are described in Supplementary Information. 

 

Figure 2. Schematic of the experimental apparatus (see Supplementary Information for a 

detailed description). A: electrospray needle; B: desolvation capillary; C: skimmers; D: octupole 

ion guides; E: quadrupole bender; F: helium cryostat; G: quadrupole ion trap and acceleration 
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unit (inset shows details); H: ion lens and deflectors; I: mass gate; J: reflectron; K: microchannel 

plate detector; L: laser power meter. 

Ions are generated under ambient conditions by ESI. After desolvation in a heated stainless-

steel capillary, ions enter the first differential pumping stage, where they are focused with a short 

tube lens into a skimmer. Next, the ions travel in a series of three octupole ion guides through 

three differential pumping regions. The ions are then deflected by a quadrupole bender and 

injected into a Paul trap after passing through a short octupole guide, an Einzel lens and an 

additional tube lens at the entrance of the trap. The ions are accumulated in the trap and are 

cooled by collisions with buffer gas. The trap is mounted on the cold head of a closed cycle He 

cryostat and enclosed in a heat shield held at 60 K. After accumulation and cooling in the trap, 

the ions are injected into the acceleration region of a Wiley-McLaren time-of-flight mass 

spectrometer (TOF-MS). 

In the first space focus of the TOF-MS, the ions of interest are mass selected by a pulsed 

mass gate and irradiated by a laser pulse shortly behind the mass gate. The light source used for 

the present work is an optical parametric oscillator (GWU PreciScan) pumped by the third 

harmonic of a Nd:YAG laser (Innolas Spitlight 600). The signal wave is tunable from 1.75 eV to 

3.0 eV and has a 5 ns pulse duration and a 5 cm
-1

 bandwidth.  Second harmonic generation and 

sum frequency mixing of the signal wave with 1064 nm radiation from the pump laser can be 

used to produce UV radiation up to 5.6 eV photon energy (GWU UV Scan). The complete 

spectral coverage is composed of several narrower, overlapping tuning ranges corresponding to 

different sets of nonlinear crystals. 

If photofragments are formed after irradiation, they are separated from remaining parent ions 

by a two-stage reflectron and detected by a microchannel plate (MCP) detector. We monitor the 

yield of photofragments as a function of photon energy to record photodissociation spectra. 
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Typically, ca. 10-20 spectra are acquired in each spectral region and on different days and 

averaged.  
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II.2. Computational 

Ground-state dissociation thresholds, natural charges, and vibrational frequencies in this 

work were computed with density functional theory
35

 (DFT) using the PBE0 functional
36

 and 

def2-TZVP
37

 basis sets for all atoms. These calculations were performed using the 

TURBOMOLE suite of programs.
38

 

To assign the peaks observed in the action spectra to specific transitions, we computed the 

excitation energies and the respective oscillator strengths for low-lying excited states of  [Cu-

N2]
+
, [Cu-OH2]

+
, and [Cu-Cl]

+
. The ground-state structures were optimized at the DFT level of 

theory with the ωB97X-D functional
39

 and cc-pVTZ basis set. All structures were found to have 

C2v symmetry.  

 Excitation energies were computed at the equation-of-motion for excitation energies 

coupled-cluster approach with single and double excitations
40, 41

 (EOM-EE-CCSD). The π-π* 

state in [Cu-Cl]
+
, which suffers from a spin-incomplete set of configurations generated from a 

doublet reference,
42

 was instead computed using the spin-flip variant of EOM (i.e., EOM-SF-

CCSD) starting from a quartet reference,
43, 44

 as in our previous study of substituted vinyl 

radicals.
45

 In addition to vertical excitation energies, we also computed adiabatic excitation 

energies using excited-state geometries optimized with ωB97X-D with C2v symmetry enforced 

(thus, actual adiabatic excitation energies might be lower than those computed with C2v 

constraint). All excited-state calculations employ the cc-pVTZ basis set, and were computed with 

C2v symmetry enforced. To further reduce the computational cost of the EOM calculations, 

Cholesky decomposition (using the CD threshold of 10
-2

) was used. Core orbitals were frozen in 

correlated calculations (the 1s orbitals of N, C, and O atoms, the 1s, 2s, and 2p orbitals of Cl, and 

the 1s, 2s, 2p, 3s, and 3p orbitals of Cu).
46

 EOM-CC and DFT calculations with the ωB97X-D 

functional were conducted using the Q-Chem electronic structure program.
47, 48
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III. Results and discussion 

III.1. Overview 

Some of the ground-state electronic properties of the complexes under study are summarized 

in Table 1. As one would expect, the ligand binding energy increases strongly going from N2 to 

H2O to Cl. Note that [Cu-Cl]
+
 is a doublet, while the other two complexes have singlet closed 

shell ground states. The N2 and H2O ligands are roughly neutral, and the positive charge of the 

complex is distributed over the Cu atom and the bipy ligand. The Cl ligand carries substantial 

negative charge, increasing the positive charge on the copper center and the bipy ligand. One 

interesting question is how far the concept of formal charges carries here, and how they are to be 

interpreted. One may be tempted to formally view the Cl ligand as a Cl
-
 anion. However, the 

deviation of the calculated partial charge on the Cu atom from +1 has the same magnitude as for 

the other two complexes, and the charge on the metal atom is much closer to +1 than to +2, since 

the positive charge on the bipy ligand also shows a marked increase.  For L = N2 and H2O, it may 

be reasonable to describe the ground state as a combination of Cu(I) and Cu(0), while a mixture 

of Cu(I) and Cu(II) may be more appropriate for L=Cl. 
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Table 1. Calculated ground-state properties of the complexes under study (PBE0/def2-TZVP). 

Dissociation threshold energies are for the loss of the “L” ligand from [Cu-L]
+
, except for 

1
Cu

+ 

where the threshold energy is given for dissociation into Cu and bipy
+
. Partial charges were 

determined using natural population analysis. 

species dissociation  threshold [eV] charge on Cu / ligand / bipy 

1
Cu

+
 (4.30)  0.886 /  –  / 0.114 

1
[Cu-N2]

+ 
0.30 0.918 / -0.081 / 0.163 

1
[Cu-OH2]

+ 
1.06 0.846 / -0.055 / 0.099 

2
[Cu-Cl]

+ 
2.56 1.174 / -0.512 / 0.338 

 

 

Figure 3 shows the electronic photodissociation spectra of [Cu-L]
+
 (L = N2, H2O, Cl) in the 

UV at 250 K trap temperature. All spectra show similar characteristics with a peak around 4 eV, 

followed by an extended band contour towards higher energies (see Table 2). While no 

transitions were observed at lower energies for L = N2 and H2O, the spectrum for L = Cl shows 

another band in the visible (see Table 2 and Section III.4). Comparison of the spectrum of the 

complex with L = N2 with the absorption spectrum of (bipy)Zn
2+

 shows that the two complexes 

have nearly identical electronic spectra.
5
 Based on the assignment for the Zn

2+
 complex,

5
 the 

bright UV excited state in the Cu complexes should be of ππ* character and localized on the 

bipy moiety.  

The computational description of the electronic spectra of [Cu-L]
+
 complexes is very 

challenging. Initial attempts to model the electronic spectra of [Cu-L]
+
 complexes failed. 

Exploratory calculations based on time-dependent density functional theory (TD-DFT) with a 

number of different functionals yielded inconsistent results and were often strongly shifted from 
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the experimentally observed energies (e.g., by more than 0.8 eV). We note that using the omega-

tuned, range separated BNL functional
49, 50

 did not yield satisfactory results, in contrast to our 

previous success with a similar compound, Ir(PPY)3.
51

 Coupled-cluster calculations using the 

CC2 model also failed, probably because of a multi-configurational character of the ground state, 

as evaluated by the D1 diagnostic proposed by Janssen and Nielsen.
52

 Calculations at the EOM-

EE-CCSD level of theory indicate that each species has one optically bright excitation in the UV 

at ca. 4.65 eV (see Table 2). These calculations give vertical excitation energies for this 

transition that are systematically higher than the experiment by about 0.6 eV. The calculations 

confirm the ππ* nature of the bright excited state and also show lower-lying dark states. Overall, 

it is not clear why the discrepancy between the EOM-CCSD excitation energies and the 

experimental peaks is larger than the typical EOM-CCSD error bars of ~0.3 eV. One possible 

explanation is an insufficient basis set. For example, a much better agreement was reported 

recently for electronic states of CuF
-
 using EOM-CCSD methods with the aug-cc-pVTZ-PP and 

ECP (on copper) and aug-cc-pVTZ (all other atoms) basis sets.
53

 Another possibility for the 

difference between experimental and computed energies is that vibronic interactions with lower 

dark states might be responsible for distorting the band contour and shifting the peak position to 

lower energies.  
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Figure 3. Electronic photodissociation spectra of [Cu-L]
+
 complexes (top three panels) at 250 K 

and comparison with the absorption spectra of (bipy)Zn
2+

 (bottom panel) at 93 K in a 

water/methanol solution (digitized data taken from the work by Kotlicka et al.
5
). The points in 

the photodissociation spectra are the raw data, the full lines are the same data smoothed by 10-pt-

adjacent averaging. The photodissociation signal corresponds to the loss of the ligand L in each 

case. Spectra of all three ions under study taken over the full range (2.1-4.5 eV) are also shown 

in Supplementary Information (Figure S2). 

  

Page 11 of 29 Physical Chemistry Chemical Physics

P
hy

si
ca

lC
he

m
is

tr
y

C
he

m
ic

al
P

hy
si

cs
A

cc
ep

te
d

M
an

us
cr

ip
t



12 

 

Table 2. Experimental and computed excitation energies. The experimental energies list the first 

discernible peaks in each electronic band. Computed energies are determined at the EOM-EE-

CCSD/cc-pVTZ level unless indicated otherwise. Computed adiabatic excitation energies are in 

parentheses. All energies are given in eV.
 

species experimental calculated 

(adiabatic) 

term Oscillator 

strength 

type 

Cu
+
 4.04     

[Cu-N2]
+ 

 –  
a 

4.53 
1
A2 0 σπ* 

 4.04 4.65 (4.44) 
1
B2 0.047 ππ* 

[Cu-OH2]
+ 

– 
a 

3.96 
1
A2 0 σπ* 

 – 
b 

4.31 
1
B2 2.9×10

-4 
MLCT to H2O 

 4.07 4.69 (4.62) 
1
B2 0.045 ππ* 

[Cu-Cl]
+ 

– 
b 

1.22 
2
B2 1.1×10

-5
  

 – 
a
 1.30 

2
A2 0  

 – 
b
 1.84 

2
B2

 
2.2×10

-4 
 

 – 
b
 1.87 

2
B1

 
2×10

-6 
 

 2.72 3.30 (2.54) 
2
A1 0.056 CT from Cl to bipy 

 – 
b
 3.48 

2
B2

 
2.4×10

-5 
 

 – 
a
 3.53 

2
A2

 
  0  

 4.02 4.62 (4.46)
c 2

B2 0.205
c
 ππ* 

 

a 
This transition is symmetry-forbidden. 

b 
This band is allowed, but has negligible calculated oscillator strength, and is too weak to be 

observed experimentally. 
c
 These values were computed using EOM-SF-CCSD. 
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Excited-state optimization led to relatively small changes in the excited-state energies of the 

ππ* state, slightly improving the agreement with experiment. The difference between the 

adiabatic and the experimental energy for the ππ* state is 0.40 eV, 0.44 eV, and 0.55 eV for [Cu-

N2]
+
, [Cu-Cl]

+
, and [Cu-OH2]

+
, respectively. 

 

Figure 4. Leading molecular orbitals for the two lowest energy transitions in [Cu-N2]
+
. The 

upper panel shows the allowed transition to the ππ* state, the lower panel shows the orbitals 

involved in the (symmetry forbidden) σπ* transition to the dark state calculated 0.12 eV below 

the bright ππ* state (see also Table 2). 

 

Our calculations at the EOM-EE-CCSD level of theory indicate that the bright states at ca. 

4.0 eV for all complexes under study are of ππ* character and that the transition orbitals are 

localized on the bipy moiety, as expected. In addition, all species have lower-lying dark states 

(see Table 2).  In Cu
+
 complexes, the dark states are of σπ* character instead of nπ* (the latter 

being the case in isolated bipy), since the lower state orbitals strongly involve MOs that are 

chelating the Cu atom (see Figure 4), while these are essentially nonbonding in bare bipy. 

Comparison with the absorption spectrum of (bipy)Zn
2+

 in glassy solutions at low temperature 

suggests that the nature of the metal atom is not very relevant to the overall absorption spectrum, 
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provided that the metal ion is formally a closed shell species, which is true for both Cu
+
 and 

Zn
2+

.  

In the following, we will discuss the spectra of all complexes in more detail and provide 

spectra at lower temperatures. 

 

III.2. Weakly bound ligand – N2 

Figure 5 shows the photodissociation spectrum of [Cu-N2]
+
 at 70 K trap temperature. 

Lowering the temperature has a dramatic effect on the spectrum, and several sharper features can 

now be clearly resolved.  We note that trap temperatures significantly below 70 K lead to 

condensing N2 on the cold head and removing the parent ion from the mass spectrum. This 

indicates that – in contrast to the other two ligands – the [Cu-N2]
+
 complex formed in the trap 

rather than in the ESI source. 

Since there is only one bright state calculated for each species, we assume that the observed 

substructure of the absorption band is due to vibrational progressions, controlled by Franck-

Condon factors. Calculating Franck-Condon factors is very difficult given the problematic nature 

of the electronic structure calculations. However, we can identify candidates for Franck-Condon 

active vibrations by inspecting the ground-state vibrational modes of [Cu-N2]
+
 under the 

assumption that the energy differences of the vibrational modes in the ground and excited states 

are not too severe, similar to the approach taken in earlier studies of bipy.
10

 A geometry 

optimization of the ππ* state in bipy (TDDFT with PBE0/def2-TZVP) reveals that the main 

geometry differences between bipy in the ground state and in the ππ* state are the length of the 

central C-C bond and the CNC bond angle in the rings. For an allowed electronic transition, we 
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expect the totally symmetric vibrations to be the main contributors to the excited-state 

vibrational features. 

The calculated energies of totally symmetric modes of [Cu-N2]
+
 that should be particularly 

active in these modes are represented in Figure 5 and compared to the experimental spectrum for 

[Cu-N2]
+
. The modes identified this way are mainly ring deformation modes, and they give a 

very good qualitative representation of the band contour. Bending and stretching modes of the 

CH groups, the N2 stretch and the Cu-N2 stretching mode should not be very Franck-Condon 

active and were therefore ignored for Figure 5. The calculated (ground state) and observed 

(excited state) peaks are collected in Table 3.  

 

 

Figure 5. Photodissociation spectrum of [Cu-N2]
+
 at 70 K trap temperature. The wavenumber 

axis is relative to the 0-0 band position of the ππ* electronic band, which is found at 4.04 eV. 

The full line represents experimental data, the stick spectrum shows calculated totally symmetric 

(ground state) vibrations of [Cu-N2]
+
 (see also Table 3). The 0-0 band is marked with a higher 

intensity for clarity, but we note that we cannot make any quantitative statements on the expected 

band intensities. The experiment monitored the loss of the N2 ligand. 
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Table 3. Experimental values were determined by fitting Lorentzian profiles with 100 cm
-1

 full 

width at half-maximum (which corresponds to the width of the 0-0 band) to the clearly 

discernible peak features. The error in these peak positions is ± 10 cm
-1

. Calculated values are for 

totally symmetric ground-state vibrational modes of [Cu-N2]
+
 obtained with PBE0/def2-TZVP 

(harmonic approximation). Additional totally symmetric modes are listed in Supplementary 

Information, Table S1. 

 

experimental [cm
-1

] calculated [cm
-1

] assignment 

  179 
a 

170/240 skeletal bipy bending modes 

347 381 central C-C stretch 

639 673 CNC bending ring deformation 

747 783 CCC bending ring deformation 

  1004 
b 

1055/1098 ring deformation modes 

  1355 
b
 1318/1326/1366 central C-C stretching modes 

1467 1538 CH bend and central CC stretch 

 

a
 This feature is wider than the others and likely combines two unresolved vibrational peaks. 

b
 Several of the modes listed could contribute since they have similar character. 

 

An interesting question in this context is whether the N2 ligand perturbs the Cu
+
 complex 

significantly. Figure 6 compares the spectra of [Cu-N2]
+
 and Cu

+
 at room temperature. The 

overall structure of the band is rather similar, and the origin of the ππ* band is at the same 

energy in both cases. The different relative intensities across the band are due to the fact that the 

fragment channel for Cu
+
 (loss of a neutral Cu atom) is predicted to have a threshold energy of 

the same order of magnitude as the photon energy (PBE0/def2-TZVP calculations give 4.30 eV 

for this process, see Table 1). The signal in the lower energy portion is therefore strongly 
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suppressed due to kinetic shifts. This interpretation is corroborated by the fact that fragment 

signal from bare Cu
+
 was already weak at room temperature and too weak to be registered at 

cryogenic trap temperatures. The similarity of the ππ* bands suggests that N2 is only a spectator, 

and that the electronic structure of Cu
+
 and [Cu-N2]

+
 is largely unperturbed in the region of the 

ππ* band. The similarity between Cu
+
 and [Cu-N2]

+
 is also evident from the strong similarity of 

the vibrational progressions (see Supplementary Information, Tables S1 and S2). Both bipy and 

[Cu-N2]
+
 have a symmetry forbidden excited state below the ππ* state, and we assume that the 

excited-state lifetimes are similar.  

 

Figure 6. Comparison of the spectra of [Cu-N2]
+
 (loss of N2 ligand, lower panel) and Cu

+
 (loss 

of neutral Cu, upper panel) at room temperature. The circles show the raw data and the full line 

represent the same data smoothed by 10-pt-adjacent averaging.  
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We were not able to probe the [Cu-N2]
+
 complex at lower trap temperatures due to the 

experimental procedure of forming the complex, but we assume that the residual width of the 

vibrational features comes from the finite temperature, the excited-state lifetime, or (most likely) 

from a combination of these two contributions. 

 

III.3. Solvent ligand – H2O 

The UV photodissociation spectrum of [Cu-OH2]
+
 at 50 K trap temperature has sharper 

features than at room temperature (Figure 7), but is not quite as well resolved as the spectrum for 

L = N2. The band contour is similar to that for L = N2, and the major vibrational features are all 

found at the same positions from the band origin, which is 0.03 eV higher in energy compared to 

L = N2.  

For L = H2O, there are two states below the bright ππ* state, one symmetry-forbidden and a 

weakly allowed transition with metal-to-ligand charge-transfer (MLCT) character (see Table 2 

and Figure 8). The latter is likely too weak to be observable in our experiment.  The greater 

width of the spectrum for L = H2O at 50 K compared to L = N2 at 70 K is interesting, since it 

runs counter to the intuitive expectation that the spectra should become sharper with decreasing 

trap temperature, all else being equal. This suggests that the nature of the ligand plays an 

important role here, not only for the envelope of the spectrum, but also for the lifetime of the 

excited electronic state. In [Cu-N2]
+
, the ligand is not very perturbative, while in [Cu-OH2]

+
, the 

presence of an additional state closely below the bright ππ* state (see Table 2) provides an 

additional de-excitation pathway, probably shortening the excited-state lifetime relative to that of 

[Cu-N2]
+
. 
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Figure 7. Electronic photodissociation spectrum of [Cu-OH2]
+
 ions (monitoring the loss of 

water) at room temperature (top) and at 50 K (bottom). The circles show the raw data and the full 

line represent the same data smoothed by 10-pt-adjacent averaging. 

 

Figure 8. Leading molecular orbitals for the two lowest energy transitions in [Cu-OH2]
+
 (see 

Table 2 for calculated energies). 
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III.4. Strongly bound ligand: L = Cl 

Figure 9 shows the electronic photodissociation spectrum of [Cu-Cl]
+
 ions. These 

complexes show a pronounced ππ* band at 4.02 eV, similar to the other [Cu-L]
+
 complexes, but 

they also exhibit a band at ca. 2.7 eV (see Table 2), consistent with a charge-transfer transition. 

Calculations confirm this assignment, showing ligand-to-ligand Cl-to-bipy charge-transfer (see 

Figure 10). Note that the calculations show a large difference between the vertical and adiabatic 

excitation energy for this state (a 0.76 eV difference) due to a significant excited-state relaxation 

along the Cu-Cl stretching coordinate. The adiabatic energy (2.54 eV) is in reasonably good 

agreement with the experimental one (2.72 eV). 

Both bands have extensive substructure. The structure of the ππ* band is likely due to 

vibrational progressions in the excited state, similar to the cases of L = N2 and H2O. The origin 

of the substructure of the charge-transfer band is less clear, particularly since there are several 

closely lying electronic states calculated to be in the same region (see Table 2). A detailed 

analysis of the charge-transfer band is not possible at present due to the computational 

difficulties with this complex. Both the UV and the visible band are rather broad, even at low 

temperature. The features in the ππ* band are broader than for the two other ligands in the 

present study, despite the fact that the Cl ligand has no internal degrees of freedom (in contrast to 

either N2 or H2O) and the trap temperature for the cryogenic spectrum was lower than that for L 

= N2. This is again consistent with the assumption that excited-state lifetime is the limiting factor 

for the width of the observed features, at least for L = H2O and Cl.  

Interestingly, the shape of the charge-transfer band is different at the two temperatures, and 

the lower energy edge of the band is suppressed at low temperature. This is likely caused by a 
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kinetic shift at low temperatures, since the threshold energy for the loss of Cl from [Cu-Cl]
+
 is 

calculated to be 2.56 eV, close to the energy of the charge-transfer band. 

 

Figure 9. Electronic photodissociation spectrum of [Cu-Cl]
+
 ions (monitoring the loss of Cl) at 

room temperature (top) and at 50 K (bottom). The data points in the photodissociation spectra are 

the raw data, the full lines are the same data smoothed by 20-pt-adjacent averaging. 

 

 

Figure 10. Leading molecular orbitals for the two bright transitions in [Cu-Cl]
+
.  
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IV. Conclusions 

We have performed photodissociation spectroscopy and computational analysis of [Cu-L]
+
 

complexes (L = N2, H2O and Cl) in the visible and UV. All three complexes show similar bands 

in the UV, which are the only observed electronic bands for complexes with N2 or H2O ligand. 

The UV bands are due to the B2 ππ* transitions localized on the bipy moiety and show 

vibrational contours that are consistent primarily with bipy ring deformation modes. Experiments 

at low temperature show that excited-state lifetime is a determining factor for the width of the 

vibrational features. The lifetime decreases from N2 to H2O to Cl due to an increasing number of 

lower lying electronic states that offer efficient de-excitation pathways. All complexes have a 

symmetry forbidden A2 state closely below the ππ* state. In the case of L = H2O, calculations 

predict one additional MLCT state, which has too low an oscillator strength to be observed in our 

experiment. For L = Cl, there is a multitude of lower lying electronic states. At least one of them, 

characterized as a ligand-to-ligand charge-transfer state, has significant oscillator strength and 

was observed in the photodissociation spectrum. While the nature of the ligand does not 

significantly change the position of the bright ππ* state, it drastically changes the excited-state 

dynamics. 
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