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Time-resolved photoelectron spectroscopy is performed on aqueous guanosine solution to study
its excited-state relaxation dynamics. Experimental results are complemented by surface hopping
dynamic simulations and evaluation of the excited-state ionization energy by Koopmans’ theorem.
Two alternative models for the relaxation dynamics are discussed. The experimentally observed
excited-state lifetime is about 2.5ps if the molecule is excited at 266 nm and about 1.1 ps if the
molecule is excited at 238 nm. The experimental probe photon energy dependence of the pho-
toelectron kinetic energy distribution suggests that the probe step is not vertical and involves a
doubly-excited autoionizing state.

1 Introduction

Although DNA bases strongly absorb UV light, they are aston-
ishingly photostable, which is the basis for the photostability of
DNA, itself. The key to this photostability is their ultrafast, ra-
diationless excited-state decay, which involves non-adiabatic pro-
cesses at conical intersections. This general picture is widely ac-
cepted, although the detailed relaxation processes of individual
DNA bases are not yet fully resolved. The excited-state relaxation
of guanine (Gua) or its derivatives has been investigated exper-
imentally both in the gas phase and the solution phase. In the
gas phase, photoelectron imaging! and photoionization®3 were
used, while in the solution phase transient absorption* and flu-
orescence up-conversion>® were the techniques of choice. With
the recent development of time-resolved liquid jet photoelectron
spectroscopy, a new technique is at hand for investigating the so-
lution phase excited-state dynamics. We have recently applied
this technique to study the excited-state dynamics of adenine
and adenosine (Ade/Ado)” as well as thymine and thymidine
(Thy/Thd) 8 and demonstrated the potential of this technique for
investigation of the excited-state dynamics of solvated molecules.
In the present work, we investigate the excited-state dynamics of
guanosine (Guo), the nucleoside of Gua, by time-resolved liquid

jet photoelectron spectroscopy. The chemical structures of the
relevant species are given in Figure 1.

Fig. 1 Chemical structure of the DNA base guanine (Gua), its
nucleoside guanosine (Guo), and its nucleotide guanosine
monophosphate (GMP). In Gua and Guo, the missing groups are
replaced by a hydrogen atom.

The optical absorption spectrum of Gua is dominated by two
bright #x* transitions usually labeled as L, and L;,. There are
two dark states close to L, in the gas phase, one of nz* character
and one of wo* character. There is quite large variation between
different theoretical methods in describing how hydration affects
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the individual electronic states®11 and references therein. Alto-
gether, one can say that L, is stabilized under hydration, whereas
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the nz* state is strongly destabilized. Most methods predict L, to
be only weakly affected by hydration.

Several theoretical studies explored the excited-state dynamics
of Gua in the gas phase. All of these studies support the existence
of a barrierless pathway connecting the Franck-Condon (FC) re-
gion and the conical intersection between S; and Sj. Several
minimum energy structures were located at conical intersection
seams for the gas phase at different levels of theory 215, At the
OM2/MRCI level, one conical intersection (CIy) connecting the
ground state with the first excited state is found at 3.52 €V and has
an 2E envelope puckered structure of the six-membered ring with
the C2 atom being displaced out-of-plane (oop) and an increased
C4-C5 bond length > (labelling of atoms according to Figure 1).
A similar structure was found in ref. 4. In the second S¢/S; CI,
which is located at 2.8 €V at the OM2/MRCI level (CIﬁ), the NH,
group is strongly displaced out of plane. The third Sy/S; CI lo-
cated at 3.20 €V is characterized by a strong oop displacement of
the O6 atom (CI;) 15 Similar structures were found at different
levels of theory12-14. The same CIs with very similar structures
were also found in aqueous solution®. The CIZ,yd is characterized

by a pronounced C2-N3 bond length elongation by 0.4 A, CI;y d

by an oop displacement of the NH, group by 80° and CI?,yd by an

oop displacement of the carbonyl oxygen by ~ 90°. In aqueous

solution OM2/MRCI locates both Clzyd and CI?,yd at ~ 3.5eV. No

value for cf&yd could be provided.

Surface hopping dynamics simulations in the gas phase showed
that relaxation proceeds mainly via Cly and Clg. Lan et al. have
found 60% of the excited-state population to electronically relax
at Cly (190fs lifetime) and 40% at Clg (400 fs lifetime) 1>, Bar-
batti et al. have found also CI, contributing to the excited-state
decay: 5% of the excited-state population follows this relaxation
path, while 67% undergo internal conversion at a CI associated
with a pronounced ring deformation and 28% at a CI associated
with an oop displacement of the amino group, similar to Clg 16,

The situation is significantly different in aqueous solution:
Heggen et al.? have shown that the relaxation path connecting
the FC region with CII;,yd becomes the most important one associ-
ated with a lifetime of 265 fs or 216 fs for dynamics starting on S
or S,, respectively. In contrast, internal conversion through cﬂ;yd
and CI becomes suppressed. Hopping times associated with
those CIs are 343 fs (395fs) and 441 fs (517fs) for excitation of
S (Sy), respectively. If S,, i. e. L, is excited, internal conversion
to S; takes on average 21fs. Due to the dominant relaxation at
Cl?,yd, the average excited-state lifetime of Gua is slightly shorter
in solution than in the gas phase?. In solution, the excited-state
potential energy surface along the path toward the conical inter-
section exhibits a very steep gradient in the FC region, followed
by a flat plateau. In these potential energy regions, the molecule
possesses an almost planar purine ring structure. The flat plateau
is connected to the conical intersection by a barrierless pathway.
Along this reaction path, the molecule loses its planarity*.

Due to the non-volatility and the low solubility of Gua, there
are only very few experimental studies on Gua both in the gas
phase and in solution. For isolated Gua molecules, the time-
dependent photoion signal was measured by two groups. Kang
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et al. found a mono-exponential decay with a lifetime of 0.8 ps?
and Canuel et al. found a bi-exponential excited-state decay with
lifetimes of 150 fs and 360 fs3. The longer lifetime was corrected
to 2.3ps in a later work of the same group!”. The situation
of Gua is complicated as isolated Gua can exist in different ro-
tameric and tautomeric forms at room temperature. The biolog-
ically relevant form is 9H-1H-amino-oxo guanine (1,9H Gua) as
shown in Fig. 1. In the gas phase, only about 32% of the Gua
molecules are of this canonical form. Overall, there are four dif-
ferent tautomers with abundances > 1% in the gas phase 8. The
above-mentioned experiments were not tautomer-selective and
therefore, the lifetimes correspond to the mixture of excited-state
relaxation of different tautomers. There are also two very recent
studies on Guol® and deprotonated dGMP~ 1. Also here, sev-
eral tautomers are present. In dGMP~ two contributions were
found with lifetimes of 50fs and 600 fs, respectively. Both life-
times are assigned to dynamics on the initially excited S;(z7*)
state. The fast timescale is due to wave packet motion away from
the FC region and the second contribution is then assigned to in-
ternal conversion. De Camillis et al. measured the time-resolved
photoion yield and focused on the different dynamics of nucleo-
sides compared to isolated DNA bases 1°. They found biexponen-
tial behaviour with the faster timescale being in agreement with
previous measurements on DNA bases®. Interestingly, the longer
lifetime was found to be a factor of 2 smaller in the nucleosides
than in the corresponding DNA bases for adenosine, thymidine
and cytidine. This was explained by an additional relaxation path
in the nucleosides opened by a proton transfer through a sugar
to base hydrogen bond. Unfortunately, the data on Guo suffered
from high noise and the existence of several tautomers and ro-
tamers and the retrieved lifetimes for this molecule did not fol-
low the general trend of the other nucleosides. Instead, lifetimes
of 230fs and 2.3 ps were found, which are both in agreement
with lifetimes reported for isolated Gua®17. Hydration strongly
affects the tautomeric distributions of Gua and Guo. In aqueous
solution of Guo, only one considerably abundant tautomer, the
canonical 1,9H Guo form, is found2. The presence of the sugar
moiety is not expected to influence the energetics or dynamics of
the molecule, significantly21-22,

In the solution phase, the excited-state dynamics of Guo
and GMP was investigated by transient absorption and fluores-
cence up-conversion4%23, In transient absorption experiments,
Karunakaran et al.# found three different lifetimes after excita-
tion at 266 nm and 289 nm: 0.2 ps, 0.9 ps and 2.5 ps. At 289 nm
excitation is predominantly into S, while at 266 nm S; and S,
are excited to approximately equal fractions. S,, however, is dis-
cussed to decay to S; much faster than within 100 fs in line with
simulations?. Also, the motion of the prepared wave packet away
from the FC region is discussed to be unresolved, i. e. occuring
faster than on a ~ 100 fs timescale. The fastest lifetime is assigned
to the movement of the wave packet between two regions on the
potential energy surface, a planar plateau containing a planar
pseudominimum and the non-planar minimum. The 0.9 ps life-
time is assigned to internal conversion between the non-planar
minimum of S; and Sy, while the long lifetime has been ascribed
to vibrational cooling of the ground state®.

This journal is © The Royal Society of Chemistry [year]
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Miannay et al. investigated the time-dependent fluorescence
upon excitation at 266 nm and found complex dynamics with sig-
nificant emission wavelength dependence. A global fit revealed
also three different lifetimes of 0.16 ps, 0.67 ps and 2.0 ps®. These
lifetimes are assigned to complex non-exponential dynamics on
the S; potential energy surface, i. e. the longest observed lifetime
is not due to vibrational cooling of the ground state. The strong
emission wavelength dependence of the fluorescence dynamics
was very surprising and has not been observed in any other DNA
base, before®.

2 Experimental

A 1mM aqueous solution of Guo, buffered at pH 8 (1 mM
tris(hydroxymethyl)-aminomethane (TRIS) and hydrochloric
acid (HCI)) is investigated in a liquid jet of about 10 um diam-
eter. At this pH value, Guo is neutral and the canonical form
is the only significantly abundant tautomer present in solution.
30mM sodium chloride (NaCl) is added to prevent electrokinetic
charging of the liquid jet?*. The experimental setup has been de-
scribed in great detail elsewhere2>. Briefly, a regeneratively am-
plified Ti:Sa laser system delivers 40 fs pulses at 800 nm. One part
of the laser output is used to generate 266 nm (4.66 €V) pulses by
sum frequency generation in BBO crystals. The remaining part
of the laser output is used to pump an optical parametric am-
plifier (TOPAS, Light Conversion) which delivers pulses between
238 and 248 nm (5.21 and 5.00 eV, respectively). The UV pulses
are attenuated to 80-95nJ for the pump-probe experiment. Guo
absorbs strongly at all wavelengths used in the experiment. While
at 266 nm, both states, L, and L, are excited to about the same
extent, at 238 nm-248 nm we excite mainly into the L, band®.
However, our temporal resolution (200 fs cross-correlation width)
is not sufficient to observe the sub-100 fs transition from L, to L,.
Hence, the observed dynamics should be dominated by the relax-
ation on the L, surface. Due to the ability to excite the molecule
at both, the pump and probe wavelength, we expect to observe
dynamics in both temporal directions.

The pulses are focused onto the liquid jet to focal spot sizes of
about 100 um. A chopper in each beam allows us to measure the
one-color multi-photon signals separately (pump-only and probe-
only) and subtract them from the two-color signal on a pulse-to-
pulse basis.

Photoelectrons are collected and analyzed by a magnetic-bottle
type time-of-flight spectrometer.

Guo and TRIS were purchased from Sigma-Aldrich Co. and
sodium chloride from Merck. All substances were used with-
out further purification. The sample solution was prepared us-
ing demineralized water (residual conductivity 0.25 uS/cm). At
the given pulse intensities, sodium chloride does not contribute

significantly to the photoelectron spectra”’.

3 Computational

Starting from the trajectories described in ref.? we evaluated the
time evolution of the ionization potential of 9H-Gua in water af-
ter excitation of the lowest excited singlet state (S;). As in our
former dynamics study, we used the semi-empirical OM2/MRCI
method 2627 as implemented in MND09928. Details regarding

This journal is © The Royal Society of Chemistry [year]
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the computational method are given in ref.”. The present calcu-
lation of the ionization potential is based on Koopmans’ theorem,
i.e. neglecting orbital relaxation and correlation effects (see Sup-
porting Information for details and justification). We performed
restricted open-shell OM2-SCF calculations for the lowest open-
shell singlet state (S;) of 9H-Gua in water (two singly occupied
orbitals). The first ionization potential was determined from the
energy of the highest singly occupied orbital (with appropriate
two-electron corrections). In total, 130 trajectories from our pre-
vious dynamics investigations were suitable for detailed analysis
of the ionization potential. In time steps of 10 fs, single-point cal-
culations were performed for each trajectory and the ionization
potential was computed as indicated above. As the ionization po-
tential of the S; state is relevant for comparison with experiment,
no further single-point calculations were done when the system
had hopped to the ground state. Therefore the number of trajec-
tories considered for the computation of the ionization potential
declines with time. In the previous study, two different setups
were chosen to start the excited-state decay dynamics: The sys-
tem was either directly excited to the first excited state or to the
second excited state (which then very quickly decays to the first
excited state). 47 (83) trajectories correspond to the former (lat-
ter) case.

As we will show in the results section, our data show evidence
for a non-vertical probe transition. To estimate the accessibility
of doubly-excited electronic states in Gua we carried out CASSCF
calculations on representative geometries obtained from surface
hopping dynamic simulations of Gua in aqueous solution? fol-
lowed by the MRCI procedure. For these estimates, the solvent
molecules were omitted. We used the aug-cc-pVTZ basis set. In
principle, an accurate description of doubly excited states embed-
ded in the ionization continuum, is not possible, because they
are coupled to the neighboring ionized states - leading to a decay
of the former. As we will not attempt to determine the lifetime
of the autoionizing states, we artificially reduce the active space
of the CASSCF calculations to avoid the penetration of ionized
states. Thus, the active space of the state-averaged CASSCF treat-
ment consists of the HOMO, LUMO and LUMO+1 orbitals (two
electrons in three orbitals) ensuring that the four lowest states
were Sy, Si, S, and the lowest doubly excited state. We have also
tested the inclusion of the HOMO-1 orbital into the active space,
but in this very expensive treatment the results did not change,
remarkably. Further test calculations show that the next higher
doubly excited state is energetically too high to be reached by a
one-photon probe step. Consequently, we can restrict ourselves
to the lowest doubly excited state.

4 Results

In Figure 2A-C(colormap), the measured time-resolved photo-
electron spectra of Guo are shown for different pump and probe
wavelengths. At positive delay times the molecule is excited by
266 nm pulses (4.66 €V) and the probe wavelength is 248 nm (A,
5.0eV), 243nm (B, 5.1eV) or 238 nm (C, 5.2€V). For negative
delays, the pulse sequence is opposed. At first glance, the plots
look quite indifferent: in all cases, we observe a broad photoelec-
tron distribution at time zero peaking at about 0.7 eV and cover-
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ing the full energy range between 0 and 2.5 eV. With increasing
delays, this broad distribution seems to shift toward about 0.5 eV
and becomes more narrow. At longer delays, also negative pump
probe signal is observed which we assign to dead time effects of
the MCP detector. Very surprisingly, photoelectron distributions
at negative delays nearly mirror those at positive delays (see Fig.
S129). This is in contradiction to expecting a shift of the pho-
toelectron distributions toward lower kinetic energies according
to the probe photon energy difference. A similar behaviour as in
Guo has not been observed in any other system we have stud-
ied so far and deserves a detailed discussion subsequent to the
description of the experimental and theoretical results.

Following previous experimental observations of Guo in aque-
46 we performed a global analysis of the time-
dependent photoelectron spectra, assuming a sequential popu-
lation of different regions on the S; surface followed by inter-
nal conversion to the ground state. This model involves two rate
constants. However, we want to stress that we do not have cer-
tain defined states in mind but rather use this bi-exponential de-
scription to model a continuous evolution of the wave packet on
S;. We did not consider dynamics on S, because we expect this
higher excited state to decay to S; within our temporal resolu-
tion. Therefore, the dynamics of two populations in either delay
direction are considered: one is exponentially decreasing at rate
ki, the other one exponentially growing at rate k; and decaying
at rate k;. We have introduced a factor y in the rate equation
accounting for structure-dependent ionization cross-sections, i. e.
different probabilities to ionize the excited molecule in the two
different regions of the S; surface. On the other hand, the fac-
tor ¥ may also account for a branching of the relaxation path, i.
e. one part of the excited population returns to the ground state
with a rate k; while the remaining part of the population persists
longer in the excited state. This might be the case, if, depending
on the initial geometries, only part of the wave packet gets close
to the conical intersection at first instance, while the trajectories
of the remaining part are more extended until they also encounter
the conical intersection. The rate equations and their solution
is given in the supporting information2®. The cross-correlation
width (200fs fwhm) and the temporal origin 7y were indepen-
dently determined from nonresonant two-color photoelectron sig-
nal of gaseous nitric oxide (NO) and buffer solution. The ampli-
tudes of the two exponentials for every kinetic energy determine
the decay-associated spectra (DAS). Details on the fitting proce-
dure are given in the SI%°.

The resulting fit is shown as contour lines on top of the data in
Figure 2A-C. The corresponding residuals of these fits are shown
in Figure 2D-F(colormap). For comparison, the fit contour lines
are displayed on top of the residuals, too. The model fits the data
very well, no systematic residuals are apparent. Nevertheless, we
note that the data can be equally well fitted by assuming a model
with a parallel relaxation path. The population dynamics (G-I)
and DAS (J-L) retrieved from the global fit are displayed as well.

The fit results are summarized in table 1. For dynamics in posi-
tive delay direction, we find a shorter lifetime of about 290 fs and
a longer one of about 2.3 ps. In negative delay direction, faster
dynamics are observed: the shorter lifetime is about 50fs, the

ous solution
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longer one is about 1.1 ps.

For all pump and probe wavelength combinations, we find y =~
0.3. As already discussed before, this might be due to structure-
dependent ionization cross section, i. e. ionization of the excited
molecule is initially about 3 times more likely than at later times.
On the other hand, it may also indicate that there is a branching
in the relaxation path and 70% of the population decays to the
ground state with rate k; and only 30% remain in the excited
state for longer. From the comparison of signal at negative and
positive delay times, conclusions on the wavelength dependent
ionization cross-sections are possible. The signal ratio is given by

Ay aGs(4.666V)  ops(5.0—5.2,eV)

= 1
A_ aGs (5.0—5.26\/) QES (4.666\/) ’ M

where ags is the absorption coefficient of the ground state
molecule and ogg is the absorption coefficient of the excited
molecule. The ground state absorption of Guo is well known 30,
We have evaluated only the signal associated with the slower de-
cay because this is less sensitive to the particular fit parameters.
For the individual photon energy combinations we find A, /A_
to be 0.46 (4.66eV / 5.0eV), 0.7 (4.66€eV / 5.1€V) and 1.04
(4.66 €V / 5.2 €V) and deduce excited-state absorption coefficient
ratios opg(4.66eV)/ops(5.0—5.2eV) of 1.7 (5.0eV) and 1.3 (5.1-
5.2¢eV).

The DAS are presented in Fig. 2 J-L. In addition, we compare
the normalized DAS obtained for the different pulse sequences at
different wavelength combinations in the supporting information
Fig. S1. As already evident from the data we find also the DAS
to be nearly independent of the pulse sequence. Any differences
between the spectra associated with a given decay obtained with
a given photon energy combination are much smaller than the
probe photon energy difference, i. e. 0.34¢€V-0.54€V. There are
some differences for the spectra associated with the fast decay
which we mainly assign to limits of the global fitting and inaccu-
racy of the independent determination of cross-correlation width
and temporal overlap.

Fig. 3 shows the time-dependent ionization energies calcu-
lated from Koopmans’ theorem averaged over all different tra-
jectories for Gua. No significant difference was observed for dif-
ferent groups of trajectories (as characterized by the respective
hopping geometries). We observe that the average ionization po-
tential of the S| state quickly rises from an initial value of about
3-4 eV to a value in the range of 5-6 €V, typically within 50 fs. We
attribute this to fast initial dynamics in the S; state, with con-
comitant stabilization. An association with the steep gradient of
the S; surface in the FC region seems obvious. At t = 0, we find a
S| ionization energy of 3.54 eV which can be used for calibration
against experimental data. With an applied shift of -1 eV we find
very good agreement with our experimental data (cf. Fig. 3b).

Besides the time-dependent ionization energies we also retrieve
the time-dependent population of the S; state from our calcula-
tions, which is also shown in Fig. 3a. The computed lifetime
is 314fs for Gua which is significantly shorter than the experi-
mentally observed ps lifetime for Guo. In a previous work, these
deviations were suggested to be due to the different substituents
at the N9 position?.

This journal is © The Royal Society of Chemistry [year]
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Table 1 Retrieved timescales for the excited-state relaxation of aqueous Guo obtained for different pump and probe photon energies. Additionally, the
relative intensity y of the fast and slow contributions is given. Provided uncertainties are retrieved from the y? fitting procedure. This lifetime was kept

constant.
pump probe Ttast Tslow Y= Aslow/Afast
/ eV / eV / fs / ps
positive delays 4.66 5.00 380+40 2.4£0.3 0.32
4.66 5.10 260460 2.3+0.4 0.34
4.66 5.21 250+20 2.14+0.1 0.42
negative delays 5.00 4.66 40+10 1.1+0.1 0.24
5.10 4.66 60+30 1.1% 0.34
5.21 4.66 60+10 1.0+0.1 0.29
a 150 We assign the decay of this component to the internal conversion
> 6} 5 to the ground state at the conical intersection. The S; lifetime is
o 1100 T therefore ~ 2.1 —2.4 ps for excitation at 4.66 €V and 1.0-1.1 ps for
2 = excitation at 5.2 eV.
et o
o 5t Q However, our finding that only 30% of the initially excited pop-
o) L . . .
2 150 & ulation is observed in the longer-lived signal allows also an al-
-% \ / g ternative interpretation. As already indicated before, it is con-
X 4 0 2 ceivable that (depending on the initial geometries) only a part of
1 [$ . L
o 5 the wave packet (70%) quickly encounters the conical intersec-

00 02 04 06 08 10

Delay / ps
3 - T
b o~ W
of ST _
» - A S .
Q.
> I 341
@
(0]
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Fig. 3 a) Time-dependent ionization energy of the S; state calculated
from Koopmans’ theorem (black) and S; state population (red). b)
Comparison between computational and experimental results

(4.66 eV+5.2eV). Computational results (black) were shifted by -1.0eV
to match the experimental values (contour plot). To account for the
limited time resolution, the time-dependent calculated ionization
energies were convolved with a Gaussian of 200 fs FWHM (blue).

5 Discussion

In the following we suggest two alternative interpretations of the
observed dynamics. One follows the interpretation of recent ex-
perimental work on aqueous Guo or GMP*©: The first component
is ascribed to the wave packet in the FC region that quickly re-
laxes due to initial dynamics on the S; surface concomitant with
a fast rise of ionization energy. The second component is assigned
to the wave packet evolving from the flat plateau to the conical
intersection. In this region, no significant dependence of the ion-
ization energy on the reaction coordinate (or time) is observed.

This journal is © The Royal Society of Chemistry [year]

tion (with rate k; = (290fs)"), while the remaining part is too
far away in phase space and needs more time to explore the po-
tential energy surface and to find the conical intersection (rate
ky ~ (2.3ps)~1). Further indirect support comes from the recent
work of De Camillis et al.!? in conjunction with our simulation.
They have found significantly faster dynamics in the nucleosides
with respect to the bases for adenine, thymine and cytosine. Their
guanine results however suffered from more noisy data and the
presence of different tautomers in the gas phase. If we never-
theless presume a general mechanism for all DNA bases, i. e. a
charge-transfer state opening a new relaxation route, the dynam-
ics should be faster (not slower) in Guo than in Gua. Therefore
the simulation results should represent an upper limit for the ex-
cited state lifetime of Guo. Indeed, the observed lifetime in the
simulation of 314 fs is in very good agreement with rate k.

It is interesting to compare the observed dynamics in water
with those of isolated molecules. De Camillis et al. have retrieved
lifetimes which are in very good agreement with our results, both
for the fast and slow component, indicating that the solvent en-
vironment does not have a huge influence in this case and dy-
namics is governed by internal degrees of freedom!°. However
the error bars are quite large and the sample was a tautomeric
and rotameric mixture in their work. For this reason, a direct
comparison of the two different experiments is difficult. Chat-
terley et al. have performed similar experiments as we did on
isolated dGMP, i. e. they measured photoelectron spectra. They
observed somewhat faster dynamics (50 fs/600fs) than we did
(2901fs/2300 fs), but the interpretation is very similar to the first
interpretation that we suggested: The fast timescale is due to
wave packet motion away from the FC region, while the second
component is due to internal conversion. This assignment was
motivated by the similarity of timescales as observed for hydrated
dGMP~. Nevertheless, a branching of the trajectories can likewise
explain the observations.

In the following we will further discuss our data in the frame
of the first interpretation provided for the observed dynamics (no
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branching). We emphasize, however, that the second interpreta-
tion would lead to the same conclusions. We will now turn the
discussion to the nearly identical decay associated spectra for the
different pulse sequences. As discussed in the literature*?, we ex-
pect to observe dynamics in the S; state for either pump pulse. For
vertical ionization we do expect to observe photoelectron kinetic
energy distributions that reflect the differences in probe photon
energy. This is apparently not the case here. Assuming, that the
ionization cross section does not depend on the probe photon en-
ergy in a very peculiar way, the results suggest that either dy-
namics is observed in different states (i. e. S; and S,) or the
transition in the probe step is not vertical for at least one of the
two pulse sequences. There is no reason to question the inter-
pretation from previous experiments and simulations that there
is an ultrafast population transfer from S, to S; within a few tens
of fs. Therefore, we have to refuse that the probe photon ab-
sorption is accompanied by a vertical transition to the ionic state.
We suggest the existence of a metastable electronic state, embed-
ded in the ionization continuum. According to our hypothesis,
the same vibronic levels of this electronic state are populated, ir-
respective of the sequence of the two light pulses. We suppose
that this metastable state is a doubly excited one, characterized
by a simultaneous excitation of two valence electrons, (7*)2, de-
caying vertically to the ionic ground state D,, where the kinetic
energy of the ejected photoelectrons is given by the difference
of the doubly-excited-state potential energy and the ground-state
ion potential energy.

These two situations, ionization via a doubly-excited state and
direct ionization are sketched in Fig. 4. The pump pulse of a
given photon energy prepares the molecule in the electronically
excited S state with a certain amount of kinetic energy stored in
different vibrational modes. This excess energy can be distributed
among further vibrational modes via intramolecular vibrational
redistribution (IVR) or released to the solvent via intermolecular
energy transfer (IET). There is not much known about the vibra-
tional cooling dynamics in the excited S; state of neutral Guo,
because it is superimposed by the very fast internal conversion to
the ground state. However, in protonated GMP vibrational cool-
ing dynamics in S; takes about 3ps3!. We can assume, that this
dynamics is similar in the neutral molecule, i. e. slower than
internal conversion and that there is no significant redistribution
of excess vibrational energy in the course of excited-state relax-
ation. Transition to the doubly-excited state cannot be vertical
for both pulse sequences. The vibrational energy distribution of
the molecule in the doubly-excited state is not necessarily the
same as for the molecule in the S; state. If the doubly-excited
state was not involved, the photoinduced transition to the ionic
ground state would be vertical and the vibrational energy dis-
tribution of the molecule in the S; state would remain in the
ion. The photoelectron kinetic energy is then the difference of
absorbed probe photon energy and the potential energy differ-
ence between the S; and D, state. On the basis of a simple model
(one- and three-dimensional harmonic oscillator), the behaviour
of the photoelectron spectrum is compared for auto- and direct
ionization in the SI2°. Our ab-initio calculations show that, ex-
cept for ¢t = 0, in all investigated geometries the lowest doubly
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excited state is located in an accessible energy range above S;
and is nearly parallel to it (deviations not larger than 0.5 eV). In-
vestigating the electron configuration of this doubly excited state,
we found that for all geometries the predominant contribution
(> 95%) is of (7*)? character. In the SI??, this orbital is shown
and compared with the HOMO. The transition dipole moment for
the excitation of the doubly excited state from S; is comparable to
or even larger than that of the S¢S, transition. This means that,
in principle, the cross section for excitation of the 2xEx state is
sufficiently high. Of course, in a more detailed probe absorption
treatment, interference effects between discrete and continuum
states have to be considered, leading to Fano spectral features32.
Such fingerprints of the doubly excited state were not observed
in our experiments, presumably, because of the remarkable spec-
tral broadening due to vibronic substructure and the water envi-
ronment. In most cases the doubly-excited state is energetically
located ~ 0.5 — 1.5eV above the ionization limit, i. e. explaining
the observed photoelectron kinetic energies. Detailed results of
the calculations are provided in the supporting information2°.

If ionization occurs via the doubly-excited state as we suggest,
the observed kinetic energies are given by the difference between
the doubly-excited and the ionic state. The binding energy of
the initially excited S; state is generally not reflected in the data.
So, the question arises, why the calculated S; ionization energies
are fitting the data so nicely. From our calculations we suggest
that the doubly-excited-state potential energy depends similarly
on the reaction coordinate as the S; state, i. e. the S; binding
energy differs from the difference of doubly-excited and ionic po-
tential only by a nearly constant value.

While the kinetic energy distribution may not contain direct
information about the S; potential energy surface, the time-
dependent photoelectron signal clearly reflects excited-state pop-
ulation dynamics together with structure dependent excited-state
absorption cross-sections. We found faster dynamics when the
molecule was excited at 5.0-5.2eV than at 4.66eV. This can be
discussed in different ways:

a) Accelerated dynamics due to higher excess energy. Exci-
tation at higher photon energies prepares the excited state with
higher vibrational energy. This generally leads to faster dynamics.
For pump wavelengths of 266 nm and 287 nm, however, no sig-
nificant difference in the dynamics was observed#. Nevertheless,
the situation may be different at 238 nm, which is also indicated
by surface hopping dynamics simulations. They yielded slightly
faster excited-state decays after initial excitation of S, than of
S 9.

b) Faster dynamics due to accessibility of additional relax-
ation pathways. Due to the higher excess energies in the ex-

cited state, new relaxation pathways may open®.

¢) Limited FC windows for ionization. At negative delays the
excited state is probed with 4.66 eV photons, i. e. at lower energy
than at positive delays. If the energy gap between excited and
ionic state increases above the probe photon energy, the excited
state becomes invisible for the probe pulse in photoelectron
spectroscopy. This point is reached faster for a smaller probe
photon energy, i. e. the observed dynamics seem to be faster.

This journal is © The Royal Society of Chemistry [year]
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In the presence of the doubly-excited state, point c is not rel-
evant, because the accessibility of the final state is only given by
the total absorbed photon energy.

Our retrieved timescales compare well with timescales found
in transient absorption and fluorescence up-conversion*®. How-
ever, in contrast to fluorescence up-conversion and transient ab-
sorption we only need two components to satisfactorily describe
our data. We want to stress that we do not intend to assign these
two lifetimes to defined states on the S; potential energy surface
but rather use them to describe a continuous evolution of the ex-
cited wave packet. We also want to note that in agreement with
fluorescence up-conversion our data suggest that the longest ob-
served timescale is due to dynamics in the S; state, most likely
related to S; population decay due to internal conversion, and
does not reflect ground state cooling.

It is interesting to investigate the DAS in more detail. At first
glance it is striking, that the photoelectron spectrum is initially
very broad (FWHM of the first component is ~ 1.5eV) and be-
comes significantly more narrow at later times (FWHM of the sec-
ond component is ~ 1.0 eV). This may at first be surprising since
the wave packet is expected to spread out on the flat S; surface
which could be expected to transfer into very broad photoelec-
tron spectra. However, we will show that the particular potential
energy landscape for Guo/Gua readily explains this observation.
The wave packet in S; is prepared by the pump pulse where the
vibrational ground state wavefunction is projected onto S;. In
the FC region, the S; potential energy surface possesses a very
steep gradient and we suggest that this is also the case for the
doubly-excited state. I. e. in this region, ionization energies of S;
as calculated from Koopmans’ theorem and potential energy dif-
ferences between the doubly-excited and the ionic ground state
have very different values. This transfers into a very broad dis-
tribution of resulting photoelectron kinetic energies. This very
steep potential gradient in the FC region of the S; state leads to
a very fast stabilization of the excited state within about 290 fs
(in case of 4.66 €V excitation). This is sketched in Fig 5. On the
other hand, our calculations show, that after this initial stabiliza-
tion the ionic potential along the reaction coordinate is parallel to
the S| and the doubly-excited-state potential. Therefore, even a
strongly broadened wave packet will lead to a narrow photoelec-
tron band. The observed width of ~ 1€V is typical for hydrated
species and mainly caused by inhomogeneous broadening due to
very different local solvation structures 3334,

6 Conclusion

We have investigated the excited-state relaxation in aqueous Guo
by time-resolved photoelectron spectroscopy. Dynamics were ini-
tiated by pulses at 266 nm, 248 nm, 244 nm or 238 nm on the S
or S, potential energy surface. The S, —S; transition was not
resolved in our experiments and the data therefore reflects dy-
namics in the S; state. In agreement with our surface hopping
dynamic simulations, the photoelectron spectrum rapidly shifts
towards smaller kinetic energies until it stabilizes at a kinetic en-
ergy of about 0.5 eV. The spectrum also narrows significantly. We
have suggested two alternative interpretations of the observed

This journal is © The Royal Society of Chemistry [year]
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Fig. 5 Schematic potential energy curves of Guo in water. The pump
pulse launches an excited-state wave packet (orange) in the
Franck-Condon region (grey) of the populated S; or S, (not shown)
state. The S, state decays within the time resolution into S;. The
time-dependent S; ionization energy (along the relaxation path) is
nearly constant besides a sharp initial rise, leading to the sketched ionic
potential curve Dy. Around the temporal overlap of both pulses, the
steep gradient of the excited state in the FC region is mapped into a
very broad photoelectron kinetic energy distribution (light green). With
increasing delays, the wave packet dephases and spreads on the
excited-state potential. lonization in the flat region of the S; potential
leads to a more narrow distribution of photoelectrons due to the
parallelity of the doubly-excited 2xEx state and D,.

dynamics. The first one follows the interpretation of recent ex-
perimental results of hydrated Guo and GMP*6. The fast shift is
assigned to initial dynamics in the S; state: relaxation from the
steep FC region to the rather flat plateau occurs in about 290 fs
if dynamics are initiated by 266 nm pulses. This is followed by
a slower signal decay within ~ 2.3 ps which we assign to inter-
nal conversion at a conical intersection. We have observed that
only 30% of the initially excited population contributes to the
signal of the slower decaying component. This might be due to
structure-dependent ionization cross section. On the other hand,
this finding can also suggest an alternative interpretation: The
dominant part (70%) of the initially excited population encoun-
ters the conical intersection with the ground state very fast and
gives rise for the observed decay rate k; = (290fs)~! in agree-
ment with the S; lifetime observed in our simulation, while the
remaining part of the initially excited population (30%) follows
more extended trajectories in phase space and needs more time
to encounter the conical intersection. This part of the popula-
tion gives rise to the observed second decay rate k, = (2.3ps) .
More investigations are needed to decide in favor of one or the
other relaxation model. Time-resolved photoelectron imaging ex-
periments allowing to also measure the angular distribution of
the photoelectrons may be one promising technique to solve this
problem33. As it was shown theoretically for NO, 3¢ such mea-
surements may allow to obtain a clearer picture of ionization
channels near a conical intersection. However, it is currently not
possible to apply this technique to highly volatile samples.
Interestingly, our photoelectron kinetic energy distributions
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show that the probe step is not vertical, i. e. the measured
photoelectron kinetic energy distributions do not depend on the
probe photon energy in the range applied here. We suggest that
this is due to population of a doubly-excited state in the probe
step which rapidly decays via autoionization. These results show
that in time-resolved photoelectron spectroscopy the photoelec-
tron kinetic energy distributions can be dominated by interme-
diate transients even in a one-photon probe step and that the
analysis and discussion of such data requires great care. In di-
atomic molecules, doubly-excited autoionizing states have been
investigated and studied in some detail37-38. To the best of our
knowledge this is not the case for larger molecules.
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Fig. 2 Time-resolved photoelectron spectra of Guo excited and ionized at different photon energies: A, D, G, J: 4.66eV+5.0eV, B, E, H, K:
466eV+5.1eV,C, F |, L: 4.66eV+5.2eV. A, B, C: raw data (color map) and fit (contour lines); one-color signal has been subtracted. D, E, F: residuals
(color map) and fit (contour lines). G, H, |: Population dynamics obtained from the global fit. Dots mark energy-integrated raw data. The red line is the
sum of the individual population dynamics. J, K, L: decay-associated spectra (same color code as for the population dynamics). Provided error bars
are retrieved from the x? fitting procedure.
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Fig. 4 One-dimensional sketch of potential energy surfaces and the photoionization processes in the presence of a doubly-excited state 2xEx (a) and
in its absence (b). Blue and violet arrows represent the two different photon energies. Different green arrows represent photoelectron kinetic energies

for the two different pulse sequences.
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